
 
 
 
 
 
 
 
Bone, Jordan (2025) Exploring evolutionary dynamics of influenza viruses 
through the lens of equine influenza. PhD thesis. 
 
 
 
https://theses.gla.ac.uk/85122/ 
 
 
 

Copyright and moral rights for this work are retained by the author 

A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge 

This work cannot be reproduced or quoted extensively from without first 
obtaining permission from the author 

The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the author 

When referring to this work, full bibliographic details including the author, 
title, awarding institution and date of the thesis must be given 

 
 
 
 
 
 

Enlighten: Theses 
https://theses.gla.ac.uk/ 

research-enlighten@glasgow.ac.uk 

mailto:research-enlighten@glasgow.ac.uk


Exploring Evolutionary 
Dynamics of Influenza 
Viruses Through the Lens 
of Equine Influenza 
Jordan Bone BSc (Hons), MSc 

 

 

Submitted in fulfilment of the requirements for a Degree of Doctorate of 

Philosophy in Veterinary Medicine  

School of Biodiversity, One Health and Veterinary Medicine 

College of Medical, Veterinary & Life Sciences  

University of Glasgow 

June 2024 

  



ii 

Abstract 
Though many vaccines exist to confer protection from Influenza A 
viruses, they remain viruses of great concern in both mammalian and 
avian species. Influenza A viruses circulate in many wild, domestic 
and human species; often with the potential to transmit between 
these populations. Emergence in these other populations can lead to 
widespread transmission and/or severe pathology and indeed has 
occurred multiple times over just the last century.  
As obligate pathogens, influenza viruses are only able to evolve during 
infection of hosts, as it is the only setting in which they can replicate. 
However, in addition to the local environment (i.e. the infected host) 
influenza viruses must also adapt to transmission between hosts. 
Differences between hosts can be minimal but may be as dramatic as 
alternative tissue tropism or even host species. This work aims to 
study how influenza viruses evolve both within infected hosts and 
across transmission events, and the interaction between these two, 
sometimes competing, ecological niches that viruses must adapt to. 
Integral to the continued success of influenza viruses is the ability to 
circumvent the host immune system. Host adaptive immunity places 
strong selective pressures upon viral populations. Transmission 
experiments were carried out in which mixed populations of horses 
(either vaccinated or unvaccinated) were sequentially exposed to one 
another to create a five-step chain of transmission. The first 
experiment mixed naive individuals with horses that had received a 
multivalent vaccine, the second mixed naive horses with hosts that 
had received a univalent vaccine. Horses were nasally-swabbed daily 
in order to collect shed virus particles which could then be quantified 
and deep-sequenced.  
137 qPCR values and 53 sequences of viral populations were 
collected. Differences in viral load, consensus genomes and low-
frequency mutations were observed across transmission chains and 
between vaccinated and unvaccinated hosts. Unvaccinated horses 
shed more virus than their vaccinated counterparts, though this 
difference was much greater when comparing naive hosts to those 
that received a multivalent vaccine. Conversely, genomic diversity at 
the consensus level appeared highest in hosts that received the 
monovalent vaccine - suggesting strong selective pressures that 
mutations are attempting to overcome. This genetic diversity 
however was not reflected in sub-consensus reads, where lessened 
selective pressures allowed for greater diversification of viruses 
replicating in unvaccinated hosts.   



iii 

Table of Contents 
Exploring Evolutionary Dynamics of Influenza Viruses Through the Lens of Equine Influenza
 ........................................................................................................................................... i 

List of Tables ................................................................................................................ vii 

List of Figures .............................................................................................................. viii 

Acknowledgement ......................................................................................................... xi 

Author’s Declaration ................................................................................................... xii 

Abbreviations ............................................................................................................... xiii 

1 .......................................................................................................................... Introduction
 ........................................................................................................................................ 14 

1.1 Impact & Importance of Influenza Viruses ................................... 14 

1.2 Influenza A Viruses .......................................................................... 14 
1.2.1 Virus Structure ............................................................................................... 14 
1.2.2 Viral Genome Organisation .......................................................................... 16 
1.2.3 Influenza A Virus Replication ...................................................................... 18 

1.3 Influenza Evolution .......................................................................... 21 

1.4 Mechanisms of Viral Evolution ....................................................... 21 
1.4.1 Nucleotide Substitutions .............................................................................. 21 
1.4.2 Reassortment ................................................................................................. 22 
1.4.3 Selection ......................................................................................................... 23 

1.5 Antigenic Escape .............................................................................. 24 
1.5.1 Protein Structure and Immune Recognition .............................................. 24 
1.5.2 Within-Host Evolution ................................................................................... 27 
1.5.3 Between-Host Evolution & Transmission Bottlenecks ............................. 28 
1.5.4 Mutant Spectra .............................................................................................. 29 
1.5.5 The Ever-Elusive Quasispecies .................................................................... 31 

1.6 Viral Ecology ..................................................................................... 32 

1.7 Viral Ecological Interactions ........................................................... 32 
1.7.1 Impacts of Transmission Bottlenecks ......................................................... 34 
1.7.2 Transmission Phenotypes ............................................................................. 35 
1.7.3 Genomic Memory ........................................................................................... 36 

1.8 Equine Influenza .............................................................................. 36 
1.8.1 Impacts of Equine Influenza ........................................................................ 37 
1.8.2 History of Equine Influenza ......................................................................... 38 
1.8.3 EIV Evolution .................................................................................................. 38 
1.8.4 EIV as a Model of Influenza Phylodynamics .............................................. 43 

1.9 Study Aims ........................................................................................ 43 

2 .......................................................................................................................... Methodology
 ........................................................................................................................................ 44 

2.1 Experimental Design ........................................................................ 44 
2.1.1 Transmission Experiment ............................................................................. 46 

2.2 Data Collection ................................................................................. 47 
2.2.1 Viruses and vaccines. ................................................................................... 47 



iv 

2.2.2 Nasal Swabs .................................................................................................... 47 
2.2.3 Virus Quantification via qPCR ..................................................................... 47 
2.2.4 Sequencing & Sequence Assembly .............................................................. 48 
2.2.5 Variant Calling ............................................................................................... 49 

2.3 Data Analyses .................................................................................... 51 
2.3.1 Analyses of Viral Shedding ........................................................................... 51 
2.3.2 Phylogenetic analysis .................................................................................... 52 
2.3.3 Analyses of Sequence Diversity ................................................................... 53 

2.4 Evolutionary Selection Analysis ..................................................... 56 

2.5 Protein Structure Analysis .............................................................. 56 
2.5.1 Surface Accessibility ..................................................................................... 57 

2.6 Estimation of Immunogenic Sites ................................................... 57 
2.6.1 Epitope Prediction ........................................................................................ 58 

2.7 Structural Modelling ........................................................................ 58 
2.7.1 Validation of Structural Predictions ........................................................... 58 
2.7.2 Comparing and Analysing Structures .......................................................... 59 

2.8 Transmission Bottleneck Estimation ............................................. 60 

3 ........................................................ The Impact of Prior Immunity on Virus Shedding
 ........................................................................................................................................ 61 

3.1 Introduction ...................................................................................... 61 
3.1.1 Why is shedding important? ......................................................................... 63 
3.1.2 What is known about IAV shedding? ........................................................... 64 

3.2 Results ............................................................................................... 65 
3.2.1 Viral Shedding ................................................................................................ 65 
3.2.2 Transmission Events ...................................................................................... 71 

3.3 Discussion .......................................................................................... 74 
3.3.1 Outcomes ........................................................................................................ 77 

4 ......... Analysing Consensus Sequences from Influenza Transmission Experiments
 ........................................................................................................................................ 78 

4.1 Introduction ...................................................................................... 78 

4.2 Results ............................................................................................... 81 
4.2.1 Multiple Mutations Appear in the EIV Genome Over the Course of 
Infection ........................................................................................................................ 81 
4.2.2 Haplotypes ...................................................................................................... 84 
4.2.3 Phylogenetic Analyses .................................................................................. 87 
4.2.4 Selection Analysis .......................................................................................... 90 
4.2.5 Sequence Diversity ........................................................................................ 91 
4.2.6 Structure and Function of Mutations ......................................................... 94 
4.2.7 Protein Analysis ............................................................................................. 94 
4.2.8 Structural Modelling .................................................................................... 100 
4.2.9 Structural Analysis ...................................................................................... 103 
4.2.10 Physico-Chemical Impacts of Non-synonymous Mutations ............... 104 

4.3 Discussion ......................................................................................... 108 
4.3.1 Sequence Analysis ....................................................................................... 108 
4.3.2 Phylogenetic Analyses ................................................................................ 109 
4.3.3 Selection Analyses ....................................................................................... 109 
4.3.4 Consensus Diversity ..................................................................................... 110 
4.3.5 Protein Analyses .......................................................................................... 110 



v 

4.3.6 Antigenicity .................................................................................................. 111 
4.3.7 Structural Modelling .................................................................................... 111 
4.3.8 Structural Analyses ..................................................................................... 112 
4.3.9 Physio-chemical Differences in Non-synonymous Mutations ................ 112 

5 ............................................... Influenza Virus Evolution at the Sub-consensus Level
 ...................................................................................................................................... 113 

5.1 Introduction ..................................................................................... 113 
5.1.1 Reporting sub-consensus viral genomes .................................................. 113 
5.1.2 Influenza Within-host Variation ................................................................ 115 
5.1.3 Transmission Bottlenecks of Naturally Transmitted EIV ....................... 116 
5.1.4 Aims ............................................................................................................... 117 

5.2 Methods ............................................................................................ 118 
5.2.1 Comparative Analyses of Variant Call Tools ........................................... 118 
5.2.2 Variant Calling Pipelines ............................................................................ 120 
5.2.3 Accuracy and Hamming Distance ................................................................... 122 

5.3 Results .............................................................................................. 123 
5.3.1 Comparative Analysis of Variant Call Tools ............................................ 123 
5.3.2 Observed Variants ....................................................................................... 130 
5.3.3 Sub-consensus Genetic Diversity .............................................................. 135 
5.3.4 Bottleneck Analysis ..................................................................................... 140 
5.3.5 Beta-Binomial Calculations of Transmission Bottlenecks ..................... 144 

5.4 Discussion ......................................................................................... 147 
5.4.1 Reporting sub-consensus viral genomes .................................................. 148 
5.4.2 EIV within-host variation ............................................................................ 148 
5.4.3 Transmission Bottlenecks of Naturally Transmitted EIV ....................... 149 

6 .............................................................................................................................. Discussion
 ...................................................................................................................................... 151 

6.1 Equine Influenza as a Model Virus ................................................ 151 

6.2 Shedding of Equine Influenza Virus .............................................. 151 

6.3 Ensuing Work ................................................................................... 154 

6.4 Consensus Analyses ........................................................................ 156 
6.4.1 Global EIV Sequences ................................................................................. 159 
6.4.2 Genetic Linkage ........................................................................................... 159 
6.4.3 Protein Structures Predicted Well ............................................................ 160 
6.4.4 Summarising Consensus Findings .............................................................. 161 

6.5 Quantifying Transmission Bottlenecks ......................................... 162 

6.6 Real-World EIV Epidemiology ........................................................ 162 

6.7 An Immune System Exposed to a Plethora of Influenza Viruses
 164 

6.8 Game Theory ................................................................................... 164 

6.9 Study Limitations ............................................................................ 165 

7 ................................................................................................................... Closing Remarks
 ...................................................................................................................................... 166 

Appendices ...................................................................................................................... 1 

List of References ........................................................................................................ 10 



vi 

 
  



vii 

List of Tables  

Table 2.1: Vaccination schedules of each transmission chain. .......................................................... 45 
Table 2.2: A) Bioinformatic tools selected for comparative analysis and B) the datasets containing the 
sequences which were used to compare and assess them. .............................................................. 50 
Table 3.1: Experimental design, showing the vaccine regimen administered to hosts in pairs 2, 3 and 4 in each 
transmission group.. ......................................................................... Error! Bookmark not defined. 
Table 3.2: Shedding of each group on the day of peak, and the day that shedding peaked, plus the total viral 
loads of each group. ........................................................................................................... 66 
Table 3.3: Model coefficients and resulting viral load estimates for each epidemiological group. .............. 70 
Table 4.1: Mutations detected at the consensus level across all 53 genomes. Rows are coloured depending on 
whether the mutation is synonymous (green) or nonsynonymous (blue). ............................................. 81 
Table 4.2: A) Exposure histories of vaccinated horses in the multi and single groups - inactivated virus used in 
the vaccine regimen are abbreviated and coloured. B) Sequence similarities between the four vaccine strains 
and the virus that horses were challenged with. Average identity across vaccine immunogens was calculated 
(µ1) and then compared to sequence identity of the challenge strain (µ2). Challenge virus and haplotype A are 
identical. ........................................................................................................................ 84 
Table 4.3: Shannon’s Entropy of each genomic segment, for each group & vaccination status then averaged 
across those four groups. ..................................................................................................... 92 
Table 4.4: A) Properties of EIV H3N8 proteins, as predicted by ProtParam. B) repeats this analysis with the 
haemagglutinin of three human influenza viruses. *Grand Average of hYdrophobicity ............................ 95 
Table 5.1: The datasets used to test and compare variant call tools together with the NCBI taxonomy ID of the 
reference strain and the average number of reads in the selected samples. ....................................... 120 
Table 5.2: Default parameters of each variant calling tool ............................................................ 122 
Table 5.3: Summary statistics of intra-host variant abundances. Differences may not be great, but indicate 
that NM is the most diverse group and VS the least. ..................................................................... 135 
Table 5.4: Sub-consensus diversity measures, summarised for each transmission group and vaccination status 
class ............................................................................................................................. 136 
Table 5.5: Shannon Entropy averaged (HS) and subsequently transformed. The first normalisation was to the 
read coverage (HSN) then alternatively to the number of different genomes present (HSH) ...................... 136 
Table 5.6: Nb values as calculated from the above model with nEFF in brackets, as a proxy for confidence. .. 147 
Table 5.7: Proportion of shared variants and the size of bottlenecks (in viral genomes) for each transmission 
event between hosts. ......................................................................................................... 147 

  



viii 

List of Figures 

Figure 1.1: Cartoon representation of an Influenza A virion, with an expanded view of a genomic segment. 
Adapted from Grant et al. (2014) and produced using BioRender.com ............................................... 15 
Figure 1.2: A) Haemagglutinin and B) Neuraminidase sequences are divided into 2 and 3 subtypes respectively. 
Both trees have shaded areas representing subtypes found exclusively in bats, to emphasise their stark 
divergence from other influenza viruses. Adapted from Wu et al. 2014 ............................................. 16 
Figure 1.3: Equine H3N8 Influenza A genomic organisation. Nucleotides of the eight genomic segments are 
annotated in green with corresponding amino acids on the coding regions of each segment. .................... 17 
Figure 1.4: A simple explanation of a fitness landscape, wherein fitness of the hypothetical viral feature in 
question is distributed normally. The blue area shows where in the landscape the virus can compete 
successfully, the grey tails show where Müller’s ratchet begins to remove viruses from the population. ..... 23 
Figure 1.5: Viruses from human influenza pandemics since the beginning of the 20th Century. To highlight the 
importance of reassortment, viral genomes are shown as grids; with genomic segments 1-8 coloured according 
to the host from which they originated. ................................................................................... 26 
Figure 1.6: Global distribution of horse imports and exports (www.fao.org/faostat/en/#data/TCL). These 
trade records approximate the economic importance of equids for economies across the world. ............... 37 
Figure 1.7: Some notable EI-like outbreaks through history - data sourced from Morens (2010). Quotes from 
Forster (1829) and Rutty (1770) describe recorded associations between outbreaks of equine and human 
respiratory disease. ............................................................................................................ 38 
Figure 1.8: Proposed ancestry of current EIV strains. Strains representing H3N8 divergence events are given in 
italics with their associated GenBank accession numbers. .............................................................. 39 
Figure 2.1: Schematic representation of transmission chains. Both experiments had the same structure, the 
only difference being the use of two different exposure regimes. Pair 1 horses were infected by inoculation 
rather than by natural transmission; for this reason they are not included in the analysis and so are greyed-
out. ............................................................................................................................... 45 
Figure 2.2: Diagram of the exposure regimen, and the time each experimental transmission chain began. 
Inactivated viruses were administered at dates V1-5, referencing the Table 1 schedule. ......................... 46 
Figure 2.3: The mean copy numbers of plasmid standards used to generate standard curves for qPCR 
validation. Known numbers of plasmids are input for amplification (blue). The resulting output (green), gives 
the number of cDNA copies counted after the amplification. When the two figures mismatch, the threshold of 
detection is reached. .......................................................................................................... 48 
Figure 2.4: Protein backbone with labelled Ramachandran angles (ψ and φ) around a dihedral bond. White 
circles represent amino acid side chains. Adapted from Figure 1 of Lennox et al. (2009) and created using the 
Chemical Sketch Tool hosts by PDB. ......................................................................................... 59 
Figure 3.1: Cartoon representation of Original Antigenic Sin. A) On first exposure, antibodies bind to epitope 
X. B) Antigenic shift presents an entirely new viral epitope for the host to respond to. C) However, on 
exposure to a similar, but antigenically distinct virus, antibodies matching epitope X can still bind the novel 
epitope X`, but imperfectly. ................................................................................................. 63 
Figure 3.2: A standard SEIR model, showing four groups and the interacting dynamics between them. Viral 
shedding of hosts especially affects transmission rates (β) and the latency period (σ). ........................... 63 
Figure 3.3: Examples of influenza viral loads of hosts under various conditions .................................... 64 
Figure 3.4: Copy numbers/µl of EIV in naturally infected hosts, our transmission study lies to the right of the 
dotted line. ..................................................................................................................... 65 
Figure 3.5: Shedding values averaged across epidemiological groups for each day post-contact with an 
infected individual. Annotations show the mean population size of each group, measured as copy numbers per 
µl of transport media. ......................................................................................................... 66 
Figure 3.6: Focus on the transmission events between each pair of hosts. .......................................... 67 
Figure 3.7: A) The day at which a host peaks in their shedding, and the copies/µl of that peak. Most of the 
hosts in a pair peak on the same day. Shown in B) the number of days a host is positively shedding and C) the 
number of days post-contact until a host becomes shedding-positive. ............................................... 68 
Figure 3.8: Copy numbers of all samples, coloured according to epidemiological groups. Dashed lines connect 
boxplots showing the results of Wilcoxon rank sign tests, and coloured green if statistically significant. ..... 69 
Figure 3.9: Model outputs of the observed effects of the day post-contact, epidemiological group and finally 
the joined effects of both effect variables. ............................................................................... 70 
Figure 3.10: Diagram of the vaccine regimen, and the time each experimental transmission chain began. Dates 
of vaccine administration (V1-5) reference the schedule laid out in Table 1. ....................................... 72 
Figure 3.11: Total shedding of the actual observed data and data points extrapolated from the trends 
detected in the linear model. The dashed line at 100 copies shows a point at which we assume onwards 
transmission becomes unviable. ........................................................... Error! Bookmark not defined. 
Figure 3.12: Mean shedding, at the level of both hosts in a pair, over the eight days of observation. ......... 74 
Figure 4.1: Mutations reported in the sequences collected from the transmission experiment which also 
appear in global EIV sequences. This is then narrowed to the nine global sequences that share two or more 
mutations observed in the transmission experiment. .................................................................... 83 



ix 

Figure 4.2: Network of all whole-genome haplotypes found among the 53 samples. Mutations are labelled on 
connecting edges and italicised if synonymous or underlined if non-synonymous. Where a haplotype appears 
only once, the name of that haplotype appears inside the node; otherwise the name is outside the node and 
the number inside shows the number of samples sharing that haplotype. Haplotype A is identical to the 
challenge virus and thus the centre of the network. .................................................................... 85 
Figure 4.3: Layout of the transmission experiment. Grey boxes show the period of observation and sampling. 
Days on which a sequence was collected have coloured boxes and are labelled with the corresponding 
haplotype (A-M). ............................................................................................................... 86 
 Figure 4.4: A stylised cladogram, based on an ML tree estimated by IQTree, showing each sequence from the 
experiment grouped into its corresponding haplotype. ................................................................. 88 
Figure 4.5: MCC tree estimated by BEAST, and downsampled by TreeAnnotator. Branches are coloured 
according to the transmission chain and vaccine status of the corresponding host. Nodes are annotated with 
their meanPPD to represent confidence of each predicted split. ....................................................... 90 
Figure 4.6: Three measures of genetic diversity, applied to sequences from each of the four tested groups. 
Different measures ............................................................................................................. 93 
Figure 4.7: Haemagglutinin head protein expected to be accessible outside the virion, exposed to 
extracellular environments. Antigenic sites A-E are shown coloured. Inset 7A) shows the 3D structure of the 
haemagglutinin trimer with antigenic sites coloured corresponding to the points on the line graph. Insets B) 
and C) show the estimated surface accessibility of the protein scaled from low (blue) to high (red). ......... 97 
Figure 4.8: Both sites of non-synonymous mutations seen in haemagglutinin. ...................................... 97 
Figure 4.9: A) Predicted antigenicity of all residues in H3N8 EIV haemagglutinin, with a focus on the two 
mutations detected in our transmission experiment; B) Gly144Asp and c) Arg467Ser. ............................ 98 
Figure 4.10: A) Predicted antigenicity of all residues in H3N8 EIV neuraminidase, with a focus on the two 
mutations detected in our transmission experiment, B) Lys342Glu and C) Ile462Thr. ............................. 99 
Figure 4.11: Epitope scores, as predicted by BepiPred, of both the consensus (black) and mutant (blue) 
residues observed throughout the transmission experiment. The changes in values is given by each range and 
is coloured red for a decreased likelihood of epitope availability or green for increased chances of epitope 
availability. A value above 0.5 is likely to display some epitope activity, below 0.5 and the location is unlikely 
to be epitopic; the dashed line demarcates  this boundary. ............................................................ 99 
Figure 4.12: The local distance difference of each residue for each modelled EIV protein, calculated with 
AlphaPickle (Arnold 2021). LDDT values averaged over the whole protein are labelled on each plot. Most 
proteins are modelled with high (+80%) confidence. Notably, the three transmembrane proteins are estimated 
with lower confidence. ....................................................................................................... 101 
Figure 4.13: Differences between resolved EIV haemagglutinin structures and an AlphaFold prediction. Each 
published protein is marked with their similarity to (Score) and the distance between (Å), the HA structure as 
predicted by AlphaFold. ...................................................................................................... 102 
Figure 4.14: All of the available influenza A protein structures were assessed against our structural models. 
Comparing the alignment score and spatial differences to resolved structures of other IAV proteins, we see 
high sequence and structural homology with human IAV samples and a distancing from proteins of swine and 
bat influenza. .................................................................................................................. 103 
Figure 4.15: Twist angles of non-synonymous mutations from in silico experiments in EIV structures. A and B 
show the phi and psi angles estimated on homologous crystal structures. C and D model mutations on 
structures estimated by AlphaFold. These angles represent structural changes and are a proxy for the impact 
of mutations on protein tertiary structures. ............................................................................. 104 
Figure 5.1: Overview of the methods used to measure diversity using example sequence, count and genetic 
distance data from Gregori 2016. Using an example dataset of variant genomes from Gregori et al. (2016), ten 
50bp sequences are presented above – positions with “.” represent consensus bases. Table 1A shows the 
number of reads of each sequence and their frequency from a total depth of 1000. Table 1B then shows the 
genetic distance between each sequence. Equations 1-6 show six common metrics used to assess sequence 
diversity. ...................................................................................... Error! Bookmark not defined. 
Figure 5.2: Subset of Figure 1, focusing solely on the calculation of Simpson's index. Sequences 2-10 are sub-
consensus variants of Sequence 1, each of which are present in varying frequencies in a sample of 1000 
genomes. ....................................................................................... Error! Bookmark not defined. 
Figure 5.3: Processing pipeline of variant call tools, and the steps involved in obtaining a final output, in a 
widely-used format that can be compared across tools, i.e. a csv file. ............................................. 123 
Figure 5.4: Processing time of each variant call tool, for all five datasets. For ease of interpretation median 
times are labelled in 'Hour:Minute:Second’ format and dashed lines are added at 1 minute (A), 10 minutes (B) 
and 1 hour (C). ................................................................................................................. 124 
Figure 5.5: In comparing VCT, variants at each position of the sample were marked in a simple 
presence/absence matrix (A) which could then be compared with the Reference. The Reference  dataset was 
compiled from both variant sites introduced into the dataset at known locations by the original authors, and 
the results of variant calls within those original publications. B) For any given site, the Reference is used as a 
gold standard against the output of my testing; these match-values were then used in calculating confusion 
matrices to measure accuracy, using the calculations presented in C. .............................................. 125 
Figure 5.6: Four measures of accuracy for each tool trialled: A) Accuracy, B) Sensitivity (True-Positive Ratio) 
& Specificity (True-Negative Ratio) of each tool are represented by dots, coloured and labelled with 



x 

abbreviated names of each tool. C) The ratio of True-Positives to False-Positives gives the balance likelihood.
 ................................................................................................................................... 126 
Figure 5.7: Violins show the proportion of nucleotides showing some evidence of variation, each point 
representing the average richness of a genomic segment using a specified tool (colour) and the dataset 
sequences from which it originated (x-axis). Each point represents the richness for that genomic segment 
averaged across that dataset. Datasets created with controlled populations of viruses (SimData, 317621 and 
412631) tend towards biphasic violins, with the population richness calculated either very high or very low, 
depending on the VCT used. ................................................................................................. 128 
Figure 5.8: Shannon Entropy as calculated from the variant frequencies obtained by each of the seven tools. 
As above, project 412631 contains only results from segment 4 (HA). ............................................... 128 
Figure 5.9: Each point shows a mutation that is reported in both the original (“true”) dataset and the results 
of my experimental replicates. A line is added to show what would be expected of a perfect correlation. The 
frequency at which the variant is found does not always match, however. Spearman correlations between the 
abundance of mutant genomes are annotated on each graph. ........................................................ 129 
Figure 5.10: Proportion of reads reporting a nucleotide at position 201 in genome segment 3. Cells are 
coloured according to frequency: red are between 0.1-1%, orange 1-10%, yellow 10-50% and green signifies 
consensus (>50%). ............................................................................................................. 133 
Figure 5.11: A) Average π diversity across each segment, for each host (averaged for all days when samples 
were collected on more than one day). There is a suggestion of lower diversity in vaccinated hosts than in 
naïve ones. B) Violins show the range of diversity with respect to each host class for each segment. Genomic 
segments five to eight consistently show higher sub-consensus diversity than the other segments. ........... 138 
 Figure 5.12: Number of LFVs that are found in more than one host; divided into two graphs that show when 
the partnered samples were from the same host or not. .............................................................. 141 
Figure 5.13: Two distance matrices, showing the proportion of common variants between the individuals of 
each transmission group. ..................................................................................................... 142 
Figure 5.14: Location of LFV throughout the whole 13kb EIV genome. .............................................. 143 
Figure 5.15: The LFV observed in an individual, and the number of days that it appeared in total (not 
necessarily consecutively). Many variants persist in within-host samples for multiple days  This is seen 
especially in naïve hosts (horses comprising pairs 5 and 6). ........................................................... 143 
Figure 5.16: Across the entire 13kb EIV genome, LFV singletons are plotted at the nucleotide position they 
appear. Points are shaded corresponding to the frequency of variants, though the vast majority sit around the 
threshold of detection (1% frequency) ..................................................................................... 144 
Figure 5.17: Estimated transmission bottleneck sizes between samples. When calculated between two 
populations from the same individual the arrow is blue, otherwise red. ........................................... 145 
Figure 5.18: Estimated bottleneck sizes for each potential transfer event between hosts. Two outlying values 
far exceed the rest of the estimates and so for ease of visualising the estimated size (alongside upper and 
lower confidence intervals) are placed in textboxes at the corresponding event. ................................. 146 
Figure 6.1: Brief timeline showing the three main commercial EIV vaccines sold in the UK, and the original 
strain upon which they are based. A/Newmarket/77 is represented by a triangle in order to show its unique 
inclusion as an H7N7 virus. .................................................................................................. 157 

 

  



xi 

Acknowledgement 

After some of my first undergraduate lectures on viral evolution, I was so 
enthralled that I immediately spoke to the professor, inquiring how best to go about 
pursuing virology as a career path. The lecturer, Pablo Murcia, gave me his 
recommendations: secure a Master’s degree, some work experience, then complete 
a PhD and move onto a life of research. Hence, I find myself here, submitting a 
thesis after four years of gruelling work and challenging circumstances. Truly, none 
of this would have been possible without the guidance of all four supervisors but I’d 
especially like to give thanks to Pablo for the years of support, endurance and 
stability. But I’m thankful to have also had Willie Weir’s know-how & ability to 
handle any situation, Richard Orton’s familiarity & expertise in the field and Roman 
Biek’s tutelage starting with guest lectures in my undergraduate years to specialised 
training during my MSc programme and then his insight throughout my PhD.  

Additionally, despite the difficulties and seclusion presented by the pandemic, 
many others have been of great assistance. From Chris Illingworth walking me 
through bioinformatic tools & reviewing sample writing to Matthew Arnold’s 
guidance & enthusiasm for structural biology and the whole Murcia group for their 
reassurance, feedback & understanding of a less-than-reliable colleague; a PhD 
project is never a wholly individual experience and these are just a few of the people 
that eased the path. 

Of course, outside of academic settings I was supported by myriad people: 
friends & family alike. Too numerous to list all here but know that you are always in 
my heart and I’d be a mere fraction of the man I am without you by my side.  

 
  



xii 

Author’s Declaration 

I, Jordan Bone, certify that, except where explicit reference is made to 
the contribution of others, this thesis is the result of my own work and has not 
been submitted for any other degree at the University of Glasgow or any other 
institution. 
 
 
 
 
 
 
 
Dated 14th June 2024  



xiii 

Abbreviations 

• AHT: Animal Health Trust 
• AMR: Anti-Microbial Resistance 
• BAM: Binary Alignment Map 
• CCR5: Chemokine Receptor 5 
• Ct: Cycle Threshold 
• DALY: Disability-Adjusted Life Years 
• DPC: Days Post-Contact 
• EI: Equine Influenza 
• EIV: Equine Influenza Virus(es) 
• FMDV: Foot-and-Mouth Disease Virus 
• HA: Haemagglutinin 
• HAART: Highly-Active Anti-Retroviral Therapy 
• HIV: Human Immunodeficiency Virus 
• HPAI: High-pathogenicity Avian Influenza 
• IAV: Influenza A Virus(es) 
• LDDT: Local Distance Difference Test 
• LFV: Low-frequency Variant 
• LPAI: Low-pathogenicity Avian Influenza 
• PA: Polymerase Acidic protein 
• PB1: Polymerase Basic protein 1 
• PB2: Polymerase Basic protein 2 
• MCC: Maximum Clade Credibility 
• MCMC: Monte-Carlo Markov Chain 
• MP: Matrix Protein 
• NA: Neuraminidase  
• NEP: Nuclear Export Protein 
• NP: Nucleoprotein 
• NS1: Non-structural protein 1 
• OAS: Original Antigenic Sin 
• OIE: Office International des Epizooties (now WOAH) 
• qPCR: Quantitative Polymerase Chain Reaction 
• RNAP2: RNA Polymerase II 
• RdRp: RNA-dependent RNA Polymerase 
• RNP: Ribonucleoprotein 
• SARS-CoV-1: Severe Acute Respiratory Syndrome Coronavirus 1 
• SARS-CoV-2: Severe Acute Respiratory Syndrome Coronavirus 2 
• SRH: Serial Radial Haemolysis 
• ssRNA: Single-stranded Ribonucleic Acid 
• VCT: Variant Call Tool 
• VSV: Vesicular Stomatitis Virus 
• WOAH: World Organisation for Animal Health 

 
 



   
 

14 
 

1 Introduction 1 

1.1 Impact & Importance of Influenza Viruses 2 

IAVs generally possess high transmissibility and moderate lethality and so these 3 
viruses can result in large losses of life and/or Disability-Adjusted Life Years (DALY) 4 
in a variety of species (Hicks et al., 2020). Global human influenza mortality was 5 
estimated at 290,000–645,000 (Iuliano et al., 2018), however this figure was 6 
calculated prior to the COVID-19 pandemic which is assumed to have drastically 7 
altered the landscape of infectious respiratory diseases. Accounting for the burden 8 
of illness without mortality, the European Centre for Disease Prevention and Control 9 
estimated 52.6 DALYs per 100,000 inhabitants of the European Union population 10 
(Cassini et al., 2018). This dwarfs the 15.5 DALYs estimated for the impacts of 11 
COVID-19 on the size-scaled population of Scotland by Wyper et al. (2022).  12 

IAVs cause disease through viral cytotoxicity and/or immunopathology (Belser et 13 
al., 2020). Innate immune involvement causes most of the commonly observed 14 
symptoms (fever, myalgia, malaise, rhinitis and dry cough) though seasonal influenza 15 
is generally self-limiting in the immunocompetent (Nicholson, 1992; Ryu & Cowling, 16 
2021). Mortality from seasonal influenza most commonly results from secondary 17 
bacterial infections (Cullinane & Newton, 2013; Klenerman & Zinkernagel, 1998; 18 
Wood & Grenfell, 2009). Emergence of novel influenza viruses (i.e. pandemic ’flu’) 19 
is often associated with higher morbidity and mortality due to a lack of adaptive 20 
immune memory in the population. IAVs expressing a substantially novel antigenic 21 
type can lead to the over-activation of innate immune cells and molecules causing 22 
severe, potentially life-threatening, immunopathology referred to as a Cytokine 23 
Storm. Additionally, IAV in domestic chickens is often classified based on its 24 
virulence into low- or high-pathogenicity avian influenza [L/HPAI] (Abdel-Moneim et 25 
al., 2010; Ganti et al., 2021; Monne et al., 2014). 26 

1.2 Influenza A Viruses 27 

1.2.1  Virus Structure 28 

Inside the virion, the eight genomic segments are complexed with the viral 29 
polymerase and surrounded by nucleoprotein. The envelope membrane is acquired 30 
from the host cell on exiting and is studded with three viral proteins: 31 
haemagglutinin, neuraminidase and matrix (M2) channels. While Figure 1.1 32 
represents the virion spherically, it should be noted that the morphology of influenza 33 
viruses is somewhat variable, ranging from spherical to bacilliform to filamentous 34 
(Chlanda et al., 2015; Seladi-Schulman et al., 2014). 35 
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 36 
Figure 1.1: Cartoon representation of an Influenza A virion, with an expanded view of a genomic 37 
segment. Adapted from Grant et al. (2014) and produced using BioRender.com 38 

Influenza A Viruses are differentiated through the subtyping of their two 39 
surface proteins: haemagglutinin (HA), with eighteen subtypes (H1-H18), and 40 
neuraminidase (NA), with eleven subtypes (N1-N11). As these proteins are exposed 41 
on the extracellular surface of the virion, they are the major antigens of the 42 
influenza virus. They facilitate viral entry into (HA), and release from (NA) the host 43 
cell and so their activities bracket the replication cycle. Classically, HA and NA are 44 
the targets of adaptive immunity and, consequently, vaccine development. Both 45 
proteins allow viral sub-classification based on sequence diversity (Figure 1.2): 46 
haemagglutinin sequences  may be divided into two groups, while neuraminidase 47 
sequences form three groups, one of which comprises the subtypes N10 and N11, 48 
which are substantially different from the other subtypes (Ekiert et al., 2011; Wu et 49 
al., 2014). 50 
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 51 
Figure 1.2: A) Haemagglutinin and B) Neuraminidase sequences are divided into 2 and 3 subtypes 52 
respectively. Both trees have shaded areas representing subtypes found exclusively in bats, to 53 
emphasise their stark divergence from other influenza viruses. Adapted from Wu et al. 2014 54 

 55 
1.2.2 Viral Genome Organisation 56 

The genomes of IAV are organised into eight distinct negative-sense RNA 57 
segments numbered in decreasing order of length in nucleotides (Figure 1.3). Their 58 
negative-sense, single stranded genome taxonomically places them within the family 59 
Orthomyxoviridae of the Negarnaviricota phyla, alternatively allocated within 60 
Group IV of the Baltimore classification system (Lefkowitz et al., 2018; Walker et 61 
al., 2022). Each RNA segment is tightly packed by the nucleoprotein , which in turn 62 
folds into a hairpin structure with the polymerase complex (Bera et al., 2017) holding 63 
both the 3’ and 5’ ends; overall this is known as the ribonucleoprotein (RNP). 64 
Noncoding sequences at the ends of each genome segment are conserved between 65 
all segments in all influenza viruses. 66 

The heterotrimeric polymerase complex is comprised of Polymerase Basic protein 67 
2 (PB2), Polymerase Basic protein 1 (PB1) and Polymerase Acidic protein (PA). The 68 
PB2 protein binds the cap of host pre-mRNA molecules in order to begin the cap-69 
snatching process (Gocnikova & Russ, 2007) while PB1 conjugates RNA bases together 70 
during replication of the viral genome. PA is integral to the replication cycle of IAV 71 
within the cell and acts by cleaving the cap from host mRNA (Rash et al., 2014). 72 
Additionally, the other proteins present in the polymerase complex are structurally 73 
secured by PA.  74 
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Figure 3: A) Haemagglutinin and B) Neuraminidase sequences are divided into two and three 
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 75 
Figure 1.3: Equine H3N8 Influenza A genomic organisation. Nucleotides of the eight genomic 76 
segments are annotated in green with corresponding amino acids on the coding regions of each 77 
segment. 78 

Haemagglutinin (HA) is a homotrimeric surface protein that mediates cell entry 79 
by binding to sugar moieties called sialic acids and initiating receptor-mediated 80 
endocytosis via endosome-acidification (Russell, 2021; Schotsaert & García-Sastre, 81 
2014). 82 

Nucleoprotein (NP) is involved in nuclear import & viral packaging (Abdel-Moneim 83 
et al., 2011). All viral RNA synthesis occurs in the nucleus, where trafficking of large 84 
molecules is tightly regulated by the cell. Viral RNPs are too large for passive 85 
diffusion across the nuclear membrane and thus rely on an active nuclear import 86 
mechanism. All proteins in the RNP complex possess nuclear localisation signals 87 
(NLSs). The transport of proteins across the nuclear membrane is an active process 88 
initiated by karyopherin α upon recognition of a protein presenting an NLS.  89 

Neuraminidase (NA), the second antigenic surface protein, is a homotetramer 90 
responsible for disassociation from the host cell during viral exit (von Itzstein, 2007). 91 
This carbohydrase cleaves sialic acids from host cell surface proteins so that 92 
emigrating virus does not get re-attached to a previously infected cell.  93 

Segment 7 encodes both Matrix 1 (M1) and Matrix 2 (M2) proteins, via splicing of 94 
primary transcripts (explored below: 2.3.4). M1 is the most abundant protein in the 95 
virion. It is situated just beneath the viral envelope where it binds both the 96 
cytoplasmic tails of membrane glycoproteins and RNPs, thus connecting inner core 97 
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Figure 1: Equine H3N8 IAV genomic organisation. Nucleotides of the eight genomic 
segments are annotated with corresponding amino acids on the coding regions of each. 
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components to surface proteins (Selzer et al., 2020). M1 interacts with both RNP and 98 
Nuclear Export Protein (NEP) and the cytoplasmic tail of M2. M1 may therefore also 99 
assist with packaging by recruiting virion components to the assembly site at the 100 
host cell’s plasma membrane. The M2 tetramer mediates viral unpackaging once the 101 
virion is endocytosed by enabling a proton gradient sufficient to cause membrane 102 
conformational changes that in turn allows membrane fusion and viral escape from 103 
the endosome (Ito et al., 1999). 104 
Segment 8 encodes 2 distinct proteins, again with the help of mRNA splicing. Non-105 
Structural protein 1 (NS1) down-regulates host RNA translation and instead causes 106 
the cell to favour production of viral proteins (Chauché, 2017; Clark et al., 2017). It 107 
also modulates host cell innate immunity, most notably as an antagonist of cellular 108 
interferon-mediated responses to viral infection. Nuclear Export Protein interacts 109 
with nuclear transport proteins (nucleoporins) of the host cell, enabling viral 110 
genomes to cross the nuclear membrane. 111 
 112 
1.2.3 Influenza A Virus Replication 113 

Like other Orthomyxoviruses, EIV utilises a fast, error-prone RNA polymerase 114 
throughout genomic replication (Lauring, 2020). The viral life-cycle can be sub-115 
divided into a number of processes, beginning with viral attachment and ending with 116 
the budding of new virions. 117 
1.2.3.1 Attachment  118 

Influenza viruses bind sugar moieties called sialic acids on the surface of 119 
epithelial cells to initiate infection. Viruses adapted to different species show 120 
specificity in the sialic acids to which their HA binds (Kuiken et al., 2006). 121 
Haemagglutinin does not exclusively bind a single type of sialic acid; yet preferential 122 
binding to certain sialic acid moieties can determine viral tropism and host range 123 
(von Itzstein, 2007). Mammalian and avian epithelial cells can present multiple forms 124 
of sialic acids in various proportions, across different tissues (Feng et al., 2015; Yang 125 
et al., 2022). Mammalian IAV most often has the greatest affinity for sialic acids 126 
which are attached to host cell surface carbohydrates by an α2,6 linkage (SAα-2,6-127 
Gal). Epithelial cells lining the upper respiratory tract of mammals usually have 128 
higher proportions of SAα-2,6-Gal moieties than cells deeper in the respiratory tree 129 
– hence shaping tropism of IAV infections.  130 

Conversely, avian viruses bind to sialic acids with an α2,3 linkage (SAα-2,3-Gal), 131 
more commonly found through the gastrointestinal tract of waterfowl than in the 132 
respiratory tract (Abdel-Moneim et al., 2010). Due to this, IAV infections in birds 133 
lead to GI symptoms & pathology. Moreover, this adaptation to strongly bind α2,3-134 
linked sialic acids presents additional risks if/when avian IAV jump species barriers 135 
(Lipsitch et al., 2016). As mentioned above, epithelial cells in mammalian upper 136 
respiratory tracts present SAα-2,6-Gal; however, cells deeper in the bronchi and 137 
lungs do have α2,3-linked sialic acids. For this reason, infection of mammals with 138 
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avian-adapted IAV can lead to more severe lower respiratory disease (Yan & Chen, 139 
2012). 140 
1.2.3.2 Fusion and Uncoating 141 

After haemagglutinin mediates binding to the cell surface, the virion is 142 
endocytosed. The low pH within the endosome activates fusion of the viral 143 
membrane with that of the endosome in order to remove the coat of the virus. Viral 144 
envelope fusion is induced by a structural change in haemagglutinin. Inside the 145 
acidic environment of the endosome, HA is cleaved into two proteins: HA1 and HA2. 146 
This exposes the fusion peptide at the N-terminus of HA2 which is able to insert itself 147 
into the endosome membrane, joining it to the viral envelope. Remaining 148 
haemagglutinin subunits then enter the endosomal membrane forcing open a 149 
channel, which releases viral RNPs (vRNP) into the host cell cytoplasm. M2 is located 150 
sparsely throughout the viral envelope enabling ion channel activity in acidic 151 
environs. An influx of protons from the acidic endosome into the virion denatures 152 
protein interactions, causing the release of RNP from the M1 matrix layer within the 153 
virion. 154 
1.2.3.3 Transcription 155 

After uncoating, genomic segments complexed with NP and the polymerase (viral 156 
ribonucleoproteins [vRNPs]) are actively transported into the nucleus by 157 
nucleoporins. Incoming negative-sense genomic segments are transcribed within the 158 
host cell nucleus. Frame-shifting during the transcription of segment 2 enables 159 
access to two alternate open reading frames, leading to the creation of PB1-F2 and 160 
PB1-N40 mRNA rather than the mature PB1 transcript. 161 
1.2.3.4 Splicing  162 

Orthomyxoviruses can increase the efficiency of their genomes by encoding 163 
multiple proteins from a single gene via an alternative splicing mechanism. Segments 164 
7 and 8 translate proteins from both spliced and unspliced mRNA transcripts. They, 165 
however, lack the efficiency of cellular splicing, and must express proteins from 166 
both spliced and unspliced mRNA transcripts simultaneously. Controlling the 167 
proportion of spliced to unspliced transcripts must be balanced, and there are 168 
limited ways in which the virus itself can regulate this. Transcripts can only be 169 
spliced inside the nucleus, so increasing the rate at which the unspliced mRNA is 170 
exported from the nucleus reduces the rate at which the transcripts are spliced. 171 
1.2.3.5 Regulating Gene Expression 172 

IAV does not need to express every protein at all stages of the replication cycle. 173 
Proteins can be produced at different proportions throughout the cellular replication 174 
cycle and can mark transitions between stages of replication. Much of the regulation 175 
of gene expression is controlled at the translational level and, in some cases, is 176 
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partly responsible for cytopathic effects of infection. IAVs can modulate translation 177 
of their own genes and suppress host cell protein synthesis. 178 
1.2.3.6 Translation 179 

Translation of viral proteins utilises cellular ribosomes, unlike replication of 180 
genome segments, and thus requires viral mRNA to be adapted for cellular 181 
translation processes. The heterotrimeric viral RNA-dependent RNA polymerase 182 
(RdRp, referred to as RNApol and also replicase) is composed of PB2, PB1 and PA 183 
proteins bound to the 5` and 3` ends of the genome-nucleoprotein complex (Dias et 184 
al., 2009).  185 

As vRNP are present within the host cell nucleus, the RdRp can bind nearby 186 
cellular transcripts. These host transcripts, produced by cellular DNA-dependent 187 
RNA polymerase II (RNAP2) have short (10-13 nucleotides) primers attached which is 188 
then cleaved by endonuclease activity in the PA portion of viral RdRp (De Vlugt et 189 
al., 2018). Primers are then attached to the viral mRNA, creating hybrid virus-host 190 
transcripts which are exported from the nucleus and passed to cellular translation 191 
machinery. A by-product of this is a suppression of host cell metabolic processes; as 192 
cellular transcripts lack the primers necessary for translation, host proteins become 193 
less likely to be produced than viral proteins. 194 
1.2.3.7 Genomic Replication  195 

Genomic RNA is replicated from the negative-sense ssRNA genome of infecting 196 
viruses. Within the nucleus of an infected cell, RdRp replicates each genomic 197 
segment. Complementary RNA (cRNA), a positive-sense ssRNA strand, is then 198 
transcribed which complements the original RNA of the genome segment. This cRNA 199 
then acts as the template strand for both generating transcripts and replication of 200 
the genome. 201 
1.2.3.8 Packaging  202 

Components of the new progeny virions congregate at the apical surface of 203 
infected epithelial cells. Transmembrane proteins associate with the cellular 204 
membrane in what will become the viral envelope. Non-structural viral proteins and 205 
vRNP complexes assemble near the cell membrane and are incorporated into the 206 
budding virion. 207 
1.2.3.9 Budding  208 

Once assembled, the virion pushes through the cell lipid bilayer, taking part of 209 
the latter to form the viral envelope. While the factors determining viral morphology 210 
are still not fully understood, the cellular cytoskeleton, actin filaments and viral M1 211 
and M2 proteins are all known to be implicated in influencing how spherical or 212 
filamentous each particle is. 213 
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1.3 Influenza Evolution 214 

Influenza virus evolution and diversity is underpinned by a number of features. 215 
In addition to a relatively high nucleotide substitution rate (Zhao et al., 2019), the 216 
segmented genome structure enables large-scale genomic reassortment. 217 
Interestingly, the evolutionary rates of the influenza A genome, as explored by clock 218 
models, is not consistent between sub-populations, over the course of infection or 219 
even between different segments of the same overall virus (Kühnert et al., 2011). 220 
Genomic segments range in size and in the number of proteins they encode. For 221 
example, non-synonymous nucleotide changes may be less well tolerated in regions 222 
encoding active sites in proteins than those encoding purely structural regions. 223 
Additionally, different Influenza proteins experience different selective pressures, 224 
the result of which is internal non-structural proteins being more conserved than 225 
surface-exposed antigenic proteins. It should also be noted that due to the unusual 226 
architecture of IAV genomes, mutations in the overlapping regions of coding 227 
sequences could potentially impact two separate proteins. 228 

1.4 Mechanisms of Viral Evolution 229 

1.4.1 Nucleotide Substitutions 230 

After entry into a host cell, IAV begins its replication cycle. The lack of proof-231 
reading capabilities in the viral RNA polymerase is an important source of genomic 232 
variation. Substitution rates of IAV vary substantially across hosts and viral strains 233 
with rates ranging from 1.35 x 10-3 substitutions/site/year in equine influenza 234 
viruses  (Murcia et al., 2011), 2.70 x 10-3 in swine IAV (Dunham et al., 2009) to 3.66 235 
x 10-3 in human IAV (Smith et al., 2009). The rapid, error-prone replication of IAV 236 
genome segments permits the misincorporation of nucleotides into genes by the viral 237 
RNA polymerase. In coding sequence, these point mutations can either be 238 
synonymous (with no amino acid change, due to codon redundancy), nonsynonymous 239 
(inducing an amino acid change) or nonsense (encoding premature stop codons). As 240 
they are more likely to have a minimal (if any) effect on viral fitness, synonymous 241 
mutations are less liable to be subject to selective pressures, and therefore less 242 
likely to be removed from the population. Nonsynonymous and nonsense mutations 243 
may lead to lethal mutations where proteins are made so inefficient that the virus 244 
cannot function competitively. The gradual accumulation of selectively neutral 245 
point mutations in a population contributes to the phenomenon known as genetic 246 
drift. 247 

These conclusions are however based the presupposition that mutations act 248 
independently; more complex interactions between multiple genomic mutations 249 
(genetic linkage) can affect the fate of mutations in unexpected ways. These 250 
epistatic relationships between mutations have been observed in both IAV 251 
nucleoprotein (Gong et al., 2013) and neuraminidase (Pedruzzi & Rouzine, 2021) 252 
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genes as well as across the entire genome (Lyons & Lauring, 2018); applying hitherto 253 
understudied constraints and/or allowances upon IAV evolution. Especially in regions 254 
subject to strong selective pressures (e.g. antigenic epitopes), mutations that may 255 
be otherwise detrimental can be “saved” by such epistasis and maintained in the 256 
genome without a decline in fitness (Kryazhimskiy et al., 2011; Lee et al., 2023). 257 
The complexity of separating mutations that happen to co-occur from those that 258 
display some level of interactivity is difficult but could unlock understanding of viral 259 
attempts to escape antiviral-therapeutics or to sustain them while they cross fitness 260 
valleys associated with cross-species transmission.  261 
1.4.2 Reassortment 262 

Another source of diversity in an IAV population is the capability for genetic 263 
shift, which is defined as the reassortment of influenza genomic information 264 
(Bountouri et al., 2011). Viral reassortment, the incorporation of genomic segments 265 
originating from a different parental viruses into a single progeny virus, allows for a 266 
substantial amount of genetic diversity to be generated very rapidly. Reassortment 267 
is viable in viruses with segmented genomes. Genetically distinct viruses co-infecting 268 
a host cell can mispackage genome segments from one variant into another creating 269 
a composite viral genome with one or more non-native genomic segment(s) (Marshall 270 
et al., 2013; Vijaykrishna et al., 2015). Reassortment allows viruses to surpass host 271 
adaptive immunity much faster than can be done by relying on the accumulation of 272 
point mutations alone (Ding et al., 2021). When reassortment leads to changes in 273 
haemagglutinin and/or neuraminidase activity of the virus, it is termed an ’antigenic 274 
shift’. Reassortment accounts for a large part of IAV pandemic potential; spillover 275 
into novel host populations may be possible with the incorporation of proteins with 276 
binding affinity to novel hosts (Lindstrom et al., 1998). However, observations of 277 
both experimental and natural infections show that diversifying reassortment events 278 
are rare (Rabadan et al., 2008). Furthermore, the viruses within a single host are 279 
usually sufficiently genetically similar that reassortment events may not lead to 280 
gross genomic change; even if, during the assembly and packaging process, gene 281 
segments from a non-parental virus can be incorporated into a progeny virus’ 282 
segments being genetically identical are overwhelmingly high (Lauring, 2020). 283 

Direct recombination of information between unrelated viral segments is 284 
possible and may be facilitated by the interruption of viral RNA polymerase during 285 
replication and the switch to an alternate template strand on resumption of 286 
transcription (Vijaykrishna et al., 2015). However, homologous (the polymerase 287 
switches to the same site on both templates) and non-homologous (the polymerase 288 
resumes transcription at a different site on the secondary template strand) 289 
recombination occurs rarely in vivo, if at all. In fact, reports of experimental IAV 290 
recombination are generally understood to instead be caused by laboratory 291 
contamination (Lefeuvre et al., 2009; Pérez-Losada et al., 2015). Due to lack of 292 
evidence both in vivo (De et al., 2016) and in vitro (Han & Worobey, 2011), 293 
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recombination in IAV is expected to have little to no impact on IAV evolution (Boni 294 
et al., 2010; Lauring, 2020). 295 

Both recombination and reassortment are predicated upon co-infection of a 296 
single host cell by multiple viral particles (Marshall et al., 2013), further decreasing 297 
the likelihood of in situ occurrences influencing influenza population evolution. As 298 
these evolutionary mechanisms depend strongly on co-infection, the viral population 299 
size, seeding dose and timing of infections may be considered risk factors for such 300 
dramatic evolutionary changes. 301 
1.4.3 Selection 302 

Each segment of the influenza genome is capable of mutational plasticity 303 
(that is, the ability to tolerate mutations with limited fitness consequences), and 304 
each step of the replication cycle provides an opportunity for nucleotide 305 
substitution.  306 

This broad range of plasticity is not without boundaries; genomes with 307 
excessive mutations run the risk of encoding unstable, or even wholly ineffectual, 308 
proteins leading to the evolutionary fitness of the virion plummeting. The principles 309 
of Müller’s Ratchet (Chao, 1990; Muller, 1932), displayed in Figure 1.4, show the 310 
necessary balance between genomic stability and plasticity. These limits on 311 
potential mutational plasticity, termed the error threshold (Domingo & Perales, 312 
2019), nudge mutational capacity into a classic gaussian distribution. 313 

 314 
Figure 1.4: A simple explanation of a fitness landscape, wherein fitness of the hypothetical viral 315 
feature in question is distributed normally. The blue area shows where in the landscape the virus 316 
can compete successfully, the grey tails show where Müller’s ratchet begins to remove viruses 317 
from the population. 318 
 319 
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Figure 1: A simple explanation of a fitness landscape, wherein fitness of the hypothetical viral feature in question 
is distributed normally. The blue area shows where in the landscape the virus is able to compete and reproduce 
successfully, the grey tails show where Müller’s ratchet begins to remove viruses from the population.
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Figure 4: A simple explanation of a fitness landscape, wherein fitness of the hypothetical viral feature in question is 
distributed normally. The blue area shows where in the landscape the virus can compete successfully, the grey tails 
show where Müller’s ratchet begins to remove viruses from the population.
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1.5 Antigenic Escape  320 

Influenza viruses most often cause acute infections of their hosts. A population 321 
of founder viruses colonises the host, establishes an infection of the respiratory tract 322 
and is then transmitted by the individual. Usually, IAV is cleared within 323 
approximately 14 days, the time taken to mount an adaptive immune response 324 
(Bonilla & Oettgen, 2010). Once B cells have undergone somatic hypermutation and 325 
affinity maturation of the B cell receptor, clonal expansion begins; this process 326 
usually eradicates all IAV particles from the host. Influenza A must overcome these 327 
selective pressures in order to survive. 328 
1.5.1 Protein Structure and Immune Recognition 329 

 Influenza A viruses have three transmembrane proteins embedded within the 330 
lipid bilayer envelope acquired from the host cell, namely haemagglutinin, 331 
neuraminidase and the M2 ion channel (Woodward et al., 2015). Due to its small size 332 
(Virmani et al., 2011), relatively conserved sequence (Ito et al., 1991), and 333 
positioning (as a transmembrane channel, spatially M2 barely reaches beyond the 334 
height of the envelope itself) M2 will be disregarded in the present discussion of 335 
antigenic extra-virion proteins. Both HA and NA have distinct ‘stalk’ domains 336 
embedding them within the viral envelope together with ‘head’ domains, which hold 337 
the active sites of both of these cleavage enzymes (DuBois et al., 2011). Classically, 338 
these head domains are the targets of cells and molecules of the host’s adaptive 339 
immune system (Tusche et al., 2012). Consequently, they are under strong selective 340 
pressures to change structurally in order to evade targeted neutralisation and 341 
removal by the host (Neverov et al., 2015). However, researchers are now seeking 342 
to develop immunogens targeting the more conserved stalk domains of these 343 
proteins (Arevalo et al., 2020). This approach is aimed at maintaining vaccine 344 
efficacy for multiple years, in contrast to the current vaccines which are updated 345 
annually in order to account for frequent structural changes in the HA and NA head 346 
domains (Flannery et al., 2016). 347 

As discussed above (1.3 Influenza A Virus Replication), HA begins the process 348 
of viral entry while NA facilitates release from the host cell. Mature haemagglutinin 349 
trimers bind sialic acids on the surface of epithelial cells (Boukharta et al., 2014). 350 
The distribution of cells with these carbohydrates differs between hosts. Classically, 351 
avian influenza presents as an enteric disease in wild birds since α-2,3-sialic acids 352 
are found in the highest concentration in the digestive tract (Lazniewski et al., 353 
2018). Mammalian infections are, instead, localised in the airways due to the 354 
abundance of α-2,6-sialic acids on epithelial cells of the upper respiratory tract 355 
(Righetto & Filippini, 2018). However, cells presenting α-2,3-sialic acids reside in 356 
the lower respiratory tract of mammals and for this reason a persistent IAV infection 357 
may broach deeper in the lungs and cause a viral pneumonia. 358 

The neuraminidase tetramer also cleaves sialic acid moieties, though at the 359 
terminals of the carbohydrate (Saito et al., 1993). This prevents the virus sticking 360 



   
 

25 
 

to the host cell; as the virion buds, HA will naturally begin to bind and attempt to 361 
re-enter the cell it just left. As NA is far less abundant than HA, and is organised 362 
with some polarity (Vahey & Fletcher, 2019), sialic acid removal is focused on the 363 
part of the virus closest to the progenitor cell. This ensures that the virus is likely 364 
to move away from the cell from which it has just budded without interfering with 365 
the next viral entry and replication cycle (Chen et al., 2018). 366 
1.5.1.1 Antigenic Drift 367 

The gradual accumulation of point mutations specifically in the epitopes of 368 
surface proteins is termed antigenic drift, as the epitope targets to which adaptive 369 
immunity was previously protective have now sufficiently changed in conformation 370 
as to make newly circulating strains unrecognisable to previously protective 371 
antibodies (Rouzine & Rozhnova, 2018). Antigenic drift is facilitated largely by the 372 
huge array of genetic variation in a viral population (Poon et al., 2016; Righetto & 373 
Filippini, 2018). Mutations within antigen genes encoding proteins such as HA or NA 374 
may cause epitopes to change to such a degree that they are unrecognisable, or at 375 
least far less liable to binding, by immune cells and molecules (Lee et al., 2016). 376 
Strong selective pressures from host adaptive immunity are exerted on HA and NA, 377 
leading to a higher evolutionary rate in these genes and particularly within the 378 
epitope regions compared to the other six genomic segments (Pauly et al., 2017). 379 
Antigenic drift is also responsible for seasonal influenza. Nonsynonymous mutations 380 
to surface proteins occur so rapidly that the binding affinity of adaptive immune 381 
cells and molecules originally developed against virus circulating in the previous year 382 
is weakened or entirely negated. This necessitates vulnerable populations to receive 383 
IAV vaccines annually, as there is no assurance that antibodies from the previous 384 
winter will be able to bind IAV sufficiently strongly to grant protective immunity. 385 
1.5.1.2 Antigenic Shift 386 

Antigenic shift is a particular form of reassortment, wherein segments four 387 
(HA) and/or six (NA) of the influenza A genome are contributed by a genetically 388 
distinct virus and are incorporated into a nascent virion. Thus, a reassortant virus is 389 
created with antigenic surface proteins distinctly different from those of the 390 
parental virion. If the changes to proteins are sufficiently different, the resulting 391 
virus could be completely unrecognisable to the immune memory of ensuing hosts. 392 
As the host in which the reassortant virus developed (sometimes referred to as the 393 
mixing host) must necessarily be co-infected by two or more distinct IAV subtypes, 394 
we would expect them to develop immune responses to both parental strains. On 395 
transmission to another host however, the presentation of unrecognisable surface 396 
proteins may require the development of completely novel adaptive immune 397 
responses; additionally, potentially contributing to the immunopathology and 398 
cytokine storm syndromes often reported in infections with newly-emergent IAV. 399 

Though antigenic shift events are rare, when they do occur it often involves 400 
a collision of host reservoir populations. For example, the 1918 H1N1 pandemic was 401 
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the result of reassortment of segments from avian-adapted IAV into human-adapted 402 
IAV, possibly within a swine intermediary host. Swine are susceptible to a range of 403 
influenza A viruses and so can act as ‘mixing vessels’ (Canini et al., 2020; Lewis et 404 
al., 2016). Following this reassortment event, the virus remained adapted to human 405 
hosts but now contained avian surface proteins that were unrecognisable by any 406 
previously existing adaptive immunity in the human population. 407 

Most of the four human influenza pandemics which have occurred since the 408 
turn of the 20th century (“Spanish Flu (H1N1)”: 1918, “Asian Flu (H2N2)”: 1957, 409 
“Hong Kong Flu (H3N2)”: 1968 and “Swine Flu (H1N1pdm09)”: 2009) have been as a 410 
consequence, at least in part, of antigenic shift (Figure 1.5). A novel H1N1 virus 411 
emerged in humans in the US around 1918 which contained avian genomic segments. 412 
Reassortment of this virus with other avian IAV resulted in virus with novel segments 413 
4 and 6 (H2N2) leading to the pandemic of 1957, which later shifted in 1968 with 414 
another novel haemagglutinin gene (H3N2). Finally, the 2009 “swine flu” outbreak 415 
originated with an entirely novel H1N1 reassortant virus composed of swine, avian 416 
and human genomic segments. 417 

 418 
Figure 1.5: Viruses from human influenza pandemics since the beginning of the 20th Century. To 419 
highlight the importance of reassortment, viral genomes are shown as grids; with genomic 420 
segments 1-8 coloured according to the host from which they originated.  421 
1.5.1.3 Original Antigenic Sin 422 

The anti-IAV host immune response may also be hampered by previous exposure 423 
history, according to the theory of Original Antigenic Sin (OAS). This theory, put 424 
forward initially by Francis et al. (1960), concerns adaptive immune recognition of 425 
influenza A virus strains. When first exposed to IAV, immunocompetent individuals 426 
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will mount innate and subsequently adaptive immune cascades resulting in the 427 
development of (among others) memory B cells with corresponding epitope-binding 428 
antibodies specific to the infecting influenza strain. These memory responses enable 429 
rapid re-activation of adaptive immunity should the immunogen appear in the body 430 
again. Original Antigenic Sin hypothesis then contrasts the over-simplification that 431 
novel memory responses are generated for each new pathogen encountered. Rather 432 
than undergoing new clonal selection processes, OAS holds that the “good enough” 433 
binding of previous influenza memory cells will forego generation of a novel B cell 434 
repertoire and instead reactivate an adaptive memory cascade reusing existing 435 
memory cells (Monto et al., 2017). This set of imperfectly matched antibodies would 436 
then be capable of binding to pathogen epitopes, but at a reduced efficiency 437 
compared to antibodies generated during the primary exposure to influenza. 438 
Humoral immune responses, such as opsonisation and neutralisation, would be 439 
unable to bind altered viral proteins with the same strong affinity as they did to the 440 
Original Antigen. 441 

OAS is sometimes referred to as “antigenic seniority’ (Henry et al., 2018), 442 
indicating the bias of the immune system towards the first IAV strain encountered. 443 
Original Antigenic Sin theory predicts that the strength of an adaptive immune 444 
response to a completely novel influenza strain may in fact be stronger and more 445 
protective than the response to an IAV strain that only moderately differs from one 446 
to which the individual has pre-existing immunity. The theory has been contentious 447 
since its proposal, but evidence by Rioux (2020), Gostic (2016, 2019) and Simonsen 448 
et al. (2004), among others, sought to associate first influenza exposure (the 449 
eponymous Original Antigen) with weakened responses to related but distinct 450 
influenza strains. The effects of OAS also apply to vaccine-mediated immunity; hosts 451 
primed with a vaccine immunogen may be granted protection from that specific 452 
strain, but may have a weaker response to similar IAV. 453 

1.5.2 Within-Host Evolution 454 

The viral population infecting a single host is rarely genetically homogeneous 455 
(Rozek et al., 2021). Though an overall consensus genomic sequence may be 456 
established, virions containing variant sequences will likely be present, be they 457 
replication-competent or not. In an individual host, the viral diversity may be purely 458 
entropic or be biased towards certain genotypes. As the viral population diversifies 459 
in the course of an infection, variants will be subjected to competition (Bessière & 460 
Volmer, 2021) and must be able to either outcompete or survive alongside other IAVs 461 
descended from the original donor population. Within-host variance of pathogens 462 
(Duxbury et al., 2019; Grubaugh et al., 2019) generates genetic plasticity of the 463 
virus, and host-pathogen interactions shape this plasticity to influence viral 464 
population demographics (De Fine Licht, 2018).  465 

Influenza viruses must surpass multiple host barriers in order to establish an 466 
infection; these in turn shape viral evolutionary patterns by providing selective 467 
pressures (Balasuriya, 2020; Diskin et al., 2020). Initially, the virus must find a 468 
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suitable environment in which to replicate. Beyond the spatial elements of 469 
establishing an infection, viruses must also counteract or avoid the host immune 470 
responses (Xue et al., 2017, 2018). The resultant pressure which is exerted on the 471 
virus represents a significant driver of selection for antigenic escape of viral surface 472 
proteins. Except in cases of cross-species spillover, viruses generally demonstrate at 473 
least moderate adaptation to their hosts and specificities for tissues, which is 474 
mediated by the range of competent cells (Mendenhall et al., 2019; Moustafa et al., 475 
2017). This enforces a spatial structure within the host; influenza viruses adapted 476 
to mammalian hosts often have a tropism for the respiratory tract in contrast to 477 
many avian influenza viruses which may instead infect cells of the waterfowl 478 
digestive tract (Kratsch et al., 2016). As different viruses which have established 479 
successful infections of their hosts are in the same spatial environment, they may 480 
experience evolutionary processes such as gene reassortment (Wasik et al., 2019).  481 

One of the biggest selective pressures acting on populations of viruses within 482 
an infected host is that of immune responses, classically those of the adaptive cell-483 
mediated and humoral responses, but also potentially from innate immune cells 484 
(Oxburgh & Klingeborn, 1999). Individuals vaccinated against IAV may still be 485 
capable of hosting asymptomatic infections, as reported for humans in the FluWatch 486 
study which recorded almost 75% of infected persons display no symptoms (Hayward 487 
et al., 2014), and the viral population within these hosts is subject to immune 488 
pressures that are likely to drive antigenic escape. Additionally, antiviral therapies 489 
often attempt to interrupt viral replication cycles, and vaccines are designed to 490 
stimulate immune responses much faster than natural immune activation cascades 491 
(Spielman et al., 2019). Antivirals place powerful selective pressures on viral 492 
communities, stimulating them to evolve evasion mechanisms (Sunayana, 2019). 493 
Most IAV antivirals, such as zanamivir and oseltamivir, are competitive inhibitors 494 
acting on neuraminidase (Das et al., 2010). Like the selective pressures caused by 495 
host immunity, conformational changes to viral proteins can arise as viruses attempt 496 
to evade impediment by antiviral drugs (Lazniewski et al., 2018; Magori & Park, 497 
2014; von Itzstein, 2007). 498 
1.5.3 Between-Host Evolution & Transmission Bottlenecks 499 

With the development of high-throughput sequencing and metapopulation 500 
genetics, the level of genetic diversity of both intra- and inter-host pathogen 501 
populations can be more clearly determined than with previous sequencing 502 
techniques. The genetic diversity generated in multiple hosts is conducive for global 503 
antigenic drift among other potentially beneficial mutations (Rodríguez-Nevado et 504 
al., 2018; Simmonds et al., 2019). Selective pressures experienced by viruses 505 
undergoing transmission bottlenecks shape the overall epidemic viral population and 506 
help determine which mutations become fixed in the broader viral population. Work 507 
on vesicular stomatitis virus (VSV) (Elena et al., 2001), however, has shown that 508 
though VSV population size increases with the number of susceptible hosts in the 509 
environment, the size of bottlenecks in each transmission event remains relatively 510 
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consistent. Characteristics of transmission bottlenecks are shaped by both genetic 511 
and ecological host-pathogen interactions including, but not limited to, host contact 512 
patterns, mode of transmission and the presence of a competing microbiome 513 
(Armero et al. 2021, Bendall et al. 2023). 514 

Though the mutational spectrum within an infected host is broad, inter-host 515 
diversity is highly dependent on the transmission bottleneck. A donor host will shed 516 
a finite quantity of viral particles and, even in directly transmitted infections, only 517 
a limited number of these particles establish infection in a recipient host (Poon et 518 
al., 2016). Maintaining a fully representative picture of population diversity through 519 
this bottleneck is difficult, but the mutational spectra from a donor host and in a 520 
recipient host can be observed and compared to understand the viral genomes that 521 
survived transmission intact and infer characteristics of the bottleneck itself (Sobel 522 
Leonard et al., 2017). Comparing the population diversity before and after a 523 
transmission event can highlight the challenges that viruses must overcome in order 524 
to establish new infections. If the genomes of viruses in the donor and recipient 525 
share significant levels of identity, this implies that only a few viral particles were 526 
able to survive the transmission event. This is further complicated, however, by the 527 
fact that the viral seeder population can be unrepresentative of the viral population 528 
within the donor host. 529 

Furthermore, the size of transmission bottlenecks can have strong influences 530 
on the forces of evolution acting upon viral populations. Smaller viral populations 531 
are much more susceptible to stochastic changes than larger populations, which may 532 
maintain some of their diversity through a transmission event (Lauring, 2020). 533 
Studies have shown that while bottlenecks can preserve transient variants (Stack et 534 
al., 2013), transmission bottlenecks themselves are unlikely to drive viral evolution, 535 
unless the transmission event itself applies strong selective pressures (i.e. 536 
encountering vastly different host environments, as in host jumps) (Varble et al., 537 
2014). Instead, selection is proposed to occur in infected recipients. The impacts of 538 
severe bottleneck restrictions mirror Müller’s ratchet, wherein the stochastic loss of 539 
IAV virions is most likely to remove the most virulent genomes from the viral 540 
population (Bergstrom et al., 1999).  541 

To conclude, viruses face within-host challenges, such as competition and 542 
immune evasion, punctuated by population re-structuring caused by (possibly 543 
unrepresentative) sub-sampling during transmission events. 544 
1.5.4 Mutant Spectra 545 

Next-generation sequencing technologies and genome assembly bioinformatic 546 
processes are increasingly sensitive, able to detect and exclude the majority of 547 
sequencing errors; this enables sub-consensus mutations to be recognised with 548 
sufficient confidence that the variation detected is not generated by erroneous 549 
sampling (McCrone et al., 2020). However, distinguishing viral mutations present at 550 
very low frequencies from sequencing errors will likely remain problematic until a 551 
100% accurate sequencing methodology is developed. Variant genomes present at 552 
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only 1% proportion within a single host can be reliably detected and analysed (Xue 553 
et al., 2018). Following these variants throughout the course of disease in an 554 
infected individual can help infer transmission trees (Campbell et al., 2018; De Maio 555 
et al., 2018). As genetic sequencing technologies further improve, the ability to 556 
explore the dynamics of viral diversity within hosts is expanding, constrained only 557 
by the capacity to distinguish technical errors from true mutations. Methods to track 558 
the evolution of viral populations in a single infected host primarily rely on serial 559 
sampling and sequencing of genetic material (Watson et al., 2011). 560 

A mutant spectra, alternatively termed a ‘viral cloud’, describes the total 561 
range of genetic variants within a particular viral population. Note, this is distinct 562 
from the ‘Pan Genome’ concept of bacterial genetics which details a shared genetic 563 
structure with additional ‘disposable’ genes that are not present in all individuals 564 
across a species (Rouli et al., 2015; Tettelin et al., 2005). However, in rapidly 565 
evolving viral populations (usually, but not limited to, RNA viruses) an array of point 566 
mutations can emerge. While many of these may be neutral or even deleterious, 567 
some have the chance to be beneficial.  568 

The mutant spectra present in an infected individual can have a range of 569 
clinical and public health repercussions. The genetic diversity generated in multiple 570 
hosts provides the tools for global antigenic drift among mutations causing other 571 
potential phenotypic changes that can then be selected for/against (Rodríguez-572 
Nevado et al., 2018; Simmonds et al., 2019). Selective pressures enacted upon 573 
viruses undergoing transmission bottlenecks shape the overall epidemic viral 574 
population and determine which mutations become fixed in the broader viral 575 
population.  576 

Pathogenicity is one of the key issues to consider when discussing viral 577 
evolutionary and population dynamics (Oakeson et al., 2017). To quote Holland et 578 
al. (1992), “The acute effects, and subtle chronic effects, of infection will differ not 579 
only because we all vary genetically, physiologically and immunologically, but also 580 
as we all experience a different array of quasispecies challenges”. The emergence 581 
of bacterial anti-microbial resistance (AMR) provides a clear example of the clinical 582 
impact of broad mutant spectra in a pathogen population. AMR and other related 583 
phenomena, such as anthelminthic resistance, originates when a challenge (i.e. an 584 
antimicrobial) is applied to a pathogen population. The two-fold effects of placing 585 
pathogen populations under such strong selective pressures and simultaneously 586 
eradicating the majority of competing strains creates an ’easy to exploit’ ecological 587 
niche for any mutant strains able to resist the antimicrobial compound. Examples of 588 
this are perhaps best displayed in the field of HIV and the Highly-Active Anti-589 
Retroviral Treatment (HAART) required to combat the emergence of drug-resistant 590 
strains. Though unlike influenza, HIV causes chronic infections, the breadth of 591 
diversity generated in sub-consensus mutants within both viral populations presents 592 
a range of variants with possible drug-resistance phenotypes capable of emerging. 593 
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1.5.5 The Ever-Elusive Quasispecies 594 

Quasispecies theory in viral population dynamics contends that the broad 595 
array of genotypes that comprise the overall pathogen population within an infected 596 
individual work in concert to generate genomic plasticity (Domingo & Perales, 2019). 597 
Rather than considering the range of co-infecting viral genomes as being 598 
independent entities, quasispecies theory dictates that all these genomes are the 599 
subject upon which the mechanisms of selection act (Gregori et al., 2016) and that 600 
intra-host genomic diversity is necessary for virus survival and evolution. 601 
Quasispecies theory depends on the infecting population behaving as a singularly 602 
evolving unit, a concept which has hitherto been difficult to prove. To date, no 603 
empirical evidence has been found that the mutational spectrum, that is to say the 604 
range of replication-competent genomes within a system (whether in a single host 605 
or a group of epidemiologically-linked hosts, as long as the viruses are able to 606 
interact and compete with one another), substantially impacts the fitness of a viral 607 
population (Geoghegan & Holmes, 2018) and so quasispecies dynamics in IAV 608 
infection remains a conceptual notion. The influenza viruses within a host contain 609 
naturally stochastic mutations which are subject to selection; this does not mean 610 
that the population as a whole is experiencing selective pressures as a single 611 
evolutionary unit. Sub-consensus variants of IAV reflect and provide evidence for 612 
within-host diversity, which in turn facilitates the creation of further diversity 613 
thereby shaping the overall viral population. Importantly, these impacts upon viral 614 
populations are likely caused by evolutionary forces acting independently on viral 615 
genomes rather than cohesive forces acting upon the population in its entirety. 616 
The literature on the concept of quasispecies is ever-expanding as sequencing 617 
technologies improve in terms of read length and depth of coverage. We have come 618 
to recognise that a single consensus sequence is often unrepresentative of a 619 
measurably evolving population of pathogens (Biek et al., 2015; Meinel et al., 2018). 620 
Though helpful for observing epidemic-scale dynamics of pathogens, the simplifying 621 
assumptions of a consensus sequence approach prohibits us from comprehensively 622 
evaluating population dynamics on both an inter- and intra-host scale (Hapuarachchi 623 
et al., 2016). While a diverse viral genetic composition can now easily be observed 624 
within-host, the causal relationship between this mutational spectra and population-625 
level selection remains to be demonstrated. 626 

Though the quasispecies theory was first put forward in the late 1990s 627 
(Domingo et al., 2017; Kim et al., 2016), the scope of research on this issue was 628 
limited until Next-Generation Sequencing enabled deep-sequencing strategies to 629 
reliably detect a range of minority variants, including single nucleotide 630 
polymorphisms (SNPs), within a sample (Baele et al., 2016; Jones & Good, 2016). As 631 
viral evolution has come to be better understood on both a small, within-host scale 632 
and a large, epidemic scale, it has become apparent that the evolutionary dynamics 633 
that act upon mutant spectra can shape the pathogenicity of viral populations (De 634 
Maio et al., 2018; Hidano & Gates, 2019). 635 



   
 

32 
 

Influenza A viruses are renowned for their relentless evolution together with 636 
their proficiency for host immune evasion. However, the potential for cross-species 637 
transmission drives the fearsome reputation of these viruses; already broadly 638 
disseminated through avian and mammalian host species, the homogenising effect 639 
of globalisation opens new opportunities for different hosts to mix in close quarters 640 
thereby creating a conducive environment for novel host adaptations. 641 

1.6 Viral Ecology 642 

Influenza A Viruses have a known propensity for their wide host range and 643 
cross-species transmission potential. Their ubiquitous association with a broad range 644 
of birds and mammals is well documented (Chen et al., 2009). Understanding the 645 
consequences of mutations is challenging, however, as even apparently ‘neutral’ 646 
mutations that fix in the population may have some unknown property that 647 
encourages their maintenance in a population. As hinted at in the discussion of virus 648 
sub-typing (Figure 1.2), although highly distinct IAV can be found in bats, host-649 
specialisation may be observed in a range of species. Although almost all non-650 
chiropteran influenza strains have been recorded in, and are believed to have 651 
originated within, waterfowl, influenza viruses have been found in many other 652 
endotherms. 653 

Birds may be the source of many IAV strains and are expected to be involved 654 
in maintaining the virus as a viral reservoir (Cleaveland et al., 2007; Haydon et al., 655 
2002). While seasonal influenza of humans does not require constant re-introduction 656 
from avian hosts, a spillover event from any non-human host may be considered a 657 
risk factor for pandemic emergence of influenza strains novel to humans. The 658 
interconnectedness of IAV host populations is likely to be even more complicated 659 
than currently understood; for example, H3N8 viruses circulate in avian, equine and 660 
canine hosts. Sometimes viruses transmit between these hosts, such as equine-661 
canine transmission, while at other times they circulate exclusively in a single host. 662 
It should be noted that, in addition to the above-mentioned hosts, H3N8 viruses have 663 
also been detected spuriously in swine, phocine and human populations, suggesting 664 
the possibility of viral spillover, distinct and unrelated to transmission cycles to 665 
those of endemic equine or canine H3N8. 666 

1.7 Viral Ecological Interactions 667 

Importantly, like all biological processes, the viral evolutionary mechanics 668 
discussed above do not happen in a vacuum. IAV is not only interacting with host 669 
cells but also with other microbes present in the host respiratory system. Spatially, 670 
IAV spread within hosts is localised, meaning that virions are in constant 671 
communication with the rest of the local influenza A population (Gallagher et al., 672 
2018), thus enabling co-infection at the single-cell level. Experiments with H3N2 673 
influenza variants showed that highly distinct variants benefitted from virions more 674 
closely related to the population consensus. If a rare variant infects a host cell, the 675 
secondary, co-infecting virion is likely to be distantly related to the rare variant and 676 
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thus, any defects or less-competitive mutations in the rare variant are “rescued” by 677 
the fitter, more conserved secondary superinfecting virion (Leeks et al., 2018). This 678 
negative frequency dependence can actually facilitate the maintenance of high 679 
levels of diversity and even the persistence of unfit variants in the population. 680 

A study of swine influenza observed nonsense mutations of IAV genotypes 681 
within pigs which could still be transmitted from animal to animal (Murcia et al., 682 
2012). The authors suggested this maintenance of presumably deleterious mutations 683 
was possible through trans-complementation. Replication of viral RNA begins with 684 
complementary positive-strand RNA (cRNA) which serves as the template strand in 685 
genome replication. Experiments have shown that non-parental polymerases can 686 
replicate genomic RNA in trans and become incorporated into progeny vRNPs, 687 
however transcription was only reported in cis (Jorba et al., 2009). Effectively, 688 
during co-infections viral genomic material can be replicated by the polymerase 689 
complexes of any other IAV – but the capping and polyadenylation processes (and 690 
therefore transcription) can only be carried out by polymerases closely resembling 691 
(or originating from) those of parental virions. 692 

Hence, otherwise deleterious mutations, which would severely impede viral 693 
fitness, could arise if complementary proteins from co-infecting viruses are present. 694 
This, however, would only occur with any regularity if co-infection of single host 695 
cells during infection was a frequent event. 696 

Hosts co-infected with IAV and other pathogens can support a range of 697 
interactions. Virus-virus relations can be competitive; for example, Dee et al. (2021, 698 
2022) showed that IAV inhibits SARS-CoV-2 replication. Influenza infections can also 699 
suppress common cold viruses by activating host immune systems. This has even 700 
been implicated in disconnecting the seasonal circulation of rhinovirus from that of 701 
IAV. There is also emerging evidence of the hybridisation of viral particles during IAV 702 
and Respiratory Syncytial Virus co-infections (Haney et al., 2022). This mutually 703 
beneficial relationship shows very different viruses interacting not just ecologically, 704 
but molecularly and structurally.  705 

Virus-bacterial interactions can also be mutualistic. As discussed above, much 706 
of the mortality associated with influenza A infections in immunocompetent people 707 
is caused by secondary bacterial pneumonia. In samples from hosts infected with 708 
Streptococcus pneumoniae, those individuals co-infected with a respiratory virus 709 
had consistently higher S. pneumoniae loads (Shrestha et al., 2013). This is not to 710 
suggest any symbiosis, but to highlight the multiple viral, bacterial and host players 711 
in the ecological system. 712 

A phenomenon enabled by population-level evolution is that of the 713 
maintenance of unfit, or even ‘lethal’, mutations. Whereas a single viral particle 714 
may suffer due to these detrimental mutations, or even be replication-incompetent, 715 
piggybacking on fitter viruses within the same infection locus may allow defective 716 
viruses to fulfil replication cycles. Additionally, not all ‘fatal’ mutations actually 717 
prevent the virus from replicating, since these otherwise nonsense stop codons may 718 
be substituted by correct, functioning copies of the genes from co-infecting viral 719 
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particles (McCrone et al., 2018; Schönherz et al., 2016). Clearly the full complexity 720 
of understanding the genetic diversity of even a small viral outbreak can reveal a 721 
great deal of information about the interplay of viral populations within and across 722 
hosts (and potentially vector) populations. 723 

Even potentially deleterious mutations in antigenic regions may be 724 
complemented by replication competent viruses, enabling otherwise lethal 725 
mutations to persist in the population and grant additional immune escape 726 
functionality to the mutant spectra. In this way detrimental, uncompetitive 727 
mutations can be maintained in a population without being purged – they effectively 728 
escape selection. Fatal mutations prevent the virus from replicating independently, 729 
however co-infecting viruses, may provide correct, functioning copies of the genes 730 
which defective viral particles can use to substitute their own fatally-flawed 731 
proteins. (McCrone et al., 2018; Murcia et al., 2012; Schönherz et al., 2016). 732 
1.7.1 Impacts of Transmission Bottlenecks 733 

Transmission bottlenecks of acute viral diseases can vary greatly in size and 734 
composition; this may impact epidemic and clinical outcomes across a range of 735 
scales. At the individual scale transmission bottlenecks can be a large determinant 736 
of whether the recipient becomes infected or not. A key determinant of the size of 737 
a transmission bottleneck is the transmission route of the pathogen. Aerosol 738 
transmission for example, is associated with more stringent bottlenecks whereas 739 
pathogen spread through direct contact via blood generally allows for a greater 740 
number of viral particles to pass to the recipient host (Varble et al., 2013, 2014). 741 
Vaccines place significant selective pressure on pathogens and therefore the 742 
transient bottleneck population can be shaped or distorted through this specificity 743 
funnel (Bessière & Volmer, 2021).  744 

When observing bottlenecks at epidemic scales, SNV that appear transiently 745 
can be used to reconstruct transmission chains (Klinkenberg et al., 2017; Skums et 746 
al., 2018). Conversely, if viral populations in two hosts both developed the same 747 
point mutation despite no epidemiological contact, we infer that the site of this 748 
mutation is hypervariable and/or phenotypically relevant (Biek & Real, 2010). 749 
Furthermore, with descriptions of the sub-consensus variants present across cohorts, 750 
features of the transmission bottleneck such as size (how many viral particles pass 751 
through) and stringency (how diverse are the viral particles that pass through) can 752 
be characterised (Ghafari et al., 2020). 753 

Anthropogenic behaviour surrounding host movements may disconnect 754 
epidemic network associations from geographic networks, establishing global 755 
transmission chains as seen in detail during the SARS-CoV-1 epidemic (Riley et al., 756 
2003). At local levels, transmission bottlenecks are at least partly shaped by the 757 
viral population and the density of virions in infected hosts (Zwart & Elena, 2015). 758 
A greater number of viruses present in tissues, especially tissues related to 759 
transmission (such as nasal mucosa for droplet transmission), simply increases the 760 
chances that any transmission event will include more infectious viruses and thus 761 
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broadens the size of bottleneck populations. Interference from human activities can 762 
also establish contact links that were otherwise impossible, enabling unexpected IAV 763 
spread. Alternatively, globally-reaching organisations such as WHO (World Health 764 
Organisation) or WOAH (World Organisation for Animal Health) make concerted 765 
efforts to manage diseases in humans and animals, providing similar challenges to 766 
viruses around the world. 767 
1.7.2 Transmission Phenotypes 768 

In addition to the array of mutations generated entropically through 769 
replication, some viruses display phenotypic shifts before, during and after 770 
transmission events. Recorded in some highly host-specified viruses, such as HIV, the 771 
transmission population differs from the general phenotype present through the rest 772 
of the course of infection (Kariuki et al., 2017; Maeda et al., 2020). Once a new 773 
infection has been seeded, the transmission phenotype of the virus may not be 774 
suitable for continued infection of the host (Domingo et al., 2017). Indeed, the 775 
recipient host may present novel selective pressures to the virus that weren’t 776 
present in the donor host (Illingworth et al., 2020; Theys et al., 2018); potentially 777 
causing viral populations between donor and recipient hosts to diverge drastically 778 
(Yu et al., 2018). 779 

Studies of HIV spread between hosts have shown that the viruses involved in 780 
the transmission event have a significantly different demographic composition 781 
(Lazarus et al., 2016). The biased transmission populations have an increased 782 
resistance to type-I interferons and preferentially bind CCR5 receptors on host cells, 783 
both adaptations to initiating an infection which are downregulated later in the 784 
infection process (McCrone & Lauring, 2018). Though such stark adaptations have 785 
not yet been discovered in influenza viruses, the density-dependent spread of IAV 786 
(opposed to HIV’s frequency-dependence) could understandably be assumed to drive 787 
similarly selective processes for phenotypic differences depending on the stage of 788 
influenza infection.  789 

Though a distinct transmission phenotype has not been recorded for EIV (or 790 
any other IAV) studies show (Domingo, 2020) that the genotype composition of a 791 
viral population may distinctly specialise around transmission events. Assumptions 792 
of consensus sequences can often ignore mutations that occurred within an 793 
individual host but also neglects the non-random emphasis of certain phenotypes to 794 
be chosen in transmission processes, as seen in HIV and parvoviruses (Voorhees et 795 
al., 2019). Transmission-specific phenotypes have not been reliably observed in 796 
acute IAV infections. However, studies into the morphology of influenza virions have 797 
suggested structural pleomorphism to coincide with different stages of tissue 798 
colonisation, tissue infection and viral replication (Seladi-Schulman et al., 2014; 799 
Vahey & Fletcher, 2019). 800 
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1.7.3 Genomic Memory 801 

Memory genomes have also been reported alongside quasispecies in viral 802 
populations (Domingo et al., 2017). Experimentally passaged FMDV will non-803 
stochastically revert from a diverse genomic population back to a population more 804 
closely resembling the initial inoculating population (Morelli et al., 2013). Some have 805 
proposed a hitherto unseen selective force driving the quasispecies away from 806 
endlessly divergent mutations (Firestone et al., 2020). The statistically significant 807 
proclivity of a FMDV quasispecies to converge back towards the genomes of previous 808 
lineages prompts further investigation into the causes and effects of this biased 809 
evolution (Xue & Bloom, 2020). It is however yet to be seen in influenza viruses. 810 
Further, as discussed above, IAV antigenic proteins change so rapidly that hosts are 811 
able to be re-infected on an annual basis – a function to continually revert back to 812 
previously circulating genomes would deprive influenza viruses of one of their 813 
greatest adaptations, and so would be expected to be quickly purged from the 814 
population. 815 

1.8 Equine Influenza 816 

Equine influenza is a veterinary disease of global importance. Economic losses, 817 
mainly from racehorses & thoroughbred breeding, can be dramatic (Yongfeng et al., 818 
2020). As an example, the initial detection & isolation of H3N8 EIV in Australia, 2007 819 
was estimated to cost AUD$3.35 million per day (Callinan, 2008); adjusted for 820 
inflation, AUD$5.26 million daily at time of writing. Globally, horses fulfil a variety 821 
of economic purposes, an example of this is shown in Figure 1.6, where the net 822 
import-export numbers of horses are shown (as a proxy for economic importance) 823 
for each country. Outbreaks in other equids can also burden communities; donkeys 824 
are working animals with critical socio-economic roles in West and Central Africa so 825 
reports of EIV spreading across the region are alarming for many (Adeyefa et al., 826 
1996; Diallo et al., 2021).  827 
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 828 
Figure 1.6: Distribution of horse imports and exports in 2021. These trade records approximate 829 
the economic importance of horses globally (www.fao.org/faostat/en/#data/TCL). 830 
1.8.1 Impacts of Equine Influenza 831 

Much like human influenza, seasonal endemic EIV occasionally breaks out to 832 
epidemic or pandemic proportions (Yondon et al., 2013). In 2019, a large EIV 833 
epidemic occurred in the UK, causing millions of lost income (Oladunni et al., 2021). 834 
Furthermore, the infection of vaccinated horses indicates that vaccine efficacy is 835 
insufficient to wholly prevent infection.  836 
Equine Influenza Virus (EIV) is also capable of jumping into other species, most 837 
notably canines but may have additional cross-species potential (Zhu et al., 2019). 838 
As seen in other epizootics of livestock, human-mediated transport and events can 839 
facilitate and streamline the spread of pathogens (Biek et al., 2015; Theys et al., 840 
2018). EIV displays many characteristics of IAVs in other mammals, and to date the 841 
dynamics seen at all scales of equine influenza pathogenesis are broadly applicable 842 
to IAVs in other mammalian hosts.  843 

Clinically, equine influenza presents similarly to human infection including 844 
fever & respiratory difficulties (Toh et al., 2019), characterised by a high morbidity 845 
but a low mortality rate which is driven almost exclusively by secondary bacterial 846 
pneumonia (Dunning et al., 2020). Transmission is droplet-mediated and in close-847 
quarter stables, EIV can easily spread between horses. Numerous outbreaks have 848 
documented infection of vaccinated horses, implicating insufficiently protected 849 
horses as potential spreaders, even when asymptomatic (Back et al., 2016). 850 
Important to acknowledge are the sampling and recording procedures around 851 
reporting EIV outbreaks. Symptomatic horses are over representative of current EIV 852 
sequence samples. Like many sub-clinical, acute infections overcoming this sampling 853 
bias is currently unrealistic; regular collection of high-quality viral genomes from 854 
horse populations would require intense manual labour and constant sequencing 855 

Horses
Traded

0

105.5

Figure 6: Global distribution of horse imports and exports (www.fao.org/faostat/en/#data/TCL). These trade 
records approximate the economic importance of equids for economies across the world. 

- sourced from the Food and Agriculture Organisation of the United Nations
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procedures. However, semi-regular sampling of a small but representative 856 
subpopulation from a herd is theoretically possible though may again be biased 857 
towards higher income farms 858 
where non-emergency 859 
veterinary work can be 860 
afforded.  861 
1.8.2 History of Equine 862 

Influenza 863 

Equine influenza has a 864 
surprisingly long association 865 
with humanity since the 866 
domestication of the horse. 867 
Though the medical 868 
historiography is sparse, 869 
records of outbreaks of 870 
disease in military, economic 871 
or agricultural horse 872 
populations are consistent 873 
throughout European 874 
chroniclers (as illustrated in 875 
Figure 1.7); influenza-like 876 
illness in horses has been 877 
noted since antiquity (Khan et 878 
al., 2021). Additionally, the 879 
links between horse outbreaks 880 
preceding spread of human 881 
influenza were remarked 882 
upon as early as 1688 (Morens 883 
& Taubenberger, 2010) with 884 
chroniclers noting “In October 885 
an influenza began among 886 
horses and then attacked men as usual’’. The previously proximity of horses and 887 
humans in rural European life may have explained these now uncommon zoonotic 888 
transmission dynamics. Despite the recognition of co-occurrence of equine and 889 
human influenza outbreaks in many instances across European history, these 890 
outbreaks never display the sociological impact or lasting memory observed with 891 
many other epidemics through history (Cohn, 2020; Rosenberg, 1992).  892 
1.8.3  EIV Evolution 893 

EIV was first isolated in the mid-20th century in Prague, then the 4th 894 
Czechoslovak Republic, after notice in the equine population (Sovinova et al., 1957, 895 
1958). Three IAV subtypes have been transmissible between equid populations: 896 

Equine Influenza-like Disease Throughout History

"About the middle or latter 
end of December, the most 
epidemic and universally 
spreading disease among 
horses that anyone living 
remembered [and] 
analogous to [human 
epidemic] influenza... 
now particularly attacked 
the horses [and] spread 
through all England in 
almost an instant...there 
was scarce an instance of 
a horse in town or country 
but had it" Rutty 1770

‘‘...an epidemic 
catarrh followed all 
over Europe, 
beginning among 
horses and ending 
with men as is 
frequently the 
case’’ Forster (1829) 
describing an 
epidemic in 1688.

1688

Boston Fire: With 
horses disposed due to 
influenza outbreaks, 
horse-drawn fire carts 
were unavailable 
leading to severe 
damage and loss of life

1873

Major equine flu 
epidemic across the US 1901

Major European 
outbreak of equine flu 2019

3 European equine flu 
epidemics coincided 
closely with human flu 
epidemics

1299

1328

1404

Flu-like disease in men 
& horses followed 
Charlemagne's Army 
into Italy

776

Trojan War: A 9-day 
epidemic first affected 
horses & dogs, then men

BCE 
1194

Figure 7: Some notable EI-like outbreaks through history - data 
sourced from Morens (2010). Quotes from Forster (1829) and 
Rutty (1770) describe recorded associations between outbreaks 
of equine and human respiratory disease.

Figure 1.7: Some notable EI-like outbreaks through history 
- data sourced from Morens (2010). Quotes from Forster 
(1829) and Rutty (1770) describe recorded associations 
between outbreaks of equine and human respiratory 
disease. 
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H7N7, H3N8 and a divergent H3N8 subclade localised to Jilin, China (Daly et al., 897 
1996; Lai et al., 2001; Lewis et al., 2011). However only H3N8 has been seen in 898 
natural environments since the 1970s; H7N7 presumed to be extinct (Harvey et al., 899 
2016). Hence, unless otherwise stated, throughout this review all mentions of EIV 900 
will refer to the global H3N8 subtype only. Indeed, H3N8 has endemically seeded 901 
almost every country with equine populations except for Iceland and New Zealand; 902 
with Australia having cleared EIV after a brief introduction (Olguin-Perglione & 903 
Barrandeguy, 2021).  904 

Modern, currently circulating EIV is assumed to be an avian-origin virus and 905 
the MRCA is estimated to have emerged in the middle of the 20th Century (Chambers, 906 
2020; Murcia et al., 2011). Though unproven, this is a sturdy assumption; almost all 907 
IAVs can be phylogenetically traced back to avian influenza viruses (Yoon et al., 908 
2014). From initial detection in 1963, H3N8 fell into either a Eurasian or American 909 
clades. Globally, EIV has now split into 4 clades: South American, Kentucky, Florida 910 
1, and Florida 2 (Nemoto et al., 2021). Florida clade 2 has now further diverged into 911 
European and Asian subclades (Landolt, 2014; Legrand et al., 2015; Müller et al., 912 
2009). Readers are encouraged to look to the explanatory figure in Chambers’ (2020) 913 
discussion of Equine Influenza evolution, adapted here as Figure 1.8.  914 

 915 
Figure 1.8: Proposed ancestry of current EIV strains. Strains representing H3N8 divergence 916 
events are given in italics with their associated GenBank accession numbers. 917 

Much like the human IAV vaccine, the World Organisation for Animal Health 918 
(https://www.oie.int/en/disease/equine-influenza-2) regularly updates the 919 
antigenic composition of commercially available EIV vaccines. Currently, the World 920 
Organisation for Animal Health (WOAH) recommends that the EIV vaccine contains 921 
representative strains from both Eurasian (Florida 1) and North American (Florida 2) 922 
subclades (Olguin-Perglione & Barrandeguy, 2021). Vaccines are recommended to be 923 
administered routinely and boosted every 6-12 months, though in outbreak scenarios 924 
boosters may be given pre-emptively. Much like human IAV vaccines, the exact 925 
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composition of epitopes needed to elicit contemporarily protective antibodies is 926 
decided by the OIE’s Expert Surveillance Panel on Equine Influenza Vaccine (OIE-927 
ESP) on an annual basis (Bryant et al., 2011). The constant escape of vaccine-strain 928 
antigens by EIV evolution in vivo means that vaccines need to be regularly updated 929 
to maintain efficacy.  930 

However, antigenic drift and epitope structural changes to epitopes do not 931 
fully explain EIV evolution. The role of internal viral proteins may have been 932 
previously overlooked in understanding the emergence of endemic EIV and 933 
circulating EI epidemics. For instance, some determinants of host-range are situated 934 
in internal or non-structural proteins of the virus, like the polymerase complex 935 
(Cauldwell et al., 2014; Min et al., 2013).  936 
1.8.3.1 Evolution Between Infected Cohorts 937 

Within a cohort of horses, usually a single herd or farm unit, EIV can spread 938 
rapidly through droplets or fomites, making control of the disease difficult once an 939 
infected horse has been introduced (Adeyefa et al., 1996; Karamendin et al., 2014). 940 
The transfer of horses globally, for racing and breeding, provides critical 941 
opportunities for pathogen transmission and introduction into non-endemic areas 942 
(Daversa et al., 2017). Additionally, global movement of horses is not random but is 943 
often concentrated and anthropogenic which grants opportunities for many horses 944 
from across the world to be in proximity for a brief period before returning to their 945 
original cohort. On a regional or national scale, individuals can be moved between 946 
premises or cohorts frequently – especially for breeding and competition purposes.  947 

Sporadic EIV outbreaks can be seeded by a small number of horses after their 948 
travel (Newton et al., 2006; Whitlock et al., 2018). Additionally, the individuals most 949 
likely to be moved  (racehorses and studs) usually also have the best veterinary care 950 
and closest observation. Horses moved for breeding or competitive purposes are 951 
more likely to be up to date with vaccine regimens than other non-special horses, 952 
or indeed even obliged by regulatory bodies, and so are likely to provide heavy 953 
selective pressures on incoming viruses from vaccine-boosted immune challenge. 954 

As expected, the probability of a successful transmission event increases 955 
dramatically as the spatial distance between donor and recipient hosts decreases 956 
(Ostfeld et al., 2005). Managed athletic and breeding horses are provided with 957 
unusual population structures due to their high exposure to numerous other horses 958 
and their wide, sometimes intercontinental, travel. The evolutionary and ecological 959 
structure of pathogen populations can provide clues as to the factors required to 960 
maintain the populations of that pathogen (Parker et al. 2015). This maintenance 961 
includes both pathogen (replicative speed, immune avoidance strategies) and host 962 
(immunity, contact networks) factors. 963 
1.8.3.2 What Drives Global Evolution? 964 

Like all pathogens, the evolution of EIV is driven by the interplay of 965 
deterministic (selective pressures) and stochastic (genetic drift) processes (Lauring, 966 
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2020). The international movement of subclinically-infected horses is the most likely 967 
predictor of viral dissemination, much as that observed in swine influenza A viruses 968 
(Lee et al., 2021; Nelson & Hughes, 2015). Not only does this movement provide 969 
opportunities for spread over a further geographic range, but it increases the 970 
possibilities for exchange with endemically circulating EIV. This introduction of new 971 
viruses into a population may co-opt endemic viruses, using them as stepping-stones 972 
to better adapt to the new range of hosts. Surveillance of EIV epidemics show that 973 
global outbreaks occur roughly every 2-8 years, mostly associated with the 974 
emergence of new antigenic variants (Koelle et al., 2010). 975 

Insufficiently protected hosts (i.e. immunocompromised or unvaccinated) can 976 
provide a fitness landscape that is easier to traverse for viruses. This in turn can 977 
allow viruses to diversify in the face of lower selective pressures, potentially even 978 
adapting into a strain better able to infect. This is seen in the dissociation of viral 979 
evolutionary relationships to geographic locations (Lai et al., 2001, 2004). Equine 980 
influenza provides an interesting case of heterogeneous host populations: individuals 981 
that travel internationally (sport horses) are also the most likely to be vaccinated 982 
and closely observed; meaning that a traditional risk factor for “super-spreader” 983 
status is potentially avoided due to the heightened immunity and medical 984 
observation. Conversely, horses that are more geographically stationary and limited 985 
to national or local travel may receive less frequent veterinary visits and are not 986 
subject to the same vaccine requirements as sport horses. Understanding how the 987 
immune status and vaccination history of these opposing equid populations can 988 
affect the evolution of EIV is thus key avenue for further animal health practices. 989 

Additionally, though not unique to EIV, outbreaks of influenza are seen to 990 
propagate even in individuals with up-to-date vaccination routines. Antigenically 991 
similar viruses are also able to spread through populations with limited prior 992 
immunity (Lumby et al., 2020). These weaknesses in individual immunity may 993 
explain the occasionally low presentation of symptomatic individuals seen in most 994 
outbreaks. Indeed, the proclivity of asymptomatic infections may be responsible for 995 
dramatic underreporting of EIV.  996 

Analysis in the US showed a regular fixation of amino acid substitutions 997 
distancing circulating wild strains from vaccine strains (Lee et al., 2021). Antigenic 998 
shift, at least inter-subtype, has being not detected or associated to equine 999 
outbreaks. The origin of the currently circulating virus is unknown, though with 1000 
cross-species transmission from avian donors and into a wide range of canine 1001 
recipients since 2004 (Rivailler et al., 2010), H3N8 EIV clearly has the potential for 1002 
cross-species transmission. Despite multiple historical records recognising links 1003 
between outbreaks of equine and human influenza-like disease, there is very limited 1004 
evidence of H3N8 transmission to humans from horses.  Infection is possible 1005 
however, Alford et al. (1967) tested the responses of 33 humans to EIV A/Miami/1/63 1006 
(H3N8) and found moderate influenza-like symptoms in four patients. Though 1007 
notably virus could be recovered from 21 of the 33 participants, so sub-clinical 1008 
infections with H3N8 are viable in humans. 1009 
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Whether direct equid-human transmission of IAV was previously possible with 1010 
contemporarily circulating influenza strains or both populations were infected by a 1011 
third reservoir population (e.g. waterfowl), equine influenza has coincided with 1012 
outbreaks of human influenza for centuries (Forster, 2021; Rutty, 1770). 1013 
Additionally, due to the difficulty in sampling both wild and domesticated horses, 1014 
most genomic sequences publicly available for EIV are of segment 4; of these a 1015 
considerable number focus exclusively on the HA1 chain of the segment 4 coding 1016 
gene (Russell, 2021). This can skew the overall view of EIV evolution, though 1017 
evolution in antigenically available HA1 epitopes is undoubtedly important.  1018 
1.8.3.3 Frozen Evolution 1019 

Through longitudinal observation of EIV, detection of decade-old virus strains 1020 
infecting hosts can confound the reputation of rapid influenza A evolution. After 1021 
having explored the myriad ways in which diversity can be generated and maintained 1022 
in fitness equilibria, the preservation of a viral lineage over decades contradicts 1023 
everything I have discussed so far. Records, mostly in Western Europe, have detailed 1024 
the collection of EIV samples that much more closely resemble strains that circulated 1025 
in previous years before being supposedly outcompeted (Lindstrom et al., 1998; 1026 
Manuguerra et al., 2000). Termed ‘frozen evolution’ by Endo et al. (1992) viruses 1027 
that had circulated over a 25-year period were recognised with a shockingly low 1028 
amount of antigenic or genomic change. Viral samples from German EI outbreaks 1029 
(Borchers et al., 2005) in 2002 resembled genomes isolated from viruses circulating 1030 
in Europe in the early 1990s. This lack of diversification has been documented in 1031 
many outbreaks (Manuguerra et al., 2000). As to how stagnant genomes can compete 1032 
with viruses circulating in subsequent years, experiments to compare the 1033 
reproductive fitness of these frozen genomes could elucidate whether these viruses 1034 
are able to replicate independently or not. 1035 

These papers evidencing frozen evolution however display some notable 1036 
oversights. Primarily, analyses from Endo (1992), Manuguerra (2000) and Borchers 1037 
(2005) rely solely on the short HA1 coding sequence (939 bases) for their claims of 1038 
abnormally slow evolution; the first two utilise amino acid sequences (328 residues) 1039 
exclusively. This alongside the small sample size of these studies (never more than 1040 
15 sequences) does detract from the validity of their findings. Finally, and I admit 1041 
speculatively, the context of these evolutionary dynamics cannot be overlooked; all 1042 
three of these studies explored why unusually old EIV sequences appeared in Europe 1043 
through the mid-to-late 1990s. I cannot help but note that the fall of the Berlin wall 1044 
was concurrent with these findings; shifting trade policies across Europe may be an 1045 
unexciting explanation, but the simple facts of the environs in which this ‘frozen 1046 
evolution’ took place can easily be understood using the context of larger-scale 1047 
ecological changes surrounding viral spread. 1048 
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1.8.4 EIV as a Model of Influenza Phylodynamics 1049 

EIV displays many characteristics of IAVs in other mammals, and to date the 1050 
dynamics seen in equine influenza pathogenesis are broadly comparable to IAVs in 1051 
other mammalian hosts. Hence, I use H3N8 EIV here to model the evolutionary 1052 
processes within- and between-hosts as well as the larger epidemic population 1053 
dynamics of influenza A viruses. Research on the phylodynamics of influenza in horse 1054 
populations is used here as a model system to investigate key drivers of mammalian 1055 
influenza A virus evolution, and the ways in which evolution between- and within-1056 
hosts can lead to vaccine escape, seasonally-recurrent outbreaks and even cross-1057 
species adaptation or pandemic potential.  1058 

Understanding the causes and consequences of viral mutant spectra is 1059 
obviously important for virologists, public health workers and clinicians; but how do 1060 
we detect and observe them? By definition, variant viruses are a small minority of 1061 
the overall population and so conventional genome amplification, and sequencing 1062 
techniques cannot necessarily be relied on. Many bioinformatic procedures were 1063 
designed specifically to exclude spurious outliers, so how then do we obtain this 1064 
information from a viral sample such as a clinical specimen (e.g., nasal swab or 1065 
sputum sample)? Further developing EIV surveillance techniques will be key as 1066 
globalisation increases; horses are already the most internationally moved domestic 1067 
animal (Oladunni et al., 2021) and so having up-to-date records of viruses causing 1068 
symptomatic and asymptomatic infections will help track the evolution of the 1069 
globally intertwined EIV population. 1070 

The trends of EIV evolution mirror those of other IAVs, especially with the 1071 
anthropocentric movement of horses around the globe for sports. Racehorses may 1072 
become super-spreaders and seed infections acquired from hyper-mixing populations 1073 
into home pastures on return from competitions. At large-scale epidemiologic levels, 1074 
this shows the clear “ignition spark” introduction à la SARS-CoV-2 emergence. As 1075 
international travel only accelerates, the future of EIV is sure to have ample 1076 
opportunities for further dissemination.  1077 

1.9 Study Aims 1078 

Hence the importance in understanding evolutionary processes within- and between-1079 
hosts as well as the larger epidemic or pandemic population dynamics. In examining 1080 
the impact of host heterogeneities on viral populations, I sought to understand: 1081 
• The role of prior exposure to influenza viruses in affecting viral population size 1082 

and evolution at within-host and outbreak scales 1083 
• Differences in viral load between vaccinated and naïve hosts; whether a primed 1084 

immune system causes reduced viral shedding and consequently lowers the 1085 
infectivity of vaccinated hosts 1086 

• The spread of EIV in transmission chains comprised of hosts with differing 1087 
histories of immunological exposure, as seen in real EIV outbreaks 1088 



   
 

44 
 

• The fate of consensus-level mutations and whether they are impacted by the 1089 
vaccination status of a host; if so, does immunological history matter 1090 

• Putative impacts of nonsynonymous mutations on 3D protein structures based on 1091 
in silico modelling and experimentation 1092 

• The role of sub-consensus diversity in shaping viral populations over an outbreak 1093 
• What drives diversification and selection of viral variants in a host 1094 
Characteristics of viral bottlenecks in tightly controlled transmission chains; their 1095 
size and how much variation they permit passing from one host to the next. 1096 
Epidemiology and pathogen evolution influence each other, yet overwhelmingly, 1097 
research focuses on the ways in which evolution alters epidemic dynamics. Obtaining 1098 
pathogen sequence data at high resolution is still relatively rare across whole viral 1099 
genomes.  1100 
The use of mixed, vaccine-exposed and immunologically naïve individuals in 1101 
transmission experiments aims to represent real populations of horses with differing 1102 
levels of immune exposure to naturally-circulating influenza viruses. Where EIV is 1103 
endemic, horse populations are regularly exposed to IAV and thus many individuals 1104 
will have some level of prior exposure; the majority of individuals without any prior 1105 
IAV exposure will be young. However, populations will be heterogeneous in respect 1106 
to their levels of immunity and their history of exposure to pathogens; older 1107 
individuals are more likely to have encountered multiple different strains of IAV 1108 
during their lifetime. Including heterogeneity in host immune statuses enables us to 1109 
explore questions of viral evolution from many different angles, under varying 1110 
situations. 1111 
Additionally, despite the plethora of work on IAV proteins, comparatively little has 1112 
been done explicitly on EIV proteins. Consequently, many of the specifics relating 1113 
to EIV proteins, from numbering to regional annotations, are inferred from work on 1114 
other (often avian) viruses. As discussed above, EIV is a direct descendant of avian 1115 
IAV and we can therefore assume that many of the protein characteristics are 1116 
shared. Comparative analysis of orthologous IAV proteins may therefore inform on 1117 
the structure and function of equine influenza viruses. 1118 

2 Methodology 1119 

2.1 Experimental Design 1120 

To investigate the impact of prior host immunity on IAV viral diversity and 1121 
population size, data collected from two transmission experiments were obtained 1122 
for the present study. Both experiments involved the use of naïve and vaccinated 1123 
Welsh Mountain Ponies challenged with the A/equine/Newmarket/5/2003 strain of 1124 
IAV (txid:568375). This study was carried out following animal care guidelines of the 1125 
Animal Health Trust Ethical Review Committee, under Home Office project licence 1126 
80/1871. Each transmission chain included six pairs of animals (individuals A and B 1127 
in pairs 1-6). Pairs 2, 3 and 4 had previously been immunised with H3N8 inactivated 1128 
(non-adjuvanted, formalin-inactivated egg grown) virus prior to the experiment to 1129 
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allow the development of adaptive immunity; finally, pairs 5 and 6 in the chain of 1130 
transmission were immunologically naïve. The first pair of each transmission chain 1131 
(seeders, which had been experimentally inoculated) were excluded from further 1132 
analyses as they did not represent infection by the natural route of transmission.  1133 

Week Vaccine 
Dose 

Vaccine Antigen 

Multivalent NCBI 
txid Monovalent NCBI 

txid 

0 1 A/Equine/Miami/63 
387223 

A/Equine/Newmarket/3/05 

568375 

4 2 A/Equine/Miami/63 A/Equine/Newmarket/3/05 

16 3 A/Equine/Newmarket/79 1334814 A/Equine/Newmarket/3/05 

28 4 A/Equine/Newmarket/1/93 159470 A/Equine/Newmarket/3/05 

40 5 A/Equine/Newmarket/3/05 568375 A/Equine/Newmarket/3/05 

 Transmission experiment ran from 
Week 68 to Week 71 

Transmission experiment ran from 
Week 80 to Week 83 

Table 2.1: Vaccination schedules of each transmission chain. 1134 
The difference between transmission chains was the vaccination schedule of 1135 

the horses (Table 2.1): horses in the multivalent vaccine group received five doses 1136 
of four different antigens, while horses in the monovalent vaccine group received 1137 
five doses of the same antigen. The antibody levels of vaccinated horses were 1138 
measured using single radial haemolysis (SRH) until they reached a value low enough 1139 
(<60 mm2) to allow natural infection as previously described (Murcia et al., 2010, 1140 

2013). To initiate each transmission chain, a pair of immunologically naive "seeder" 1141 
horses were experimentally inoculated via nebulised aerosol (20 ml of log10 106.5/ml 1142 
of 50% egg infective dose [EID50]) of A/equine/Newmarket/5/2003 (H3N8). This 1143 
challenge virus is also the strain used in vaccines to which vaccinated horses were 1144 
exposed. To allow natural transmission by direct contact, seeder horses were 1145 
cohoused in the same stable with a pair of recipient horses until at least one of the 1146 
latter started shedding virus, which was confirmed using an enzyme-linked 1147 
immunosorbent assay (ELISA)-based assay. At this point seeder horses were removed 1148 
and replaced by a new pair of recipient horses, i.e. ‘Pair 2’. This procedure of 1149 
sequential mixing of pairs was repeated a further four times down to ‘Pair 6’ (Figure 1150 
2.1). At no time were more than two pairs of horses sharing a stable. Nasal swabs 1151 
were collected daily in 5ml of virus transport media (VTM) and stored at -80°C until 1152 
further processing. Samples that contained >2960 viral copies/µl of transport media 1153 

Seeder Vaccinate Naïve

Pair 1 Pair 2 Pair 3 Pair 4 Pair 5 Pair 6

Figure 1: Transmission chain layout. Both experiments had the same structure, the only difference was in the regiment of 
the vaccinated horses. Pair 1 is greyed out to signify their role in being the first natural transmission of EIV, but are 
excluded from further analysis.

Figure 2.1: Schematic representation of transmission chains. Both experiments had the same 
structure, the only difference being the use of two different exposure regimes. Pair 1 horses 
were infected by inoculation rather than by natural transmission; for this reason they are not 
included in the analysis and so are greyed-out. 
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as measured by a PCR assay (see section 2.3) were subject to full genome PCR 1154 
amplification and sequencing using the Illumina platform (see section 2.4). 1155 

The multivalent vaccination schedule was planned to simulate individuals 1156 
with a life history of multiple previous exposures to a range of antigenically distinct 1157 
viruses. Alternatively, horses that received the univalent vaccine were expected to 1158 
model an individual that has developed specific immunity to a currently circulating 1159 
strain via vaccination. The schedules of the whole experiment, including the 1160 
exposure history of vaccinated hosts, are shown below in Figure 2.2, using 1161 
abbreviated names for the virus strains that match those in Table 2.1. Horses within 1162 
this vaccinated class received one dose of inactivated virus at each vaccination point 1163 
(V1-5).  1164 

 1165 

After each vaccination point, horses were bled in order to test serum adaptive 1166 
immune responses to the inactivated viruses. Exposures were staggered to allow for 1167 
a return to sera norms before exposure to the next immunogen.  1168 

The two transmission chains were used to observe whether differences could 1169 
be observed between a specific and a generalised adaptive immune response in 1170 
terms of viral load, virus diversity and/or viral phylodynamic processes. Hence, two 1171 
transmission chains were studied, each containing five pairs which fell into one of 1172 
four immunological statuses: vaccinated or naïve, in transmission chain one 1173 
(vaccinate-multivalent chain VM or naïve-multivalent chain NM) or two (vaccinate-1174 
univalent chain VS or naïve-univalent chain NS). 1175 
2.1.1 Transmission Experiment 1176 

Seeder horses were experimentally infected with 106.5 egg infectious doses 50 1177 
(EID50) of A/equine/Newmarket/5/2003. Nasopharyngeal swabs were collected on a 1178 
daily basis and virus shedding was detected using a rapid nucleoprotein (NP) enzyme-1179 
linked immunosorbent assay (ELISA) test. If the assay was positive for at least one 1180 
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Figure 2: Diagram of the exposure regiment, the inactivated virus used at each time point (V1-5) and the time 
each experimental transmission chain began. Figure 2.2: Diagram of the exposure regimen, and the time each experimental transmission 
chain began. Inactivated viruses were administered at dates V1-5, referencing the Table 1 
schedule.  
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of the two recipient ponies, these ponies would become the new donor ponies; two 1181 
new vaccinated recipients would be co-housed in the transmission room and the 1182 
previous donors would be removed.  1183 

Once at least one of the new recipient ponies were positive for virus shedding, 1184 
the original donors would be removed to the recovery room, where they would 1185 
continue to be swabbed for up to seven days, or as long as they were positive by NP-1186 
ELISA, whichever was the longest. The transmission room would be thoroughly 1187 
cleaned and disinfected  between movements of pairs to avoid environmental and 1188 
fomite transmission of virus. 1189 
2.2 Data Collection 1190 

2.2.1 Viruses and vaccines.  1191 

A/equine/Newmarket/5/2003 was passaged in ovo to generate a stock of 1192 
challenge virus. Vaccine viruses were cultivated in embryonated chicken’s eggs, 1193 
followed by clarification, sucrose purification and inactivation using 0.02% 1194 
formaldehyde.  Vaccines were tested by passaging in embryonated chicken’s eggs 1195 
(two passages) to ensure they were no longer infectious. 1196 
2.2.2 Nasal Swabs 1197 

Nasopharyngeal swabs were collected for up to eight days after a horse tested 1198 
positive with a rapid Nucleoprotein ELISA test. Swab tips were immersed in viral 1199 
transport medium (5ml) and stored at -80°C. Daily nasal swabs were used to quantify 1200 
viral loads, 137 swabs giving positive qPCR values were collected: 68 from the Single 1201 
group (42 from vaccinates [VS], 26 from naïves [NS]) and 69 from the Multi group (41 1202 
from vaccinates [VM], 28 from naïves [NM]).1203 
2.2.3 Virus Quantification via qPCR1204 

RNA was extracted from nasal swabs by the team that carried out the original 1205 
transmission study in order to quantify the amount of virus present. The team then 1206 
used qPCR as described in Murcia et al. (2010, 2013), with full multi-segment reverse 1207 
transcription-PCR (M-RTPCR), the details of which are available in Deng et 1208 
al. (2009). Viral RNA from nasal swabs was isolated from 280µl aliquots using the 1209 
QIAamp viral RNA minikit (Qiagen) according to the manufacturer’s instructions, 1210 
eluting in a volume of 50µl. 1211 

To calculate the number of virus genome copies present in each sample, cDNA 1212 
was generated using Superscript III (Invitrogen) and primer Bm-M-15. Reverse 1213 
Transcription was performed at 55°C for 90 min, followed by incubation at 70°C for 1214 
10 min. Viral copy numbers were estimated by qPCR, performed using the 1215 
QuantiTect Probe PCR kit (Qiagen) according to the manufacturer's instructions and 1216 
using the same primers and probe as in both Murcia and Hughes (2012; 2010, 2013), 1217 
which had been designed using Beacon designer (Premier Biosoft). Standard curves 1218 
were generated using 10-fold dilutions of a plasmid containing the matrix segment 1219 
(cloned from an egg-grown Equine/Newmarket/1/1993 isolate), ranging from 1×102 1220 
to 1×108copies/µl. For each run, all samples, no-template controls, plasmid 1221 
standards, and positive and negative controls were run in triplicate and expressed 1222 
as the mean number of viral RNA (vRNA) copies of cDNA per µl. 1223 
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Samples that exhibited >2960 viral copies/µl of transport media were subject 1224 
to full genome PCR amplification as described by Zhou et al (2009). Swabs with fewer 1225 
genomes were unable to be amplified without the introduction of stochasticity in 1226 
sequences. PCR amplification was performed using Platinum Pfx DNA polymerase 1227 
(Invitrogen) and segment non-specific primers as designed by Zhou et al (2009): 1228 
MBTuni-12 [5′-ACGCGTGATCAGCAAAAGCAGG] and MBTuni-13 [5′-1229 
ACGCGTGATCAGTAGAAACAAGG]. As IAV genomic segments have conserved 12nt and 1230 
13nt sequences at the 3’ and 5’ ends respectively, these universal primers can be 1231 
used to amplify genomes irrespective of virus subtype. PCR amplification was 1232 
performed for 40 cycles (94°C for 30s, 55°C for 1 min, and 68°C for 1 min), followed 1233 
by a final extension at 68°C for 10 minutes. 1234 

 1235 
Figure 2.3: The mean copy numbers of plasmid standards used to generate standard curves for 1236 
qPCR validation. Known numbers of plasmids are input for amplification (blue). The resulting 1237 
output (green), gives the number of cDNA copies counted after the amplification. When the two 1238 
figures mismatch, the threshold of detection is reached. 1239 

With PCR amplification outputs, known and calculated concentrations of 1240 
plasmid standards were compared to validate and determine a cut-off point. This 1241 
point denotes the upper limits of detection, and represent a concentration too low 1242 
to correctly match the known input concentration (Figure 2.3). This was initially 1243 
determined at a Cycle threshold (Ct) of 34.81, matching that reported in Murcia et 1244 
al. 2010. However, on re-analysis, a more conservative Ct was declared at 32.25 as 1245 
this is the first introduction of stochasticity in amplification of known concentrations 1246 
of plasmid standards.  1247 
 1248 
2.2.4 Sequencing & Sequence Assembly 1249 

DNA was diluted to a concentration of 175ng in 50µl of sample prep then 1250 
acoustically sheared using a Covaris S220 sonicator. Sequencing was carried out at 1251 
The Genome Analysis Centre (TGAC) in Norwich, UK. Illumina GA2x sequencing was 1252 
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then performed in one lane with 100bp paired-end reads. Illumina libraries were 1253 
then constructed from 200-300 bp fragments. 1254 

53 sequence libraries were generated from forward and reverse reads: 24 1255 
from the Single group (11 from vaccinates [VS], 13 from naïves [NS]) plus 29 from 1256 
the Multi group (13 from vaccinates [VM], 16 from naïves [NM]). Forward and Reverse 1257 
reads were aligned to the genome sequence of the virus challenge strain 1258 
(A/equine/Newmarket/5/2003, NCBI Taxonomy ID: 568375) using the Burroughs-1259 
Wheeler Algorithm (Li et al. 2009). Adaptor sequences were removed with 1260 
Trimmomatic v0.4 (Bolger et al., 2014). Sequences with a mean quality score <30 1261 
were also removed. Functions within the ‘samtools’ package array v1.12 (Danecek 1262 
et al., 2021) sorted, indexed and compiled the reads into useable fastq & fasta files, 1263 
the code for which is shown below. 1264 

2.2.5 Variant Calling 1265 

Utilising the 53 consensus genomes, sub-consensus variants were called from 1266 
BAM files using iVar v1.4.2 (Grubaugh et al., 2019),  LoFreq v2.1.5 (Wilm et al., 1267 
2012), vSensus (Orton, 2022) and FreeBayes v1.3.6 (Garrison & Marth, 2012). Each 1268 
tool employs different algorithms, processing requirements and filtering procedures. 1269 
Datasets detailing the frequency of sub-consensus mutations at each nucleotide 1270 
position were then associated with sample metadata. 1271 

Following the creation of consensus sequences, sub-consensus variants may 1272 
be detected and analysed. Due to the sheer volume of viral genomes in most viral 1273 
samples, most minority variants fall below a set threshold and thus are excluded 1274 
from analysis. This threshold varies depending on the efficacy of the genome 1275 
amplification technique and the specificity of the sequencing procedure, but as a 1276 
standard, most laboratories (Koel et al., 2020; McCrone & Lauring, 2016) place a 1277 
cut-off value at genomes that constitute less than 1% of the total viral population 1278 
meta-genome after amplification. With genomes annotated and aligned, the mutant 1279 
spectra can then be analysed as with any phylogenetic dataset, the only exception 1280 
being the scale of both time and relatedness are much smaller than in traditionally 1281 
multi-species/multi-strain phylogenetic trees.  1282 

Where variant calling tools did not present a conclusive list of variants (as in 1283 
Diversitools), outputs were manually filtered. Any site in which fewer than 99% of 1284 
reads were congruous (i.e. 1% or greater variant frequency threshold) was flagged 1285 
as a site of low-frequency variation. Filtering was performed using R scripts. 1286 

Box 1: Example of the code used for adaptor trimming, read compilation, genome assembly 
and finally creation of FASTQ files for subsequent genomic analyses. 

prinseq-lite.pl -trim_left 7 -trim_right 7 -min_qual_mean 30 -ns_max_n 0 
-lc_method dust -lc_threshold 7 -fastq File1_R1.fastq -fastq2 File1_R2.f
astq -out_good File1_good_reads -out_bad File1_bad_reads; 
bwa mem Reference.fa File1_R1_001.fastq File1_R2_001.fastq > File1.sam; 
samtools sort -@10 File1.sam -o File1.bam; 
samtools index File1.bam; 
samtools idxstats File1.bam; 
samtools mpileup -uf Reference.fa File1.bam | bcftools call -c | vcfutil
s.pl vcf2fq > File1_clean.fastq 



   
 

50 
 

2.2.5.1 Variant Caller Selection 1287 

The variant calling tool on which to base subsequent analyses was selected 1288 
on the basis of performance benchmarks, including specificity and sensitivity. Ten 1289 
tools were compared in total (Table 2.2A): those mentioned above together with 1290 
VarScan (Koboldt et al., 2012), DeepSNV (Gerstung et al., 2012) and Diversitools 1291 
(Hughes, 2016). Box 2.2 shows the pipeline used to produce each low-frequency 1292 
variant array.  1293 
Table 2.2: A) Bioinformatic tools selected for comparative analysis and B) the datasets containing 1294 
the sequences which were used to compare and assess them. 1295 
A)   

Tool Reference    

DeepSNV Gerstung et al., 2012    

DiversiTools Hughes, 2016  B) 

FreeBayes v1.3.6 Garrison & Marth, 2012  Dataset Repository 

iVar v1.4.2 Grubaugh et al. 2019  SimData N/A 

LoFreq v2.1.5 Wilm et al., 2012  McCrone 2016 PRJNA317621 

VarScan Koboldt et al., 2012  McCrone 2018 PRJNA412631 

vSensus Orton, 2022  Han 2021 PRJNA722099 

V-Phaser2 Yang et al., 2013  Poelvoorde 2022 PRJNA692424 

QuasiBAM Manso et al., 2017    

VirTools Verbist et al., 2014    

Testing began with previously published sequence data, with corresponding 1296 
records of the sub-consensus variant frequencies found by the original authors (Table 1297 
2.2B). These five control datasets were then used to compare each in terms of True-1298 
Positive Rates (sensitivity) and True-Negative Rates (specificity).  Thus, the known, 1299 
published results were taken as a gold standard, and assumed to be the absolute 1300 
truth - as the aim of this testing was deciding upon a reliable, repeatable 1301 
bioinformatic tool the actual values are less important than aligning with the 1302 
performance of the tool. Processing times for each sample were also recorded, for 1303 
measuring performance efficiency. Ultimately, a combination of LoFreq and 1304 
FreeBayes provided the most comprehensive results. 1305 
 1306 
 1307 
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2.2.5.2 Variant Call Analysis 1308 

Variants from each sample’s BAM assemblage were called using LoFreq v2.1.5 1309 
with reference to the consensus of that sample, rather than using the consensus of 1310 
the entire dataset for each variant call. The use of this dynamic consensus, specific 1311 
to the read library in question, was chosen to avoid spurious variants; a base in 1312 
disagreement with the consensus of the entire dataset may have become fixed at 1313 
the consensus level in one host and thus by definition would no longer be a sub-1314 
consensus variant. Low-frequency variant arrays were then associated with sample 1315 
metadata. 1316 

2.3 Data Analyses 1317 

2.3.1 Analyses of Viral Shedding 1318 

Throughout the thesis, various statistical methods were used to explore the 1319 
patterns and impacts of variables, all of which were performed in R v4.2.0 (2022). 1320 
Correlations between viral copy numbers and numeric variables, such as sequence 1321 
diversity, were assessed using a Spearman correlation test. Tests for the normality 1322 
of shedding values relied on Shapiro-Wilk tests. Comparisons between stratified 1323 
datasets were implemented with non-parametric Kruskal-Wallis and Wilcoxon Rank-1324 
Sum tests; this included assessing whether host variables, i.e. transmission group 1325 
and/or vaccination status, significantly differentiated viral copy numbers. All of the 1326 
above tests incorporated a Bonferroni correction for multiple testing.  1327 

Finally, the impact on viral shedding of variables such as transmission group or 1328 
days post-contact was quantified using an array of linear and additive general 1329 
models, all of which were performed under a Bayesian prior-parameterisation 1330 
process. These models were created and estimated by the rstan package (2022). 1331 
MCMC chains were examined for 50,000 samples to ensure proper mixing of posterior 1332 
values and sufficient sample sizes from which to draw inferences. Mean posterior-1333 

for f in *.bam 
do echo $f ",iVar" >> time.txt; 
{time (samtools-1.12/samtools mpileup -aa -x -B -d 0 -A -q 0 -Q 0 -C 0 -
f ref.fasta $f | ivar variants -p ivar -q 0 -t 0 -m 0 -r ref.fasta -g 
Ref.gff) ; } 2>> time.txt; 
mv ivar.tsv $f.tsv; 
echo "\n" $f ", Diversitools" >> time.txt; 
{time (diversiutils_macosx -bam $f -ref ref.fasta -orfs CodingRegions.txt 
-stub $f) ; } 2>> time.txt 
echo "\n" $f ",LoFreq" >> time.txt; 
{time (lofreq call -f ref.fasta -o $f.vcf $f);} 2>> time.txt; 
echo "\n" $f ", FreeBayes" >> time.txt; 
{time (freebayes -f ref.fasta $f > $f-FreeBayes.vcf);} 2>> time.txt 
done 
 
for i in *.mpile.txt;         
do echo "\n" $i ",vSensus" >> time.txt; 
{ time (java -jar VSENSUS.jar $i > $i_log.txt);} 2>> time.txt; 
echo "\n" $i ", VarScan" >> time.txt; 
{time (java -jar VarScan.v2.3.9.jar mpileup2snp $i --min-var-freq 0.02 -
-p-value 0.05 > $i-VarScan.tsv);} 2>> time.txt; 
done 
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predictive density (meanPPD) was used to qualify certainty of coefficient estimations 1334 
and was deemed informative when representing over half of the trialled models.  1335 

To note, in creating statistical models, vaccinated hosts were nested within each 1336 
transmission chain to which the host belonged. Care was taken to uncouple these 1337 
variables when making inferences and so models were created in triplicate, initially 1338 
to observe host vaccination status and their transmission chain (m1: VaccS + VaccM + 1339 
Naïves), then to compare with models that only account for transmission chains (m2: 1340 
XSingle + YMulti) and a totally null model (m0: Host). Individual animal was not included 1341 
as a random effect. Further, as samples were collected daily, the data are time-1342 
serial and so individual animals were incorporated as random factors in order to 1343 
account for non-independence of variables. Model regression tables and raw data 1344 
are presented in appendices (Supplementary Figure 2.1). To incorporate time-serial 1345 
samples, Generalised Additive Models were created with the use of the ‘Day Post-1346 
contact’ variable (abbreviated to DPC), opting to smooth days 0-8 over an eight-fold 1347 
kernel. This enables flexibility of predictions without the constraints of assuming 1348 
linearity between variables. Overall, best-fit models were constructed with the 1349 
following foundation: 1350 

𝑙𝑜𝑔!"(𝑚𝑒𝑎𝑛	𝑐𝑜𝑝𝑦	𝑛𝑢𝑚𝑏𝑒𝑟)	~		𝑆𝑡𝑎𝑡𝑢𝑠	 + 	𝐺𝑟𝑜𝑢𝑝 + 𝑠(𝐷𝑃𝐶, 𝑘	 = 	8) 1351 
 1352 

2.3.2 Phylogenetic analysis 1353 

2.3.2.1 Sequence Alignment 1354 

Labelled with their corresponding metadata: individual sampled, day of 1355 
sampling, transmission group and vaccination status, fasta sequence files were then 1356 
imported into Geneious Prime v2023.1.2 where they were aligned using the Clustal 1357 
Omega multiple sequence aligner (Sievers et al., 2011, 2020; Sievers & Higgins, 1358 
2018). Mutations were called from the consensus of this alignment. As a convention 1359 
throughout this thesis, when discussing mutations, a lowercase letter indicates 1360 
nucleotides (e.g. a101g) while an uppercase letter indicates amino acids (e.g. 1361 
Ser101Asp). 1362 
2.3.2.2 Substitution Model  1363 

The most parsimonious evolutionary model was selected by opening sequence 1364 
alignments with ModelFinder, embedded in the IQTree2 package (Kalyaanamoorthy 1365 
et al., 2017). Substitution models were assessed and chosen based on Akaike and 1366 
Bayesian Information Criteria (AIC and BIC). Finally, a model with unequal 1367 
transition/transversion rates and unequal base frequencies was selected (HKY) 1368 
(Hasegawa et al., 1985) with the additional assumption of empirical base 1369 
frequencies (+F); ultimately an HKY+F substitution model was declared the best-fit 1370 
for this alignment. Though reassortment is undoubtedly a feature of IAV evolution, 1371 
it was ignored in the ensuing analyses since the high homogeneity at the consensus 1372 
level precluded its examination. At the sub-consensus level, detecting reassortment 1373 
would be even more of a challenge to detect and would involve using bioinformatic 1374 
programmes at the forefront of development, beyond the scope of this project. 1375 
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2.3.2.3 Maximum Likelihood 1376 

Maximum Likelihood (ML) trees were estimated using IQTree2 (Minh et al., 1377 
2020) with the eight genomic segments being concatenated to make a single 13kb 1378 
sequence for each sample. Trees were generated for each individual segment and 1379 
for all segments concatenated together. All trees were validated using 1000 1380 
bootstrap replicates. 1381 
2.3.2.4 Maximum Clade Credibility 1382 

Trees were estimated in Beast v10.4 with the help of the BEAST suite and 1383 
auxiliary programmes such as BEAUti v10.4 (Drummond & Rambaut, 2007; Suchard 1384 
et al., 2018) and Tracer v1.7.1 (Rambaut et al., 2018). Two monophyletic trees were 1385 
estimated, as both shared the ancestral Newmarket/5/03 strain as the initial 1386 
challenge inoculum. Each of the eight genomic segments had independent locally 1387 
random clock models and HKY substitution models giving a total of 17 evolutionary 1388 
models to analyse, including the shared tree model. 1389 

MCMC chains for tree estimation ran for 100 million iterations, with 10% burn-1390 
in, on the CIPRES (https://www.phylo.org/portal2) server. Constant and SkyRide 1391 
coalescent models were tested, but for such a small, homogeneous population the 1392 
differences between final MCC estimations proved negligible. The tree sampling 1393 
process was repeated four times independently in order to ensure proper mixing and 1394 
convergence of MCMC chains. After BEAST runs concluded, model parameters and 1395 
goodness-of-fit were assessed in Tracer via Effective Size Sampling before finally 1396 
TreeAnnotator was used to compile tree estimations into a single parsimonious 1397 
Newick file. 1398 
2.3.2.5 Phylogenetic Trees 1399 

Tree visualisations were created in FigTree v1.4.4 (Rambaut, 2018) or R with 1400 
the ‘ggtree’ package (Xu et al., 2022). Tree topologies and other properties were 1401 
analysed using R packages such as ape (Paradis & Schliep, 2018), PopGenome (Pfeifer 1402 
et al., 2014) and, specifically for MCC trees, Tracer (Rambaut et al., 2018). Mean 1403 
substitution rates of each genomic segment were calculated in BEAST using the 1404 
median Rate statistic. 1405 
2.3.3 Analyses of Sequence Diversity 1406 

At both the consensus and sub-consensus levels, sequence diversity was 1407 
measured with multiple metrics (Gregori et al., 2016), ranging in complexity and 1408 
representativeness. Most of these metrics are here applied at the consensus and per-1409 
site, sub-consensus scales granting an insight to the diversity of sequences as a whole 1410 
and on a site-by-site basis. All calculations of within-host diversity utilised the 1411 
variant call data from LoFreq. 1412 
2.3.3.1 Mutation Abundance 1413 

Mutation frequency (Mf) is an estimation of diversity based on comparing all 1414 
haplotypes to the most frequent haplotype in a population. It is the average number 1415 
of mutations observed in all haplotype sequences relative to the most frequent 1416 
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haplotype: Mf = mutations
reads × nucleotides

 . Simply, it is the proportion of sequences/reads that 1417 
do not match the consensus sequence/nucleotide. 1418 

At the sub-consensus level, the number of different mutations together with 1419 
their respective frequencies is referred to as the site frequency spectrum and can 1420 
be used as a measure of evenness of the population. A population can be said to be 1421 
very even if all mutations or haplotypes have a similar prevalence in the population. 1422 
Finally, we considered richness of mutant sequences/reads, which is the number of 1423 
polymorphisms per alignment/kilobase. 1424 
2.3.3.2 Simpson’s Index 1425 

Having been adapted from ecological studies, Simpson’s Index gives the 1426 
likelihood that two sequences, randomly selected from a viral population, are 1427 
identical (Gregori et al., 2016). With the mutational frequency pk, the probability 1428 
of two randomly sampled sequences having identical nucleotides at a given position 1429 
(k) is given by: 𝑃# = 	∑ 𝑝$%$ . This is then averaged across the entire genome. 1430 
Simpson’s index is therefore bound between 0 (no chance of finding identical 1431 
sequences) and 1 (lack of diversity in the population). This was carried out in R by 1432 
summing the mean mutational frequencies (pk) of each genomic segment.  1433 

To note, Simpson’s index is strongly skewed by the most abundant sequence 1434 
in the population. Further, squaring the mutation frequencies (𝑝$%) means that rarer 1435 
mutations become quickly lost in the analysis. This can have the detrimental effect 1436 
of biasing results, by enriching the mutations that are already present in high 1437 
abundance; whereas our aim in this study needed observation of mutations present 1438 
in very small proportions of genomes. 1439 
2.3.3.3 Shannon Entropy 1440 

Shannon Entropy (HS) is another diversity metric used commonly in ecological 1441 
studies which has been adapted for use in virology. Shannon Entropy is known to be 1442 
sensitive to the size of the sample under study. Shannon’s Entropy (Shannon, 1948) 1443 
of consensus sequences was calculated using the entropy function of Bios2cor 1444 
(Taddese et al., 2022).  1445 

To compare the genetic diversity between multiple samples, the mean 1446 
entropy across all sites is used. Shannon entropy can be computed as:  1447 

𝐻# = − A 𝑝&'
'∈{*,,,-,.}

× 	𝑙𝑜𝑔(𝑝&') 1448 

In this expression, i represents each base position and piα is the proportion of 1449 
nucleotide α at position i. This was carried out in R using the ‘entropy.Dirichlet’ 1450 
function from the R package ‘entropy’ (Hausser & Strimmer, 2008, 2021). 1451 
2.3.3.4 Tajima’s D  1452 

Tajima's D is a population genetic test computed as the difference between 1453 
two measures of genetic diversity (Tajima, 1989), the mean number of pairwise 1454 
differences between sequences and the number of polymorphic sites. This was 1455 
calculated using the PoPoolation package (Kofler et al., 2011) which was ran locally 1456 
in perl for each read library. 1457 

Tajima's D test aims to distinguish between a genetic sequence evolving 1458 
randomly (neutrally) and one evolving non-randomly. A randomly evolving genetic 1459 
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sequence is expected to contain mutations with no effect on fitness and survival. 1460 
The purpose of Tajima's test is to identify sequences which do not fit the neutral 1461 
theory model at equilibrium between mutation and genetic drift. Tajima's statistic 1462 
measures the total number of polymorphic sites in the sampled genome and the 1463 
average number of mutations between pairs in the sample, both of which are 1464 
estimates of the population genetic parameter θ. If the difference between these 1465 
two parameters (θ1 and θ2) could be reasonably explained by chance, then the null 1466 
hypothesis (H0 = neutrality) cannot be rejected. Otherwise, the null hypothesis of 1467 
neutrality is rejected. 1468 

Under the theory of neutral evolution, for a population of constant size at 1469 
equilibrium, the following equation is applicable: 1470 

E CS÷A
1
i

n-1

i=1

D =2µNeff=θ 1471 

In this expression, S is the number of segregating sites, n is the number of 1472 
samples, Neff is the effective population size, µ is the mutation rate at the locus in 1473 
question, and i is the index of summation. 1474 
dTajima is calculated by taking the difference between the population genetics 1475 
parameter θ of two samples (d= θ1 - θ2). D is then calculated by dividing dTajima by 1476 
the square root of its variance EVar(d) (its standard deviation, by definition). Thus, 1477 

D = 
d

EVar(d)
 1478 

Tajima demonstrated in silico that D could be modelled using a β distribution 1479 
(Tajima 1989), work which was then built upon by Kim et al. (2016) in their 1480 
exploration of chicken and human IAV diversity. If the D value for a sample of 1481 
sequences lies outside the confidence interval of this distribution, then the null 1482 
hypothesis, i.e. neutral evolution, is rejected for that sequence. However, in real 1483 
world uses, past population changes, such as a population bottleneck, can bias the 1484 
value of D. 1485 
2.3.3.5 Pairwise Distance Indices  1486 

Nucleotide diversity (π) is used to quantify the distance between two samples 1487 
through the proportion of sites that they do not have in common. Population 1488 
nucleotide diversity, or index π, measures the average number of nucleotide 1489 
differences between any two genomes of the quasispecies (Nei & Gojobori, 1986). 1490 
Pairwise differences have been traditionally evaluated using the Hamming distance, 1491 
which is the number of mutations that distinguish a pair of sequences, although any 1492 
substitution model (JC69, K80, F81, etc) or subsets of differences (transitions or 1493 
transversions, synonymous or non-synonymous mutations) may be considered. Index 1494 
π provides more valuable information than Mf because it takes into account the 1495 
differences between any two genomes in the population. 1496 
Consensus π Diversity 1497 
Nucleotide π diversity measures genetic variation within a population. Overall, π 1498 
diversity counts the net number of nucleotide differences between sequences, 1499 
ultimately giving the average number of differences between two randomly selected 1500 
sequences from the dataset. In the present study, it was calculated using the 1501 
‘diversity.stats’ function, which is based on original methods from Nei (1988), 1502 
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Hudson (1992) and Wakeley (1996), within the PopGenome R package (Pfeifer et al., 1503 
2014). π is calculated by:  1504 

πJ=
n

n-1
A xi xj πij

ij

 1505 

where xi and xj are the respective frequencies of the ith and jth sequences, πij is the 1506 
number of nucleotide differences per nucleotide site between the ith and jth 1507 
sequences, and n is the number of sequences in the sample. The term in front of the 1508 

sum K 0
01!

L guarantees an unbiased estimator, making the π value comparable across 1509 

any dataset, regardless of the number of sequences. 1510 
Sub-consensus Nucleotide Diversity 1511 

Nucleotide π diversity quantifies the distance between two samples through 1512 
the proportion of sites that they do not have in common. The π diversity is calculated 1513 
with the SAMFIRE tool by Illingworth (2016). To summarise, π may be calculated as 1514 
the probability of two random sequences (sequencei and sequencej) having different 1515 
nucleotides at a specific position (d), averaged over all positions throughout the 1516 
entire genome sequence (n). 1517 

π	=A
2dij

n(n-1)
i<j

 1518 

This is then normalised against the population size (in this case the number of 1519 
genome copies) in much the same way as Shannon Entropy, giving: Effective π 1520 
Diversity (πe) = π

copy numbers
 1521 

2.4 Evolutionary Selection Analysis 1522 

The following algorithms within the HyPhy package were used to examine 1523 
evidence of selection or directional evolution: 1) Mixed Effects Model of Evolution 1524 
(MEME); 2) Fixed Effects Likelihood (FEL); 3) Single Likelihood Ancestor Counting 1525 
(SLAC); 4) Fast Unconstrained Bayesian Approximation for Inferring Selection 1526 
(FUBAR); 5) Branch-site Unrestricted Statistical Test of Episodic Diversification 1527 
(BUSTED) and 6) Adaptive Branch-Site Random Effects Likelihood (aBS-REL). To note, 1528 
segments 7 and 8 were excluded from the analysis as they did not have enough 1529 
diversity to measure any kind of evolution at the consensus level. Evolutionary 1530 
process calculations were carried out by the HyPhy software package wrapped in 1531 
DataMonkey’s web server (Delport et al., 2010; Pond et al., 2005). 1532 
2.5 Protein Structure Analysis 1533 

Consensus nucleotide sequences were translated into protein sequences using 1534 
the ‘ape’ package in R, following which protein properties were estimated via 1535 
ProtParam tools (Duvaud et al., 2021; Gasteiger et al., 2005). These tools allow for 1536 
the estimation of a range of physiochemical properties such as weight, 1537 
hydrophobicity and charge. Surface accessibility and protein localisation, though 1538 
already well-understood for influenza A viruses, were confirmed in EIV using online 1539 
tools such as the Deep-learning Transmembrane Hidden Markov Model (Hallgren et 1540 
al., 2022) and the Emini surface accessibility scale (Emini et al., 1985). 1541 
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2.5.1 Surface Accessibility 1542 

For a given amino acid sequence, the accessibility score of residue n is a 1543 
normalised product of the surface probabilities of amino acids in positions n-2 to 1544 
n+3, using experimentally qualified amino acid accessible surface probabilities 1545 
(Janin et al. 1978). A surface residue is defined as one with >2.0nm2 of water-1546 
accessible surface. Utilising the surface probabilities for amino acids, a surface 1547 
probability (S) at residue n is defined as: 1548 

𝑆0 = MN𝛿0231&

4

&5!

P × 0.3714 1549 

where δn is the fractional surface probability for the amino acid at position n. Sn 1550 
probabilities greater than one indicate an increased likelihood that the residue and 1551 
its immediate surroundings are accessible. 1552 
2.6 Estimation of Immunogenic Sites 1553 

The Immune Epitope Database (Vita et al., 2019) hosts the Kolaskar-1554 
Tongaonkar Antigenicity (Kolaskar & Tongaonkar, 1990) scale, which is used to 1555 
estimate possible immunogenic sites from protein sequences. This is coupled with 1556 
the Linear Epitope Prediction 2.0 tool (Jespersen et al., 2017) in order to highlight 1557 
putative epitopes based on the properties of amino acids in a sliding window of seven 1558 
residues. EIV haemagglutinin and neuraminidase protein sequences were examined 1559 
in the current work in order to assess whether any non-synonymous mutations would 1560 
affect protein antigenicity. 1561 

The semi-empirical method by Kolaskar & Tongaonkar predicts the 1562 
antigenicity of heptapeptide strings across whole proteins, making use of physio-1563 
chemical properties of amino acids and their abundance in experimentally-qualified 1564 
epitopes to estimate and score how antigenic a sequence is. Each residue is scored 1565 
from 0.77-1.41, and the average of this score together with that of the three 1566 
residues before and after, gives the probability of a heptapeptide being recognisably 1567 
antigenic by cells and molecules of the adaptive immune system. 1568 

Parameters such as hydrophilicity, flexibility, exposed surface and polarity of 1569 
polypeptide chains have been correlated with the location of continuous epitopes. 1570 
This has led to a search for empirical rules that would allow the position of 1571 
continuous epitopes to be predicted from certain features of the protein sequence. 1572 
All prediction calculations are based on propensity scales for each of the 20 amino 1573 
acids. Each scale consists of 20 values assigned to each of the amino acid residues 1574 
on the basis of their relative propensity to possess the property described by the 1575 
scale. 1576 

When computing the score for a given residue i, the amino acids in an interval 1577 
of the chosen length, centred around residue i, are considered. In other words, for 1578 
a window size n, the 𝑖 − 01!

%
 neighbouring residues on each side of i were used to 1579 

compute the score for residue i. Unless specified, the score for residue i is the 1580 
average of the scale values for these seven amino acids. In general, a window size 1581 
of five to seven residues is appropriate for finding regions that may potentially be 1582 
antigenic. 1583 
Application to a variety of proteins has shown that this method can predict per-1584 
residue antigenicity with about 75% accuracy (Kolaskar and Tongaonkar 1990). 1585 
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Indeed, this tool has been referenced in 46 publications (at time of writing) 1586 
regarding SARS-CoV2, highlighting its relevance and ease-of-use. In the present study 1587 
both consensus (denoted haplotype A) and mutant forms of EIV haemagglutinin 1588 
(haplotypes E and G) and neuraminidase (haplotypes H, L and M) proteins were 1589 
analysed to observe any potential differences non-synonymous mutations have on 1590 
protein antigenicity. 1591 
2.6.1 Epitope Prediction 1592 

BepiPred Linear Epitope Prediction 2.0 tool was applied to known surface 1593 
proteins, with B-cell epitopes predicted from putative antigen sequences (Jespersen 1594 
et al. 2017). B-cell epitopes are predicted from a protein sequence using a Random 1595 
Forest algorithm trained on amino acids from both epitopes and non-epitopes, as 1596 
determined from crystal structures; sequential prediction smoothing is performed 1597 
afterwards. 1598 
This epitope prediction tool has been used for research of MPox, SARS-CoV2 and 1599 
many other pathogens; since published in 2017 it has been cited 904 times (at time 1600 
of writing). Simply, it qualifies the probability of a residue to be the centre of a 1601 
heptapeptide with epitope presentation; a score above 50% indicates likely epitope.  1602 
 1603 
2.7 Structural Modelling 1604 

Protein structural analysis was undertaken as part of the present study. The 1605 
first step in this process was finding analogous structures in the Protein Data Bank 1606 
(Berman et al., 2000; Gore et al., 2017) by searching with the EIV protein fasta 1607 
sequences. Putative matches were then uploaded to ChimeraX suite (Pettersen et 1608 
al., 2021) for structural and spatial examination. Initially, non-synonymous 1609 
mutations detected at the consensus level were simulated in silico on homologs 1610 
(with the ‘swapaa’ command) to observe possible impacts of mutant amino acids on 1611 
local protein topography, as measured by changes to surrounding Ramachandran 1612 
angles. Additionally, the likelihood of amino acid replacements by point mutations 1613 
was quantified by a general PAM250 matrix to roughly estimate how costly and 1614 
unlikely non-synonymous mutations would be. 1615 

Beyond using homologous protein crystal structures, protein sequences were 1616 
used to predict the structures of each EIV protein. As the HA trimer is the only 1617 
resolved structure for equine IAV, creating models of the other major proteins of 1618 
EIV allowed observation of changes caused by non-synonymous mutations detected 1619 
throughout our experimental transmission chain, as well as comparative analyses 1620 
between predicted EIV proteins and those of other IAVs. Protein sequences were 1621 
inputted to AlphaFold (Abbas et al., 2023; Evans et al., 2021; Varadi et al., 2022) 1622 
both locally and on the online API provided by Google Code (Mirdita et al., 2022) 1623 
which resulted in the return of predicted structures. These predictions were then 1624 
post-processed in AlphaPickle v1.4.1 (Arnold, 2021) for quality control and 1625 
prediction confidence. 1626 
2.7.1 Validation of Structural Predictions 1627 

The accessory tool AlphaPickle (Arnold 2021) allows for structural model 1628 
validation with two main statistics: Predicted Aligned Error (PAE) and the Local 1629 
Distance Difference Test (LDDT) (Mariani et al. 2013) which measures the local 1630 
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distance differences between all atoms in a structure estimating confidence in the 1631 
predicted model. 1632 

AlphaFold2 reports the quality of a structural model as a per-residue pLDDT 1633 
score, which assesses prediction confidence. pLDDT ranges from 0 to 100, with 1634 
higher scores indicating higher quality predictions. Accuracy of AlphaFold 1635 
predictions is generally allocated into one of four confidence levels based on the 1636 
pLDDT scores: high (pLDDT ≥ 90), medium (pLDDT < 90), low (pLDDT < 70) or very 1637 
low (pLDDT < 50) (Abbas et al. 2023; Varadi et al. 2022). AlphaFold2 calculates the 1638 
pLDDT score by comparing the distance between pairs of atoms in the predicted 1639 
structural model with the corresponding distances reported in experiments using 1640 
actual protein structures. This comparison of distances is performed for each 1641 
individual residue, giving a final score reflecting the similarity between the 1642 
predicted and experimental reference structures at each residue (Tejera-Nevado et 1643 
al. 2023). 1644 
2.7.2 Comparing and Analysing Structures 1645 

In silico modelling of proteins with both consensus and mutant residues was 1646 
used to explore the impact of nonsynonymous mutations on proteins. At the per-1647 
residue scale, changes to the polypeptide backbone can show the impacts of a 1648 
specific point-mutation and so rotational changes may be quantified through 1649 
Ramachandran or Dihedral angles. 1650 

Two torsion angles in the polypeptide chain (Sobolev et al., 2020) describe the 1651 
rotations of the polypeptide backbone around the bonds between alpha carbons (Cα) 1652 
and the amino group (N-Cα) called Phi, φ and secondly, the carboxyl group (Cα-C) 1653 
called Psi, ψ. These φ and ψ angles are shown as green and blue respectively in 1654 
Figure 2.4, adapted from Lennox et al. (2009). The range of the Phi & Psi 1655 
Ramachandran angles accessible to a polypeptide chain defines the flexibility of the 1656 
backbone and its ability to adopt a certain fold. 1657 

 1658 

Residue i Residue i+1Residue i-1

Ri+1

Ri+1

Ri-1

ψi

φi

Figure 2: Protein backbone with labelled Ramachandran angles (Ψ and Φ) around a 
dihedral bond. White circles represent amino acid side chains. Adapted from Figure 1 of 
Lennox et al. (2009) and created using the Chemical Sketch Tool hosted by PDB.

Figure 3: Protein backbone with labelled Ramachandran angles (and) around a dihedral bond. White 
circles represent amino acid side chains. Adapted from Figure 1 of Lennox et al. (2009) and created 
using the Chemical Sketch Tool hosted by PDB.

Ri

Figure 2.4: Protein backbone with labelled Ramachandran angles (ψ and φ) around a dihedral 
bond. White circles represent amino acid side chains. Adapted from Figure 1 of Lennox et al. 
(2009) and created using the Chemical Sketch Tool hosts by PDB. 
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Each simulated mutation gives a φ, ψ and chi (χ) value associated with rotamer 1659 
properties based on the Dunbrack rotamer library (Shapovalov and Dunbrack 2011). 1660 
Both φ and ψ describe residue angles in relation to the protein backbone while χ 1661 
describes torsion of amino acid side chains (readers are encouraged to explore 1662 
Ramachandran angles with the interactive tool on Proteopedia). As χ reflects the 1663 
orientation of side chains around the residue backbone, it has minimal impact on 1664 
structural phenotype and so is not further analysed here. To note, glycine has no 1665 
associated angles as it does not possess side chains.  1666 

Mutations were simulated on both structures with the intention of not only 1667 
repeating in silico experiments for validity but to observe any differences in 1668 
structural changes between the two models, assessing potential strengths or 1669 
weaknesses of exclusively using either nearest-homolog crystal structures or 1670 
simulated structures alone. 1671 
 1672 
2.8 Transmission Bottleneck Estimation 1673 

The sizes of transmission bottlenecks were assessed using the exact Beta-1674 
Binomial sampling model proposed by Sobel Leonard et al. (2017). Code from the 1675 
authors’ supplemental materials was incorporated into R functions for ease-of-use. 1676 
Transmission pairs were decided upon based on the known dates of co-housing 1677 
between hosts. 1678 

The equation is composed of two probability distributions evaluated for each 1679 

possible bottleneck value (Nb) as specified at the start of the function. 1680 

L(Nb)i= AβbinVRvar, i|Rtot, i, k,Nb-kW × binVk|Nb, vD, iW
Nb

k=0

 1681 

The first probability function draws from a β-binomial distribution where, 1682 
given the number of variant reads and the total number of reads, the probability of 1683 
drawing a variant is defined by the variant frequency at that site. 1684 
The number of sub-consensus variants (Rvar) is measured against the total number of 1685 
reads (Rtot) at site i. The remaining terms mark the probability of success, i.e. the 1686 
threshold at which a variant can differentiated from mechanical error which is 1687 
usually 1%, and the number of trials. This likelihood value then populates a binomial 1688 
distribution of probable bottleneck sizes for the number of successes in k trials, 1689 
where the probability of success is given by the observed frequencies in the donor 1690 
(vD, i). 1691 

This matrix is then evaluated by a binomial distribution where each successful 1692 
draw indicates an Nb value suitable for explaining the variants distributed across 1693 
both donor and recipient hosts. Repeating this estimation for each possible value of 1694 
Nb (set between 0-200 in our initial trial) then gives the probability for the 1695 
bottleneck size most likely to lead to the viral population observed in the recipient 1696 
host. This maximum Nb was then incrementally adjusted in steps of 200 for samples 1697 
that showed estimates higher than 200. This incremental increase of the allowed 1698 
maximum continued up to an Nb of 1000, accurately estimating all but one sample. 1699 
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3 The Impact of Prior Immunity on Virus Shedding 1700 

The quantity of virus that an infected host releases into the environment over the duration of the 1701 
infectious period can vary greatly depending on host population structure, environmental conditions and 1702 
individual host factors. Host populations are rarely homogeneous and these differences can be reflected 1703 
in the amount, duration and method of viral dissemination. Here, horses were infected with influenza 1704 
virus in a transmission experiment and swabbed nasally to collect viral genomic material. Quantified by 1705 
qPCR, the resulting data provided us with an insight into the amount of virus present in each host on 1706 
each of the eight-day observation period. Predictably, vaccinated horses had smaller viral populations 1707 
than hosts with no vaccine-mediated immunity. Vaccine composition differed however, and horses that 1708 
received vaccines that matched the challenge virus to which they were exposed had substantially lower 1709 
viral populations than hosts that received vaccines made from multiple different influenza strains. From 1710 
this, we observe that even hosts with prior exposure to the infecting virus can be infected and 1711 
furthermore, that hosts with vaccine-conferred adaptive immune memory to the infecting virus had 1712 
smaller viral populations when they were infected. 1713 

3.1 Introduction 1714 

Influenza A viruses (IAV) infect a broad range of mammalian and avian species. 1715 
Their negative-sense segmented RNA genome is comprised of eight reassortment-1716 
capable RNP complexes. Two of these segments, numbers four (haemagglutinin-1717 
coding, HA) and six (neuraminidase-coding, NA), are major determinants of 1718 
antigenicity and immunogenicity; 18 HA and 16 NA subtypes have been detected 1719 
globally, across a broad range of species. Like many Orthomyxoviruses, IAV have a 1720 
rapid replication cycle and poor genomic-proofreading capabilities (Aeschbacher et 1721 
al., 2015; Alves Beuttemmüller et al., 2016; Khan et al., 2021). Both of these factors, 1722 
along with the lower fidelity of RNA-dependent RNA polymerases (RdRp) compared 1723 
to DNA, result in high mutation rates of IAV (Laabassi et al., 2015; Lai et al., 2004; 1724 
Landolt, 2014). 1725 

It is useful to consider the range host responses that affect virus load, including 1726 
mechanisms that either limit viral infection of cells or destroy infected cells before 1727 
they have the opportunity to sustain viral replication. Such defences include a) 1728 
Intrinsic Immunity, via the anti-viral responses of somatic cells (McKellar et al., 1729 
2021; Yan & Chen, 2012); b) Innate Immunity mediated, for example, by natural 1730 
killer cells and macrophages (Hartshorn, 2020; Hemmink et al., 2016); c) Adaptive 1731 
Immunity mediated by B- and T-lymphocytes (Paillot et al., 2016). Our experiment 1732 
is designed in such a way that the only independent variable under consideration is 1733 
the adaptive immunity of the hosts, though variation is of course introduced by host 1734 
heterogeneities we could not control for, such as innate immunity. More specifically, 1735 
we are looking at differences caused by the adaptive immune response conferred by 1736 
vaccination, following the work of Murcia et al. (2013) and Oladunni et al. (2021). 1737 

The viral load of a host is dependent upon multiple virus-host interactions. 1738 
Studies by Amat et al. (2021) however show that over the course of an infection, 1739 
H3N8 viruses attenuate slightly, causing less severe tissue damage in favour of 1740 
greater cell-to-cell spread. This may also impact the overall viral population size as 1741 
well as directly influence the amount of free virus able to be shed in mucus or 1742 
droplet. As viral load is mediated by the interplay of virus and host factors (Ganti et 1743 
al., 2021), our transmission experiment (detailed in the Methodology Chapter 2 1744 
Section 1.1) accounts for some viral genetic and phenotypic variability; all seeders 1745 
were challenged with inocula developed from the same lab-grown strain and thus 1746 
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should perform with roughly the same fitness. Though as the parallel transmission 1747 
experiments were carried out some weeks apart the two inocula were not from the 1748 
same batch; sequencing of the two inocula however showed homogeny between 1749 
batches. Hence, changes to load must have either developed de novo in the virus 1750 
during the outbreak or, more likely, be mediated by host factors.  1751 

Viral load represents the amount of virus present within a host and, while a 1752 
helpful figure, it is often difficult to quantify other than in in vitro studies. Shedding, 1753 
rather, gives the amount of virus a host expels into the environment; this is an 1754 
important metric when estimating direct and indirect transmission and can be used 1755 
as a proxy for viral load. Hence, to better understand these relationships between 1756 
host factors and the amounts of virus shed, we performed a transmission experiment 1757 
which involved infecting horses with an equine influenza virus (EIV). Using natural 1758 
transmissions between vaccinated and unvaccinated horses, we assess the impact 1759 
that host adaptive immune response has on the amount of EIV they shed on a daily 1760 
basis. 1761 

An important concept to appreciate when considering the host immune 1762 
response in this form of experiment is the theory of the Original Antigenic Sin. This 1763 
theory, put forward initially by Francis (1960), concerns adaptive immune 1764 
recognition of closely related virus strains. When first exposed to IAV, 1765 
immunocompetent individuals will mount innate, and subsequently, adaptive 1766 
immune cascades resulting in the generation of memory B cells with corresponding 1767 
epitope-binding antibodies. These memory responses enable rapid re-activation of 1768 
adaptive immunity should the immunogen appear in the body again. The Original 1769 
Antigenic Sin hypotheses deviates from the classical concept of adaptive 1770 
immunology, which holds that novel memory responses are generated for each new 1771 
pathogen encountered. OAS instead posits that newly encountered antigens 1772 
sufficiently similar to ones already responsible for generating the memory B cell 1773 
repertoire will trigger reactivation of the existing adaptive response rather than 1774 
stimulating a novel clonal expansion cascade. Thusfar OAS has mostly been studied 1775 
in mammalian influenza systems, ranging from in vivo mouse studies by Kim et al. 1776 
(2009) to in silico ordinary differential equations constructed by Pan (2011) with a 1777 
review of 23 human and animal experiments presented by Yewdell & Santos (2021). 1778 
However, older work on rodent-borne arenaviruses (lymphocytic choriomeningitis 1779 
virus) from Klenerman & Zinkernagel (1998) shows the same OAS dynamics seen in 1780 
IAV infections. 1781 

Rather than undergoing new clonal selection processes, OAS hypothesises that 1782 
the “good enough” binding of previous influenza memory cells will forego generation 1783 
of a novel B cell repertoire and instead reuse the existing memory cells to stimulate 1784 
an adaptive immunity reactivation cascade (Monto et al., 2017). This set of 1785 
imperfectly matched antibodies (Figure 3.1) are then capable of binding to pathogen 1786 
epitopes, but importantly at a reduced efficiency compared to antibodies generated 1787 
to the primary influenza exposure. Original Antigenic Sin theory proposes that the 1788 
strength of an adaptive immune response to a completely novel influenza strain may 1789 
in fact be greater than the response to an IAV strain that only moderately differs 1790 
from one to which the individual has pre-existing immunity and, consequently, OAS 1791 
is sometimes also referred to as ’antigenic seniority‘ (Henry et al., 2018). The theory 1792 
has been contentious since its proposal, but evidence generated by Simonsen (2004) 1793 
among others, showed that influenza exposure early in life grants lifelong immune 1794 
protection to hosts against strains similar to the eponymous “Original Antigen” with 1795 
which they were first infected.  1796 
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 1797 
Figure 3.1: Cartoon representation of Original Antigenic Sin. A) On first exposure, antibodies 1798 
bind to epitope X. B) Antigenic shift presents an entirely new viral epitope for the host to respond 1799 
to. C) However, on exposure to a similar, but antigenically distinct virus, antibodies matching 1800 
epitope X can still bind the novel epitope X`, but imperfectly. 1801 
3.1.1 Why is shedding important? 1802 

The viral load of a host likely affects the amount of infectious virus that 1803 
individual sheds into its’ surrounding environment (Perglione et al., 2016).  We can 1804 
assume that the longer an individual sheds, the longer they can transmit virus. In a 1805 
compartmental epidemiological 1806 
SEIR (Susceptible-Exposed-1807 
Infected-Removed) model (Figure 1808 
3.2) the viral load will impact the 1809 
recovery rate (γ) of hosts, assuming 1810 
that the recovery rate is a proxy for 1811 
the rate at which hosts cease 1812 
shedding virus and increase the size 1813 
of the infected pool.  Therefore, 1814 
we would expect that longer 1815 
durations of shedding infectious 1816 
virus will have epidemiological 1817 
consequences. However, a host 1818 
that sheds a greater quantity over the same average time period, has an increased 1819 
transmission rate (β), representing higher infectivity (Heesterbeek, 2002; Matthews 1820 
& Woolhouse, 2005). We would therefore expect hosts that shed a greater quantity 1821 
of virus and/or shed for a longer duration to have elevated force of infection (β), 1822 
essentially meaning that they have a higher chance to infect secondary hosts. Thus, 1823 
the quantity as well as duration of a host’s shedding, when scaled up to the 1824 
population-level, can influence the overall dynamics of an epidemic. Finally, 1825 
regarding the evolution of the pathogen itself, shedding indicates sustained 1826 
infection, so a longer period of shedding shows that the virus is actively replicating 1827 
for longer. Therefore, with more replication cycles within the host, the more likely 1828 
stochastic mutations will appear in the viral genome thereby creating a greater pool 1829 
of diversity upon which selective processes can act. 1830 

Figure 1: Cartoon representation of Original Antigenic Sin. A) On first exposure, antibodies bind 
the epitope X. B) Antigenic shift presents an entirely new viral epitope for the host to respond to. 
C) However, on exposure to a similar, but antigenically distinct virus antibodies matching epitope 
X can still bind the novel epitope X`, but imperfectly.

X ANTIBODY
A)

X` ANTIBODY
C)

Y ANTIBODY

B)

Figure 3.2: A standard SEIR model, showing four 
groups and the interacting dynamics between them. 
Viral shedding of hosts especially affects 
transmission rates (β) and the latency period (σ). 
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3.1.2 What is known about IAV shedding? 1831 

Epidemiological implications of viral shedding have long been explored, and 1832 
since the 1918 H1N1 pandemic a great deal of attention has been given to influenza 1833 
viruses. Understanding the shedding of IAV infected hosts has given insight into 1834 
pandemic preparedness models (Ferguson et al., 2005, 2006), critical community 1835 
thresholds for widespread vaccine coverage (Aoki & Boivin, 2009; Ip et al., 2017) 1836 
and guided public health decisions (Lau et al., 2010; Liao et al., 2010). These data 1837 
are however understudied in non-human influenza epidemic dynamics.  1838 
Values of other EIV and IAV studies, displayed in Figure 3.3: 1839 

• Equine Influenza 1840 
o 10e6 copies/µl at peak of shedding (72 hours post contact) in 1841 

experimental transmission of naïve hosts (Murcia et al., 2010) 1842 
o in vaccinated horses experimentally exposed, shedding averaged 8.4e4 1843 

copies/µl, though on most days was around 10e5 copies/µl and peaked 1844 
at 10e6 copies/µl in one host (Murcia et al., 2013) 1845 

o viral shedding from horses across yards in a UK outbreak averaged at 1846 
6.37e3 copies/µl (Hughes et al., 2012) 1847 

• In other hosts: 1848 
o during transmission experiments, vaccinated pigs shed less virus than 1849 

naïve ones (an average of 71 compared to 281 copies/µl in the naïve 1850 
pigs) (Lloyd et al., 2011). 1851 

o clinical samples from human patients averaged 6.25, or 5.02 log10 1852 
copies per ml depending on whether the sample tested ELISA positive 1853 
or negative respectively (Ward et al., 2004). 1854 

o in testing oseltamivir treatment for humans, To et al. (2010) recorded 1855 
loads of 1.84e8 copies/ml in H1N1pdm2009 infections and 3.28e8 1856 
copies/ml in patients with seasonal IAV strains 1857 

o observing swine and barns in southern Minnesota, Neira et al. (2016) 1858 
reported 4.03e7 copies/ml in saliva samples, 4.16e7 copies/ml on 1859 
railing surfaces and 1.25e6 copies/m3 of sampled indoor air 1860 

 1861 
Figure 3.3: Examples of influenza viral loads of hosts under various conditions 1862 
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3.2 Results 1863 

3.2.1 Viral Shedding 1864 

Finding the relationship between Ct Values and the concentration of the standard 1865 
curve, we can examine at which point the calculated qPCR values become 1866 
unreliable. Here, the ability of Ct values to explain the copy numbers present 1867 
really breaks down at a Ct of 32.25, corresponding to around 80 copies/µl (detailed 1868 
in Chapter 2 - Methodology). Thus, we will use this cut-off point going forward. 1869 
This conservative estimate of when there is so little virus present in the sample 1870 
that the qPCR become stochastic also indicates a sparsity of viral genomes to with 1871 
which to establish further infections.  1872 

 1873 
Figure 3.4: Copy numbers/µl of EIV in naturally infected hosts, our transmission study lies to the 1874 
right of the dotted line. Trajectories of shedding from individual hosts from the experiment are 1875 
presented in further detail in Supplementary Figure 3.2 1876 

3.2.1.1 Viral Loads 1877 

Averaging the copy numbers of hosts into sets based on their transmission 1878 
chain and immune status, we have four distinct host classes: Vaccinates in the multi 1879 
(VM) and single (VS) transmission chains and Naïves in the multi (NM) and single (NS) 1880 
transmission chains. The raw qPCR values are shown in Figure 3.4 alongside other 1881 
collated EIV datasets. Nasal swabs were used to quantify viral loads, !67

!4"
 swabs gave 1882 

positive qPCR values (68 from the Single group: 42 vaccinates [VS] & 26 naïve [NS], 1883 
69 from Multi: 41 vaccinates [VM] & 28 naïve [NM]) were collected. 1884 

The samples show substantial variation between hosts and even within hosts  1885 
day-to-day. Within an individual, this variation in viral shedding is expected 1886 

as the population exhibits well-described growth kinetics. To better observe impacts 1887 
that host factors may have on viral shedding, qPCR values were averaged into an 1888 
epidemiological class showing the average viral load on each day of observation plus 1889 
the total area under the curve (AUC) in Figure 3.5. The peak shedding in most groups 1890 
occurs two days after contact with infected individuals. As shown graphically and in 1891 
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the table of average population sizes (Table 2) on the day of peak viral load, 1892 
shedding in the multi group is marginally higher than that of hosts in the single group 1893 
regardless of whether the host was vaccinated or naïve. 1894 

 1895 
Figure 3.5: Shedding values averaged across epidemiological groups for each day post-contact 1896 
with an infected individual. Annotations show the mean population size of each group, measured 1897 
as copy numbers per µl of transport media. 1898 

Notably the VM group sheds more than the NS; this suggests that previous 1899 
exposure to multiple viral strains offers less protection to the host than no 1900 
vaccination at all, on the condition that preceding hosts in the transmission chain 1901 
have been immunised to the specific challenge strain. However, to note, by 1902 
transmission into naïve hosts the two viral populations were not identical across the 1903 
Multi and Single groups and diverged at the consensus genome level. 1904 

The duration of shedding is important to observe; we would expect a greater 1905 
total quantity of shed viruses to correlate with infectivity, but hosts shedding the 1906 
same quantity over a longer period may have slightly different epidemiological 1907 
implications. Especially for an acute virus spread in a density-dependent manner, 1908 
such as IAV, a longer infectious period increases the number of potential contacts 1909 
an individual may encounter. 1910 

Most hosts, in both transmission chains, shed for 1911 
at least 3 consecutive days, with naïve hosts usually 1912 
shedding for 5 days. There are a few occasions where a 1913 
host will stop shedding for a day and then bounce back, 1914 
such as Multi 4A and 4B. Hosts 4A & 4B in both 1915 
transmission chains both have very low viral loads and 1916 
tend to barely broach the threshold before dipping back 1917 
below it again (Figure 3.6).  1918 

The second set of graphs show the specifics of 1919 
transmission events just between co-housed hosts, the 1920 
solid line representing the donor hosts and the dashed 1921 
always the recipient horses. The grey box in the 1922 
background represents the period in which the recipient 1923 
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Figure 5: Shedding values averaged across epidemiological groups for each day post−contact with an infected individual.
 Annotations show the mean population size of each group, measured as copy numbers per µl.

Group Day 
log10 Copies/µl 

Peak Total 

VM 2 5.61 6.16 

NM 3 5.81 6.06 

VS 2 5.38 5.73 

NS 2 5.21 5.72 

Table 3.1: Shedding of each 
group on the day of peak, 
and the day that shedding 
peaked, plus the total viral 
loads of each group. 
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pair were infected by the donor, based on viral loads, known dates of sample 1924 
collection and sequence analysis.  1925 

In the multi-chain, the 3-4 event shows a slightly lower load in 4A and 4B and 1926 
then the 4-5 event shows the population rebounding as it enters naïve hosts. But in 1927 
the single chain, the 3-4 event almost crashes the population and event 4-5 looks 1928 
like transmission almost sputters out. Onward transmission is only possible because 1929 
pair 5 is naïve rather than being another pair of vaccinates, thus mirroring the same 1930 
“rescue” of transmission chain by naïve hosts seen in both Jiao (2021) and Parsons 1931 
et al. (2024). This suggests that the adaptive immune response in horses that 1932 
received a multivalent vaccine, those representing hosts with a life history of 1933 
multiple exposures to different IAVs, inhibits viral growth to a lesser extent than in 1934 
hosts with specific immunity to the challenge strain. 1935 

 1936 
Figure 3.6: Focus on the transmission events between each pair of hosts. Shaded areas 
indicate the period in which recipient pairs were assumed to be infected. 
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  1937 
Figure 3.7: A) The day at which a host peaks in their shedding, and the copies/µl of that peak. 1938 
Most of the hosts in a pair peak on the same day. Shown in B) the number of days a host is 1939 
positively shedding and C) the number of days post-contact until a host becomes shedding-1940 
positive. 1941 
3.2.1.2 Non-Parametric Tests 1942 

Data from all 137 samples did not appear normally distributed with either a density 1943 
histogram or a qq-plot. To verify this, a Shapiro-Wilk test was used to assess whether 1944 
the copy numbers were actually normally distributed. A p-value of 2.2e-16 provided a 1945 
strong indication that the residuals of the mean copy numbers did not follow a Gaussian 1946 
distribution (W=041014). On this basis, non-parametric hypothesis tests were used in 1947 
the ensuing analyses of copy numbers (further information in Supplemental 3.3). A 1948 
mono-sampled Kolmogorov-Smirnov test was used to compare the data first with a 1949 
continuous normal distribution and then with a continuous Cauchy distribution, to 1950 
examine whether the mean copy numbers align with either of these distributions. The 1951 
mean copy numbers we observe did not adequately fit either probability distribution 1952 
and so were definitely non-normal. 1953 

To understand whether host factors impact shedding, differences in the means in 1954 
shedding quantities between experimental groups (Multi or Single) and Exposure 1955 
history (Vaccinated or Naïve) were tested. As data were non-normally distributed, 1956 
the tests applied included the Kruskal-Wallis and Pairwise Wilcoxon Rank Sum Tests. 1957 
The Kruskal–Wallis test is a non-parametric method for testing whether samples 1958 
originate from the same probability distribution and for the present dataset it was 1959 
used to ask whether copy numbers were associated with particular host factors. A 1960 
significant Kruskal–Wallis test would indicate that at least one value in the dataset 1961 
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is associated with the host factor in question. The Wilcoxon Rank Sum (Mann-1962 
Whitney U) Test compares the probability that a sample drawn from one group is 1963 
greater than a sample from the alternate group, in this case 'is a randomly drawn 1964 
copy number more likely to come from a vaccinated host than from a naïve host?’. 1965 

• Transmission Chain 1966 
o Both tests were unable to state a significant difference in shedding 1967 

between individuals in the two transmission groups (Kruskal-Wallis 1968 
chi2= 3.4371, df = 1, p-value = 0.06375). 1969 

• Vaccination Status 1970 
o Wilcoxon Rank and the Kruskal-Wallis testing determined that shedding 1971 

from vaccinated individuals was consistently different to that of the 1972 
naive  hosts (Kruskal-Wallis chi2= 5.8987, df = 1, p-value = 0.01515). 1973 

• Group 1974 
o Continuing to use the Wilcoxon paired rank tests, differences between 1975 

hosts according to their transmission group and immune status were 1976 
compared and displayed in Figure 3.8. The only groups that displayed 1977 
significant differences in shedding were the naives and vaccinates in 1978 
the multi group (NM: VM, p-value = 0.044) and the vaccinates in the 1979 
single group compared to the naïves of the multi group (NM: VS, p-value 1980 
= 0.009). 1981 

With vaccinated horses in both transmission chains shedding a significantly 1982 
lower amount than naives of the multi group, the vaccine clearly helps decrease 1983 
shedding, regardless of its composition. However, seeing that neither vaccinated 1984 
group shed considerably differently to the naïves in the single transmission chain is 1985 
likely a statistical artefact caused by the great deal of variation in the NS group. A 1986 
‘difference-of-means’ test like those used above does not consider variation in its 1987 
estimation. To account for this, general additive models further explore these 1988 
relationships below.  1989 

 1990 

Figure 3.8: Copy numbers of all samples, coloured according to epidemiological groups. Dashed 1991 
lines connect boxplots showing the results of Wilcoxon rank sign tests, and coloured green if 1992 
statistically significant. 1993 
From the consensus sequence analyses, detailed in Chapter 4, we do detect two 1994 
distinctly different virus populations by the end of each transmission chain. After 1995 
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transmission through vaccinated hosts in the single group, a non-synonymous 1996 
mutation (NP g1445a) becomes fixed in the viruses. The final virus population at the 1997 
end of the multi group, however, has two fixed mutations, both in segment 2 (the 1998 
synonymous PB1 t1500c and the non-synonymous PB1 a1853c). These two different 1999 
viruses may have differing fitnesses, potentially explaining why the viral loads in NS 2000 
hosts is more similar to vaccinates than 2001 
that of NM hosts. That such a drastic shift 2002 
in fitness could be mediated by a single 2003 
non-synonymous mutation away from the 2004 
consensus in each group (making a 2005 
distance of two non-synonymous 2006 
mutations in total between the NM and NS 2007 
viruses [see haplotypes F and J in Chapter 2008 
4 Section 3.1.1]) is unexpected. Changes 2009 
in viral shedding could be caused by viral 2010 
mutations and/or changes in the host 2011 
response. 2012 
3.2.1.3 Regression Models 2013 

Models of viral shedding were constructed which included the host’s transmission 2014 
group (Group), whether the host was vaccinated or not (Status) and the day on which 2015 
the sample was taken, measured from the day that the host was first exposed to 2016 
infected individuals (Day Post-contact, DPC) as explanatory variables. The first step 2017 
was to determine whether to use the total amount of virus shed as the response 2018 
variable or to treat the viral loads of each day as independent response variables. 2019 
These models were compared in a pairwise manner and with two main ranking 2020 
processes: average posterior predictive distribution (PPD) and LOOIC (leave-one-out 2021 
information criterion) (Vehtari et al., 2022). Ultimately, the total amount of virus 2022 
shed by each host was selected as the most informative and statistically well-2023 
supported response (ΔLOOIC = 494.9, supplementary 2.1b). 2024 

 2025 
Figure 3.9: Model outputs of the observed effects of the day post-contact, epidemiological group 2026 
and finally the joined effects of both effect variables. 2027 
Observing the modelled viral load over the course of infection, as seen with the real 2028 
data, viral shedding peaks on the second day and begins to decline from the sixth 2029 

Group Coefficient Total log10 copies 

VM 12.6 12.6 

NM -1.5 11.1 

VS -2.1 10.5 

NS -3.6 9.0 

Table 3.2: Model coefficients and resulting 
viral load estimates for each epidemiological 
group. 
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day. We can also see that shedding is consistently highest in the VM group (Table 3). 2030 
This does not match what is seen in the real data, where NM hosts shed at a higher 2031 
level, as expected from a biological perspective. This is likely due to over-dispersion 2032 
in the model caused by having more data points in the VM group than NM, and a 2033 
broader range of copies in the VM group. Between the epidemiological groups, hosts 2034 
in the single transmission chain shed less overall than those in the multi chain, with 2035 
the total virus shed in the multi group being 2.1e12 compared to 1.6e10 across the 2036 
single chain. Further, the viral load of hosts is heavily influenced by their previous 2037 
history of EIV exposure; between both transmission chains, naïve hosts shed a total 2038 
of 6.3e10 whereas vaccinates shed 2.0e12 in total. 2039 

The higher quantity of viruses shed by hosts of the multi transmission chain 2040 
suggests a greater degree of uncontrolled infection than those in the single chain. 2041 
As explored previously, the previous exposure to the specific inoculum seen in the 2042 
vaccinates of the single chain reduces the amount of virus shed overall.  2043 
3.2.2 Transmission Events 2044 

From the date of first vaccination (April 1st 2008) to the beginning of each 2045 
experimental transmission chain (multi: Jul 22nd 2009, single: Oct 14th 2009), all 2046 
vaccinated individuals had many months for the initial vaccine-responses to 2047 
acquiesce. However, this extended period may introduce waning immunity of the 2048 
hosts to our considerations.  Sera were collected from the vaccinated hosts for 2049 
haemagglutinin inhibition tests in order to measure the strength of immune 2050 
responses by circulating antibodies. The transmission experiment began once 2051 
passively circulating anti-influenza antibodies had fallen to levels indicating a return 2052 
to immune senescence, i.e. a value low enough to make them susceptible to 2053 
infection. Based on both equine influenza vaccine efficacy tests (Wood et al. 1983) 2054 
and previous EIV transmission experiments (Murcia et al. 2013), this was determined 2055 
by a single radial haemolysis (SRH) value less than 60mm2. Hosts only entered the 2056 
transmission experiment once it was believed that viral exposure would trigger a 2057 
secondary, memory immune response. Thus, antibodies raised in response to vaccine 2058 
antigens would have subsided and any new humoral response would be driven 2059 
entirely by the hosts’ adaptive immune memory (Appendices Supplementary Figure 2060 
3.1). Hence the delay between the two experiments; as vaccinated hosts in the 2061 
Single group mounted a longer-lasting response than those in the Multi group, 2062 
additional weeks were needed before starting transmission.  2063 



   
 

72 
 

 2064 
Figure 3.10: Diagram of the vaccine regimen, and the time each experimental transmission chain 2065 
began. Dates of vaccine administration (V1-5) reference the schedule laid out in Table 1. 2066 
Therefore, vaccinated hosts were still susceptible to infection; each host has at least 2067 
3 samples surpassing the threshold of 1000 copies from nasal swab qPCR assays.  2068 

All transmission events were successful across the experiment; there was 2069 
always at least one donor and one recipient host wherein sufficient viral particles 2070 
were transmitted. We are, therefore, unable to gauge the level of the infective dose 2071 
from this experiment and therefore we cannot model whether or not transmission 2072 
may die out. However, under the assumption that passage through vaccinated hosts 2073 
places continually tighter bottlenecks on viral population size (as measured by copy 2074 
numbers), EIV transmission will eventually halt as the infected, vaccinated donor 2075 
sheds too little virus to establish infection in a subsequent vaccinated recipient. 2076 
From this, I hypothesise that a transmission chain with many vaccinate-vaccinate 2077 
transmission events will be prematurely shortened compared to a chain with more 2078 
heterogeneity, i.e. fewer transmission events exclusively between vaccinated hosts. 2079 

Viral transmission is wrought with stochastic bottlenecks, which may limit the 2080 
ability of a founder population to establish infection in a recipient host, and this 2081 
may lead to epidemic burnout. To examine the implications of this on a 2082 
homogeneous population of horses, the shedding data were used to simulate 2083 
conditions of an outbreak in which all hosts are vaccinated. These models are 2084 
extrapolating the trends seen in the actual experiment and are supported by the 2085 
transmission study of Murcia et al. (2013) in which EIV transmission halts after a host 2086 
sheds insufficient virus to cause a subsequent infection. In that work, horse ‘V4’ 2087 
shed an average of 64 copies daily (±101) and a total of 1221 over the course of the 2088 
experiment, and was unable to infect horse ‘V5’. From this we can safely assume a 2089 
minimum of 1,000 virions are needed to establish infection (explored further in 2090 
Methods 2.2.3). 2091 

By quantifying the total and daily average amount of virus shed by each host, 2092 
we can estimate the size of the outbreak as a whole. Summing the amount shed by 2093 
all hosts in each transmission chain (Table 2) we see 10e6.41 and 10e6.03 copies in the 2094 
multi and single chains respectively. Of course, shedding is not distributed equally, 2095 
and the size of the founding population can determine the speed and overall viral 2096 
load of the newly infected host. Each host received at least the minimum infectious 2097 
dose to establish infection, but a host exposed to 10e4 viruses is much more likely 2098 
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to be infected and to reach a higher viral load than a host exposed to only 10e2 2099 
viruses as stochasticity in the establishment of an infection means that a larger 2100 
population is less vulnerable to change. 2101 

Using the additive models created above, the significant host factors in 2102 
determining shedding profiles can be utilised to make predictions on the shedding 2103 
of subsequent hosts. Primarily, the transmission chain is simulated to have additional 2104 
vaccinated hosts. As horses in natural settings are recommended to be fully 2105 
vaccinated, this simulation could help characterise transmission events between 2106 
vaccinated hosts; although the implementation of these recommendations likely 2107 
varies between countries.  2108 
3.2.2.1 Linear Predictions 2109 

Linear predictions of the viral shedding based on the host’s position in the 2110 
transmission chain, and to which transmission chain they belonged, can be used to 2111 
extrapolate the amount of virus shed in further hypothetical vaccinated hosts rather 2112 
than naïve ones. Initially, predictions were based on the mean shedding values and 2113 
the trends observed between these means. However, they proved inadequate due 2114 
to their simplicity. The results are briefly discussed here, demonstrating the 2115 
methodology used and the naïve assumptions such linear models make. Indeed, 2116 
creating and interpreting these models was a step of the analyses but only a 2117 
preliminary one; it is included here to demonstrate the analytical process and lay 2118 
the foundation for the development of the more complex models below. 2119 

Using the data from vaccinated hosts, a linear model was created and shows 2120 
that the data have a strong signal of decline. To note, this incremental decrease in 2121 
shedding is unlikely to continue at a fixed rate. This modelling is meant to highlight 2122 
the introduction of stochasticity in transmission events, as hosts shed lower 2123 
quantities of viable virus the probability of infected hosts shedding sufficient to 2124 
cause secondary infection falls. Though vaccinated hosts in both transmission chains 2125 
shed slightly different amounts, an estimated 106.16 in total in the multi transmission 2126 
chain and 105.73 in the single chain, the slopes at which shedding decreases 2127 
incrementally with each transmission event both show the same pattern. Each 2128 
transmission event reduces the amount of virus shed overall by 100.345 or 100.195 for 2129 
the multi and single transmission chains respectively. Hence, eventually, each host  2130 
is shedding so little virus that on no day are copy numbers above 80 copies/µl (101.09), 2131 
at which point we can assume that onward infection is not viable. The above models 2132 
may be expanded upon by adding variation in shedding seen across different days, 2133 
and so we can further estimate transmission between vaccinates. 2134 
3.2.2.2 Additive Modelling 2135 

Using a Bayesian additive model in order to better represent the margins of 2136 
error and standard deviations, the shedding of hosts vaccinated with different 2137 
vaccine types can be assessed (Figure 3.11). Range-bars represent the variation over 2138 
the eight days of observation and, as before, the models predict that shedding across 2139 
vaccinates in the single group declines sooner and more rapidly than vaccinated 2140 
hosts in the multi group. This contrasts the previous model, in which the multi group 2141 
showed a steeper decline.  2142 
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 2143 
Figure 3.11: Mean shedding, at the level of both hosts in a pair, over the eight days of 2144 
observation. 2145 

Incorporating variability in shedding influenced by the day of shedding into this 2146 
model thus aims to provide a more comprehensive picture than above, wherein the 2147 
more simplistic model assumed equal rates of shedding for the entire infectious 2148 
period. It is unlikely that the 5th hosts in the single chain would shed sufficient virus 2149 
to subsequently infect a 6th pair of vaccinated individuals. In the multi group, on the 2150 
other hand, transmission appears to remain viable until the 8th pair. According to 2151 
the model, EIV will stop local spread after passage through either 5 or 7 pairs of 2152 
vaccinated hosts, in the single or multi group respectively. 2153 
3.3 Discussion 2154 

This chapter deals with an initial analysis of viral shedding data from two related 2155 
transmission experiments, both beginning with the inoculation of immunologically 2156 
naïve horses with the Newmarket/5/03 EIV strain. Each transmission chain was 2157 
composed of three pairs of vaccinated hosts followed by two pairs of naïve horses. 2158 
The vaccine regimen for each transmission chain differed, allowing a total of four 2159 
distinct experimental groups to be defined: hosts vaccinated with multiple strains 2160 
of EIV (VM) and corresponding naive hosts (NM) and hosts vaccinated with only 2161 
Newmarket/5/03 EIV antigens (VS) and the corresponding naïve hosts (NS). Once they 2162 
tested positive for EIV infection, nasal swabs were taken from each host daily in 2163 
order to quantify their viral load with the use of qPCR. From the results presented 2164 
in the previous section, it can be observed that naïve hosts in the multi group shed 2165 
substantially more virus than any of the other groups. A high degree of shedding 2166 
implies a large viral population within the individual over the entire course of EIV 2167 
infection, the size of which has a major influence on viral evolution. Primarily, a 2168 
larger population is more resilient to deleterious mutations and also provides a 2169 
broader pool of potential sites of mutation and/or selection. This, however, is 2170 
coupled with the disadvantage of dilution of beneficial mutations, as the population 2171 
may be so large that selective pressures act weakly. Finally, the more virus shed 2172 
into the environment, the more likely onward transmission is to occur, either 2173 
directly or through fomites. 2174 

A secondary cut-off point was considered, originating from an external EIV 2175 
transmission study (Stack et al., 2013) which measured a break in transmission once 2176 
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hosts were shedding beyond this 34.81 Ct value, around 15 copies/µl. However, this 2177 
study focused exclusively on transmissions between vaccinated horses and so is less 2178 
informative for transmission chains of heterogeneous hosts. Hughes et al. (2012) 2179 
defined a horse to be positively shedding once viral load numbered above 150 2180 
copies/µl (due to the limits of false positive detection in qPCR), though this study 2181 
focused on samples collected during a national outbreak of EI and so has a higher 2182 
threshold than our experimental data require.  2183 

The transmission group to which a host belongs moderately influences viral 2184 
shedding, with 10e2.1 lower shedding being observed in the single group compared 2185 
to the multi group (neff = 74%). The immune status of the host also was found to 2186 
influence viral load quite dramatically, with vaccinated horses demonstrating 10e1.6 2187 
lower shedding than their unvaccinated counterparts (neff = 72%). As expected, over 2188 
the course of infection, the amount of virus shed depended heavily on the number 2189 
of days since the host was first exposed to the pathogen. Generally, the shedding 2190 
curves had a bell shape, accelerating from days zero to two, peaking on day two or 2191 
three and then decreasing over days six to eight. This short period in which an 2192 
infected host is actively shedding virus and constant close-contact with susceptible 2193 
hosts during this period is crucial to viral spread during outbreaks. However, it must 2194 
be noted that horses in the vaccinated class of this experiment had recently 2195 
undergone an extensive vaccine regimen of five exposures over a period of 40 weeks, 2196 
which was much more intense than that normally administered in the field, where 2197 
boosting is recommended every six months. In natural, field settings waning 2198 
immunity and even exposure to other, non-IAV pathogens would be expected to 2199 
decrease the strength of the immune memory response. The stark difference in 2200 
shedding between classes seen here would thus be expected to be less dramatic and 2201 
more closely resemble one another. 2202 

Decreased shedding in vaccinated individuals makes biological sense; a pre-2203 
armed immune system mounts a stronger and faster response to infection. Thus, the 2204 
infecting viral population is suppressed and so the overall viral load is much reduced. 2205 
This suggests that in natural infections, vaccinated individuals may shed a lower 2206 
amount of virus throughout the course of infection. Temporal patterns of shedding 2207 
did not differ substantially between transmission chains; almost all hosts appeared 2208 
to spend a day or two with low-detectable, non-shedding loads before broaching the 2209 
defined threshold. Then, once viral loads averaged >1000 copies/µl, hosts were 2210 
considered as being infective to other horses, with virus being shed for up to three 2211 
days before dropping back to undetectable levels. The duration and intensity of 2212 
shedding can influence the likelihood of a host infecting another susceptible 2213 
individual, a large factor in predicting epidemic properties. As shown, the type of 2214 
vaccine a host received affected the overall viral load present across the 2215 
transmission chain, even if the effect on individual hosts itself was minimal. In both 2216 
transmission chains, the average and total viral load decreased with each pair of 2217 
vaccinates, i.e. pairs two to four. 2218 

The continuous decrease in shedding observed may not necessarily be indicative 2219 
of epidemic burnout and hosts may eventually shed enough to seed infection in other 2220 
susceptible individuals. But the important point is that the need to shed for a greater 2221 
amount of time to reach this threshold necessitates that hosts remain in close 2222 
contact for longer durations than normal. It is this requirement that increases the 2223 
chances of burnout; the conditions required for ordinary transmission become more 2224 
and more demanding, to a point that viral transmission becomes improbable. 2225 
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Additionally, quantification of viral load in each host comes exclusively from 2226 
daily nasal swabs. This is clearly missing out on an important, well-known feature of 2227 
IAV transmission; that of mechanical transmission via fomites. Virus shed into the 2228 
environment may well be able to supplement, if not entirely substitute, the initial 2229 
infective dose required to establish infection in a new host. Our results still indicate 2230 
that such low levels of shedding as seen in vaccinated hosts predict that further 2231 
down the transmission chain infected individuals would be unable to initiate 2232 
infection alone. However, with added viral challenge from surrounding fomites, 2233 
infection may still be established in new hosts. 2234 

These models imply that, were the host population all vaccinated, there would 2235 
eventually be a point at which hosts shed too little to establish subsequent 2236 
infections. This effect is of course two-fold, mounting a strong immune response to 2237 
infection limits the population size of the virus in the putative donor host and the 2238 
presence of circulating monoclonal antibodies to the pathogen means that a higher 2239 
infectious dose is needed in order to initiate infection in a recipient host.  2240 

As experimental control, it must be noted that the transmission room was 2241 
disinfected thoroughly before each new pair of hosts were introduced. In natural 2242 
disease transmission, influenza virus shed into the environment may remain infective 2243 
for hours, days or possibly longer (Bean et al., 1982; Thompson & Bennett, 2017) 2244 
and can contribute to the establishment of infections in susceptible hosts. Thus, our 2245 
experiment excluded any opportunity for indirect/mechanical transmission of the 2246 
virus, which has potential implications on our ability to accurately model epidemic 2247 
burn-out. We have assumed that droplet infection from an infected host is the only 2248 
way to seed new infection and we have based our models on this minimum infectious 2249 
dose. Virus shed into the environment may supplement that secreted directly by an 2250 
infected host (Greatorex et al., 2011), meaning that low level shedding from the 2251 
nasal cavity would not necessarily interrupt transmission (Wißmann et al., 2021). 2252 

Realistically, despite the best efforts of the horse-owning community, 100% EIV 2253 
vaccine coverage in the field is unlikely to occur and, as seen in the 2019 European 2254 
outbreak, broad coverage of the horse population doesn’t necessarily lead to 2255 
epidemic burnout. In fact, this outbreak frequently saw the symptomatic infection 2256 
of fully vaccinated horses, with these individuals contributing to the production and 2257 
spread of virus capable of infecting other hosts. Furthermore, we can assume that 2258 
asymptomatic infection of vaccinated horses also occurred as we saw evidence of 2259 
positive shedding in each host of the vaccinated class, adding yet another pool of 2260 
actively infective hosts. To relate back to the notion of SEIR epidemiological models, 2261 
each of these classes of horses likely have their own transmission (β), eclipse (σ) and 2262 
recovery (γ) rates. Thus, epidemic maintenance should be considered a complex 2263 
system where likelihoods of individuals being infected depend heavily on both donor 2264 
and recipient host factors together with host-pathogen interactions within hosts on 2265 
either side of a transmission event. However, one factor unable to be measured in 2266 
this transmission experiment is the presence of super-spreader individuals. As with 2267 
examples seen in human disease outbreaks, the causes of such super-spreader 2268 
phenomena are multi-factorial; ranging from individual behavioural or genetic 2269 
differences to population movements. To date, no specific examination of super-2270 
spreaders in EIV epidemic dynamics has been carried out. Lessons could be learnt 2271 
however from the testing of super-spreaders in foot and mouth disease virus (FMDV) 2272 
outbreaks in similar, livestock populations (Hidano & Gates, 2019).  2273 

Following the 2018-19 outbreak, the Horserace Betting Levy Board recommend 2274 
booster vaccinations every 6 months rather than annually (International Codes of 2275 
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Practice, 2023); though this is also to account for antigenic drift of circulating EIV. 2276 
Further work is needed to examine the actual minimum infectious dose and the 2277 
transmission dynamics that shape continued host-host infection. This should lead to 2278 
a better representation of the pcrit, i.e. the proportion of susceptibles that would 2279 
need to be vaccinated in order to prevent onward transmission. As guidelines differ 2280 
depending on the life of horses, i.e. sporting or non-sporting, a reliable figure for 2281 
pcrit is not known and instead owners are encouraged to vaccinate all eligible horses. 2282 
3.3.1 Outcomes 2283 

To summarise, hosts that received a vaccine shed less than those that did not, 2284 
with vaccinated individuals exposed to autologous challenge showing the lowest 2285 
level of shedding. Manufacturers have a choice whether to produce monovalent or 2286 
multivalent vaccines. The decision to include multiple antigens is one of breadth of 2287 
coverage, attempting to provide broad immunity to a handful of circulating IAV 2288 
strains rather than specifically target a single strain and potentially leave lower 2289 
protection to non-targeted strains. Unsurprisingly, the best recourse to prevent 2290 
equine influenza in an individual and to help protect others is to ensure that horses 2291 
have an up-to-date vaccination record. Despite our findings, using a monovalent 2292 
vaccine in the real-world would only be recommended if a single, well-characterised 2293 
EIV strain was circulating; as this is rarely the case in a globally distributed virus, 2294 
the breadth of protection offered by multivalent vaccines outweighs the slight 2295 
reduction in performance against a specific strain (Blanco-lobo et al., 2019; Daly et 2296 
al., 2004). 2297 

Our findings confirm and broaden understanding of viral load as a key feature of 2298 
disease processes; following work from Wood (1993); Whitlock et al. (2018) and 2299 
Smith (2004), with tightly-controlled experimental conditions. The novelty we 2300 
provide lies in the differing responses of naïve hosts in each transmission chain; NM 2301 
and NS. Even though these two classes should theoretically behave identically, NM 2302 
hosts shed considerably more than either vaccinated group whereas NS hosts are not 2303 
significantly different to either vaccinated class. Hence, we conclude that the 2304 
exposure history of hosts can impact the infection dynamics of EIV in hosts further 2305 
down a transmission chain and that the responses of immunologically naïve hosts 2306 
may be affected by the immune status of the donor host that infected them. 2307 
  2308 
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4 Analysing Consensus Sequences from Influenza 2309 

Transmission Experiments 2310 

As sequencing technology and software have developed, pathogen sequencing has become a 2311 
mainstay of disease surveillance, treatment and management. Influenza A virus infections are usually 2312 
acute meaning that viral population may be present in a host for a short period of time. In this time, 2313 
viruses diversify due to the introduction of random genomic mutations. Rapid reproduction cycles 2314 
enable viral populations to respond rapidly to host environments by adapting to selective pressures. 2315 
However, only a subpopulation of viruses leaves the host to establish new infections meaning that some 2316 
of the diversity generated during an infection stays confined to that host. To explore how viruses evolve 2317 
both within hosts and between hosts, two transmission experiments were carried out. Over the course 2318 
of the transmission experiments, influenza A viruses collected from the nasal swabs of infected horses 2319 
were sequenced to build consensus genomes. 21 unique point mutations appeared in the 53 samples, 2320 
distributed evenly across the entire IAV genome. Much of the observed diversification was generated 2321 
in horses that had previously received influenza A vaccines, viruses from unvaccinated horses mostly 2322 
remained genetically identical to each other.  2323 

4.1 Introduction 2324 

In the preceding chapter I endeavoured to relate the level of individual viral 2325 
shedding to host factors such as vaccination status, day post-infection and 2326 
transmission group. Analyses showed a larger population of viruses in unvaccinated 2327 
hosts, indicative of larger viral populations in those hosts without vaccine-mediated 2328 
immunity. Presently, I examine changes in the Equine Influenza Virus (EIV) genome 2329 
that appear in individual hosts and throughout the experimental transmission chains. 2330 
Observing the intra-host diversity of viruses relies on the collection and analysis of 2331 
viral genomes from individuals sampled at multiple timepoints. 2332 

Genomic sequence data may be analysed to investigate and understand viruses. 2333 
Viruses were the first genomes to ever be sequenced (bacteriophage MS2 (Fiers et 2334 
al., 1976)) and also the first DNA genome to be sequenced (bacteriophage ΦX174 2335 
(Sanger et al., 1977)). Since the advent of next-generation sequencing (NGS) 2336 
technologies, sequencing of viral genomes has become commonplace in many 2337 
settings and has been applied to clinical (Houldcroft et al., 2017), diagnostic and 2338 
surveillance fields to name a few (O’Carroll & Rein, 2016). With better 2339 
understanding of viral genomes and the proteins they encode, regions associated 2340 
with specific phenotypic changes (e.g. drug-resistance or emergence in a novel host) 2341 
can be tracked and observed.  2342 

The value of genomic sequencing in viral outbreaks, and the investment of 2343 
money and labour into fulfilling sequence surveillance, further proves the 2344 
importance of these data (Gardy & Loman, 2018; Nicholls et al., 2021). During the 2345 
2013-16 Ebola virus (EBOV) outbreak in West Africa, health and research projects 2346 
collaboratively sampled over 1600 EBOV genomes (Dudas et al., 2017), 2347 
representative of over 5% of recorded cases. This was the first viral outbreak in 2348 
humans to focus on sequencing of pathogen genomes and it provided an 2349 
unprecedented insight into viral phylodynamics, i.e. the joint analysis of epidemic 2350 
and evolutionary dynamics. Since then, technology and processing pipelines have 2351 
advanced rapidly. By 2020 extensive viral sampling, sequencing and analyses 2352 
pipelines had been created by academic, clinical and governmental bodies following 2353 



   
 

79 
 

SARS-CoV-2 emergence. By April 2021, the Covid-19 Genomics UK Consortium (COG-2354 
UK) were sequencing over 10% of all reported Covid-19 cases each week (Marjanovic 2355 
et al., 2022). 2356 

A common aim of sequencing pathogen genomes, especially those of bacteria 2357 
but nowadays also those of viruses, is to track genes involved in the development of 2358 
drug-resistance (Schürch & van Schaik, 2017). Anti-viral therapeutics often target 2359 
specific viral proteins and reduced efficacy, or even complete resistance to these 2360 
compounds, can result from changes to viral protein structures (Das et al., 2010; 2361 
Mather et al., 2012). This is also the case with viruses that encounter host adaptive 2362 
immune cells and molecules; recognition by T- and B-cell receptors (TCR, BCR) can 2363 
eventually lead to clearance of the virus from the host. Hence, following the 2364 
trajectory of mutations that arise within pharmacologically-targeted molecules can 2365 
be an early warning sign of the emergence of drug-resistant strains (Park et al., 2366 
2009; Vahey & Fletcher, 2019). Sequencing is also used to assist in the design of 2367 
vaccines matching circulating Influenza A Virus (IAV) strains, attempting to pre-empt 2368 
any changes to antigenic proteins that would allow escape from pre-existing host 2369 
adaptive immunity (Henry et al., 2018; Mumford, 2007; Schotsaert & García-Sastre, 2370 
2014). 2371 

A further use of viral sequence data is in the reconstruction of transmission 2372 
trees, based on connecting sequences with epidemiological data to estimate chains 2373 
of transmission (Campbell et al., 2018; Hall et al., 2015; Ypma et al., 2012). In much 2374 
a similar method to the coalescent theory used to estimate phylogenies (Kingman, 2375 
1982), consensus sequences can be sampled from hosts to reconstruct transmission 2376 
trees based on the genetic distance between two sampled viral populations (De Maio 2377 
et al., 2016, 2018). 2378 

For many decades, emergence of zoonotic viruses into human populations has 2379 
been understood as a potential public health catastrophe (K. E. Jones et al., 2008; 2380 
Parrish et al., 2008; M. E. J. J. Woolhouse et al., 2005), with SARS-CoV-2 surprising 2381 
many who had been anticipating the threat of influenza A from birds (Flanagan et 2382 
al., 2012; Gibb, 2020; Morse et al., 2012). An application of viral genomic research 2383 
is surveillance and the prediction of ’host jumps‘, adapt of the virus to a novel host. 2384 
First, however, viral genetic determinants of host specificity must be detected and 2385 
annotated in order to identify the gene or genes that permit cross-species 2386 
transmission. For HIV-1, adaptations to escape restriction factors such as tetherin 2387 
(Neil et al., 2008), TRIM5α (Stremlau et al., 2004) or SAMHD1 (Hrecka et al., 2011; 2388 
Laguette et al., 2011) enabled Simian Immunodeficiency Viruses to develop into 2389 
human-adapted pathogens capable of anthropogenic transmission. Likewise, the 2390 
emergence of SARS-CoV-2 appears to be mediated by mutations and insertions in the 2391 
furin-recognition motif of the Spike protein which binds to the host cell ACE2 viral-2392 
receptor (Andersen et al., 2020; Becker et al., 2020; Zhang et al., 2020; Zhang & 2393 
Holmes, 2020). Thus, knowledge of the viral proteins involved in host-determination 2394 
and adaptation can guide surveillance and prediction of putative cross-species 2395 
jumps.  2396 

In many viruses, proteins involved in binding and entering host cells are often 2397 
the first determinant of host permissibility (F. Chen & Cui, 2017; Mackenzie et al., 2398 
2007) and for influenza A viruses, host-range is commonly attributed to the surface 2399 
glycoprotein haemagglutinin. This is not, however, the only element defining 2400 
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susceptible hosts. Experimental mutagenesis tests have found key roles for 2401 
mammalian pathogenicity-related mutations (MPMs) in the polymerase (especially 2402 
PB2) of avian IAV (C.-Y. Lee et al., 2020; J. Li et al., 2009; W. Li et al., 2017; Min et 2403 
al., 2013). Knowing which parts of the replicative machinery limit the host range of 2404 
influenza viruses allows guided tracking of mutations with potential phenotypic 2405 
associations. 2406 

IAV continues to be the focus of governmental pandemic preparedness plans and 2407 
spillover of H5N1, H7N7 and H7N9 viruses from avian hosts are highlighted as one of 2408 
the largest threats to public health in the UK. Even policy written a year into the 2409 
Covid-19 pandemic maintained a focus on influenza A viruses, directly stating 2410 
“pandemic influenza is one of the most severe natural challenges likely to affect the 2411 
UK” (Health and Social Care, 2020). Globally, the WHO has allocated almost US$240 2412 
million to its Pandemic Influenza Preparedness framework (Pietrasik, 2023), while 2413 
their 148 National Influenza Centres (NIC) keep a vigilant watch over IAV ecology 2414 
and evolution (WHO, 2023). 2415 

Finally, closest to this study, work by Murcia et al. explored mutations arising in 2416 
natural transmission of EIV through naïve (2010) and vaccinated (2013) horses. 2417 
However, these studies both relied exclusively on sequencing the short HA1 gene on 2418 
the fourth genomic segment (~980bp) which although a highly variable region, it is 2419 
not wholly representative of the full 13kb EIV genome. Further, a key difference 2420 
between the previous two studies and the experiment presented here is that in these 2421 
prior studies both chains were homogeneous in terms of host type, i.e. transmission 2422 
either occurred between vaccinated or unvaccinated horses. By comparison, the 2423 
experiment discussed here featured natural transmission through vaccinated hosts 2424 
and subsequently through naïve hosts. This was done in the hope of more clearly 2425 
documenting evolutionary changes in the viral population directly associated with 2426 
host immunity. 2427 

With assembled consensus sequences showing the most prevalent viral genomes 2428 
present in each sample, the nucleotide sequences may also be translated into 2429 
protein sequences. These data then grant a further dimension of information from 2430 
which we can infer the putative impact of non-synonymous mutations. Protein 2431 
structures of influenza A viruses are well-described, especially the surface 2432 
glycoproteins (Lopes et al., 2017). Thanks to extensive work on understanding 2433 
influenza biology, many of the protein structures for commonly studied IAV have 2434 
been resolved and annotated in great detail (Wiley & Skehel, 1987; N. C. Wu & 2435 
Wilson, 2020). 2436 

By collating consensus sequences of viruses sampled from sequentially-infected 2437 
horses, changes to the viral genome can be observed. While mutations in viral 2438 
nucleotide sequences are generated randomly, I choose to investigate mutations 2439 
that were then fixed or removed from populations at non-random rates. Tracking 2440 
the trajectory of mutations within an infected host and throughout a transmission 2441 
chain, I sought to clarify where in the genome mutations appeared and why they 2442 
were enriched or purged from the viral population. Conclusions drawn here are 2443 
expected to be applicable to influenza A viruses beyond H3N8 EIV and should aid our 2444 
understanding of evolutionary dynamics of viral pathogens which cause acute, 2445 
density-dependent infections.  2446 
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At time of writing, there are 422 complete genomic segment sequences of 2447 
equine influenza hosted on the NCBI Influenza Virus Resource from a total 136,712 2448 
IAV samples. However, only 192 sampled individuals have sequence data available 2449 
K!86
3%%
L for all eight genomic segments, the vast majority of reported sequences are of 2450 

segment four, and often exclusively the short HA1-coding region. This short 2451 
sequence is commonly used for rapid identification of EIV, thus is overrepresented 2452 
in databases. Sequence data can tell us a great deal about the viral population and 2453 
outbreak dynamics. From the analyses presented in this chapter, I aim to highlight 2454 
mutations that appear during natural transmission of EIV, draw inferences about why 2455 
they are fixed or removed from the population and what impact they may have on 2456 
viral phenotypes. 2457 
4.2 Results  2458 

4.2.1 Multiple Mutations Appear in the EIV Genome Over the Course 2459 
of Infection 2460 

To understand the evolution of viruses during transmission chains, I analysed 2461 
whole-genome sequences of EIV collected from the nose of horses infected in the 2462 
transmission studies outlined in Chapter 2. 53 Whole-Genome Sequences (WGS) were 2463 
generated in the course of the 2464 
experiment using the Illumina 2465 
platform and these were 2466 
assembled against the 2467 
challenge strain. I then 2468 
identified mutations in 2469 
reference to the overall 2470 
consensus of all the 53 2471 
individual consensus sequences. 2472 

As observed previously, 2473 
vaccinated hosts were capable 2474 
of getting infected and shedding 2475 
enough virus to infect 2476 
subsequent hosts. Having 2477 
examined the viral population 2478 
size throughout the 2479 
transmission chains, I next 2480 
sought to understand putative 2481 
effects of mutations in coding 2482 
regions of the EIV genome upon 2483 
viral transmissibility. This 2484 
chapter focuses on the number, types and effects of mutations arising in the 2485 
vaccinated or unvaccinated hosts through the EIV transmission chains.   2486 

Horses were sampled for eight days beginning from the day of contact with an 2487 
infected individual. This resulted in a total of 80 sampling events in each 2488 
transmission group. Many samples, however, had insufficient material for RT-PCR 2489 

Table 4.1: Mutations detected at the consensus level 
across all 53 genomes. Rows are coloured depending 
on whether the mutation is synonymous (green) or 
nonsynonymous (blue). 

Segment Nucleotide Residue Frequency Global Freq
(n=384)

g979a Gly327Arg 1 1
c1497t Asp499 1 0
c1779t Ser593 1 6
g2191a Val731Ile 1 16
a881g Gln294Arg 1 0
t1500c Gly500 18 2
a1853g Glu618Gly 16 0
c201t Asp67 6 57
c825t Pro275 1 0

g1180a Asp394Asn 1 3
t1221c Ile407 1 4
a1650g Leu500 1 0
g431a Gly144Asp 1 1
a1401c Arg467Ser 3 0

05NP g1445a Ser482Asn 13 6
c690t Thr230 1 3

a1024g Lys342Glu 1 0
t1385c Ile462Thr 1 2

07MP a418g Thr140Ala 1 0
t84c Gly28 1 0
t87c Asp29 1 0

Table 1: Mutations detected at the consensus level across all 
53 genome samples. Rows are coloured depending on 
whether the mutation is synonymous (green) or 
nonsynonymous (blue).

01PB2

02PB1

03PA

04HA

06NA

08NS
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and, therefore, could not be sequenced. Ultimately, 29 and 24 sequences were 2490 
collected in the multi-strain and single-strain transmission groups respectively. At 2491 
least one sequence was obtained from each horse, with the exception of vaccinate 2492 
4B in the single-strain group from whom no sequences were recovered. A 2493 
disproportionate number of sequences came from naïve individuals: 16 of the 29 2494 
multi-strain sequences and 13 of the 24 single-strain sequences, were derived from 2495 
naive hosts, despite only four of the ten hosts in each group being naïve. 2496 

The challenge virus with which the transmission experiment began, i.e. the inoculum, 2497 
was the initial reference genome and is designated as sequence A. Mutations were then 2498 
defined when the nucleotide of a sample with >100 coverage disagrees with sequence A 2499 
in the consensus sequence. Among the 53 sequences collected during the transmission 2500 
experiments, 21 mutations were found at the consensus level (Table 1): twelve in the 2501 
single group, seven in the multi group and two in both transmission chains.  2502 

Hypothesis testing, using the non-parametric Kruskal-Wallis & Wilcoxon Signed 2503 
Rank tests strongly indicated that genetic material was only recoverable in high 2504 
enough quantities for viral sequencing on days of high viral load (Kruskal-Wallis 2505 
chi2 = 110.62, df = 1, p-value < 2.2e-16). Understandably, a host needs to shed a 2506 
large quantity of virus in order to provide sufficient material to be sequenced. 2507 
Most notably, the presence and quantity of mutations appeared to be influenced 2508 
by the host’s immune status. The total number of nucleotide mutations was 2509 
significantly associated with unvaccinated hosts (Kruskal-Wallis chi2 = 21.604, df = 2510 
1, p-value = 3.351e-06) but the transmission group had no effect on the frequency 2511 
of mutations (Kruskal-Wallis chi2 = 1.5823, df = 1, p-value = 0.2084). Whether this 2512 
trend towards greater numbers of mutations is due to the immune status of these 2513 
hosts or simply because mutations are just statistically more likely to appear as 2514 
time passes is not clarified by these experiments. Though when contextualised 2515 
with other transmission studies of EIV, populations with homogeneous immune 2516 
exposure statuses (wholly naïve as in Murcia (2010) or all with previous exposure 2517 
histories (Murcia 2013)) do not show a significant difference. However, as shown 2518 
previously, vaccination status has a large impact on the viral population size and so 2519 
the viral load confounds the variation in the number of mutations detected.  2520 

The viral mutational load indicates that a greater number of mutations may 2521 
actually drive selective processes down (Zhao et al., 2019). Of the 21 mutations 2522 
observed at the consensus level, 10 were synonymous. Most mutations appeared only 2523 
once in the study (16 of the 21 are singletons, appearing only once during the study). 2524 
Additionally, all of the mutations reported in segments 1 (PB2), 6 (NA), 7 (MP) and 2525 
8 (NS) are singletons.  2526 



   
 

83 
 

Finally, a collection of all 384 reported whole EIV genomes (in personal 2527 
communication from Laura Mojsiejczuk) was mined for mutations shared with our 2528 
transmission experiment. Comparing mutations arising in this transmission 2529 
experiment to those happening at the epidemiological level, I aimed to find 2530 
mutations shared in 2531 
both datasets. Though 2532 
not by itself indicative 2533 
of changes to viral 2534 
fitness, the presence of 2535 
the same mutations at 2536 
the same nucleotide 2537 
sites in experimental 2538 
and wild-type 2539 
infections implies a 2540 
certain amount of 2541 
plasticity at these sites 2542 
and/or a potential 2543 
phenotypic effect. 16 2544 
of the 21 consensus 2545 
mutations found in our 2546 
transmission 2547 
experiment were 2548 
detected at least once 2549 
in the 384 global H3N8 2550 
EIV sequences. The 2551 
number of sequences 2552 
sharing mutations 2553 
with our dataset is 2554 
shown in the final 2555 
“Global Frequencies” 2556 
column of Table 1. Knowing that the same mutations that appeared in our 2557 
transmission experiment have appeared under natural conditions implies, a 2558 
propensity for variation at these sites without major deleterious consequences.  2559 

To note, of the 99
693

 global EIV sequences that display mutations reported in the 2560 

experimental transmission chain, 8
99

 sequences have more than one shared mutation 2561 

with our dataset, as shown in Figure 4.1. EIV sequences have been collected for over 2562 
60 years since H3N8 EIV was first detected (1963), hence a lot of variation would be 2563 
expected in the field. So, finding mutations shared between our dataset and 60 years 2564 
of global EIV sequences is fairly likely; however, seeing sequences with more than 2565 
one shared mutation does indicate some level of maintenance in the genome. 2566 
Furthermore, all of the earlier sequences that shared two or more consensus 2567 
mutations with our dataset had the synonymous PA-c201t/Asp67 mutation. 2568 

A/donkey/Shandong/CN/1/2017−03−27

A/equine/Algiers/DZ/1/1972

A/equine/Idaho/US/37875/1991

A/equine/Kentucky/US/mag.genius1/1981

A/equine/Kentucky/US/Rosie100/1981

A/equine/Romania/RO/1/1980

A/equine/Sachiyama/JP/1/1971

A/equine/Switzerland/CH/173/1993

A/equine/Tokyo/JP/2/1971

01PB2
c1779t

03PA
c201t

03PA
g1180a

03PA
t1221c

04HA
g431a

05NP
g1445a

EIVs with more than one mutation shared with our dataset
Global Sequences

Figure 1: Global EIV sequences that share at least one mutations with our experimental dataset.Figure 1: Mutations reported in the sequences collected from the transmission 
experiment which also appear in global EIV sequences. This is then narrowed to 
the nine global sequences that display two or more mutations observed in the 
transmission experiment. 

Figure 4.1: Mutations reported in the sequences collected from the 
transmission experiment which also appear in global EIV 
sequences. This is then narrowed to the nine global sequences 
that share two or more mutations observed in the transmission 
experiment. 
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Sequences from the four 2569 
inactivated whole-virus 2570 
immunogens that comprised each 2571 
of the vaccines used to inoculate 2572 
hosts were also compared to 2573 
approximate the range of 2574 
adaptive immune specificity 2575 
raised in response to vaccination. 2576 
Full genomes of the four 2577 
inactivated viruses (Miami/63, 2578 
Newmarket/79, Newmarket/93 2579 
and Newmarket/03) shared 93.1% 2580 
sequence identity with each 2581 
other. Incorporating the 2582 
challenge strain, sequence 2583 
identity remained high between 2584 
the four vaccine strains and the 2585 
viral strain that horses were 2586 
challenged with (lab-grown 2587 
viruses descended from 2588 
Newmarket/03) at 92.25% 2589 
identity. Vaccinated individuals in the Single-strain group had been immunised 2590 
against the original ancestor of the challenge strain, thus the Newmarket/03 vaccine 2591 
and challenge strains were very closely related (96.6% identity). Full pairwise 2592 
comparisons of sequence identity between vaccine strains are displayed in Table 2.  2593 
4.2.2 Haplotypes 2594 

Though many of the mutations we report appear as singletons, some appear 2595 
together with other mutations and/or in multiple hosts. From these 21 mutations, 2596 
13 whole-genome viral haplotypes were identified; these are labelled A-M and are 2597 
represented graphically in Figure 4.2. Six of these genotypes are more than one step 2598 
away from the challenge/index virus (A), appearing only after other mutations had 2599 
become fixed prior. There were five fixation events in which a substitution persisted 2600 
in more than one epidemiologically-connected sample, three of which included a 2601 
non-synonymous mutation, i.e. PB1-a1853g/Glu618Gly, HA-a1401c/Arg467Ser and 2602 
NP-g1445a/Ser482Asn. Further, the HA-a1401c/Arg467Ser mutation is a transversion 2603 
substitution (adenine-cytosine), which is generally considered rarer than transitions.  2604 

Segment Multistrain Group Singlestrain Group AverageVacc Naïve Total Vacc Naïve Total
01PB2 0.091 0 0.050 0.102 0.091 0.058 0.031
02PB1 0.143 0 0.226 0 0.091 0.058 0.150
03PA 0.117 0.078 0.061 0.160 0.091 0.089 0.049
04HA 0.117 0 0.067 0.102 0 0.058 0.052
05NP 0 0 0 0 0 0.230 0.186
06NA 0.091 0 0.050 0.102 0 0.058 0.031
07MP 0 0 0 0.102 0 0.058 0.031
08NS 0 0 0 0.102 0 0.058 0.031
Average 0.070 0.010 0.057 0.084 0.034 0.083

Table 3: Shannon's Entropy of each genomic segment, 
calculated for each transmission group, vaccination status and 

averaged across those four groups.

B) NM/79 NM/93 NM/03 Challenge
Miami/63 96.50% 88.90% 93.60% 90.40%
NM/79 91.20% 96.00% 92.70%
NM/93 92.40% 89.30%
NM/03 96.60%

µ1 = 93.10% µ2 = 92.25%
Table 2: A) Exposure histories of vaccinated horses 
in the multi and single groups – inactivated virus 
abbreviated and coloured. B) Sequence similarities 
between the 4 vaccine strains & the challenge virus 
that horses were experimentally exposed to. 
Challenge and haplotype A are 
identical/interchangeable. Average identity is added 
for the vaccine immunogens (µ1) and for the 
challenge virus compared against all 4 immunogens 
that vaccinated horses in the multistrain 
transmission group were exposed to (µ2). 

M/63 M/63 NM/79 NM/93 NM/03

NM/03NM/03NM/03NM/03NM/03

V1 V2 V3 V4 V5
A)

Table 4.2: A) Exposure histories of vaccinated horses 
in the multi and single groups - inactivated virus used 
in the vaccine regimen are abbreviated and coloured. 
B) Sequence similarities between the four vaccine 
strains and the virus that horses were challenged 
with. Average identity across vaccine immunogens 
was calculated (µ1) and then compared to sequence 
identity of the challenge strain (µ2). Challenge virus 
and haplotype A are identical. 
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 2605 
Figure 4.2: Network of all whole-genome haplotypes found among the 53 samples. Mutations are 2606 
labelled on connecting edges and italicised if synonymous or underlined if non-synonymous. 2607 
Where a haplotype appears only once, the name of that haplotype appears inside the node; 2608 
otherwise the name is outside the node and the number inside shows the number of samples 2609 
sharing that haplotype. Haplotype A is identical to the challenge virus and thus the centre of the 2610 
network. 2611 

Overall, the distribution of genotypes begins very conserved (Figure 4.3) with 2612 
the majority of genotype A viruses found at the beginning of transmission chains. 2613 
Since the seeders are experimentally infected with the lab-grown challenge virus 2614 
(the reference and thus genotype A), these individuals mostly remain the A genotype 2615 
and are not shown. These sequences were not included in any of the analyses. 2616 
Additionally, the few mutations observed in the seeders are transient and thus 2617 
expected to result from the loss of lab-adaptive mutations upon in vivo host 2618 
infection. Passage through vaccinated hosts generates multiple new genotypes 2619 
which mostly appear and disappear quickly. Notably though, genotype C appears in 2620 
hosts 3A and 3B from the single group as well as 3B from the multi group. This 2621 
genotype has a single mutation away from the A consensus: PA-c201t\Asp67. The 2622 
appearance of this mutation in six samples (five sequences of haplotype C plus a 2623 
single H sequence which shares this mutation plus three novel mutations) in differing 2624 
vaccinated horses points to this site deserving a deeper investigation. It is also the 2625 
mutation that appeared most commonly in the global EIV sequence dataset above.  2626 
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Figure 2: Network of all whole-genome haplotypes found among the 53 
samples. Where a haplotype appears only once, the name of that 
haplotype appears inside the node; otherwise the name is outside the 
node and the number inside shows the number of samples sharing that 
haplotype. Mutations are labelled on connecting edges and shown 
italicised if synonymous, underlined if non-synonymous.

Figure 2: Network of all whole-genome haplotypes found among the 53 
samples. Mutations are labelled on connecting edges and italicised if 
synonymous or underlined is non-synonymous. Where a haplotype 
appears only once, the name of that haplotype appears inside the node; 
otherwise the name is outside the node and the number inside shows 
the number of samples sharing that haplotype. Haplotype A is identical 
to the challenge virus and thus the centre of the network.
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 2627 
Figure 4.3: Layout of the transmission experiment. Grey boxes show the period of observation 2628 
and sampling. Days on which a sequence was collected have coloured boxes and are labelled with 2629 
the corresponding haplotype (A-M). 2630 

Tracking consensus heterogeneity helps distinguish how the genome of an 2631 
infected host can change over the course of infection (as in the change in host 2632 
Mul_3A from B to L on the 6th day after contact with an infected individual) and over 2633 
transmission events. It also shows putative fixation events; almost all the naïve 2634 
individuals (pairs 5 and 6) of both transmission groups have overwhelmingly the same 2635 
genotype. Putative effects of these mutations on protein structure and function are 2636 
explained below. The two exceptions to this are Mul_6B on day 2 (K) and Sin_5B on 2637 
day 5 (D). However, even these unique genotypes retain mutations from the prior 2638 
population. 2639 

Initially, I sought to compare the consensus sequence of the transmission 2640 
experiment with the challenge inoculum and the viral strains used to produce the 2641 
various vaccines given to horses preceding the experiment. I wanted to establish a 2642 
solid baseline from which to measure branching diversity, and compare sequences 2643 
obtained from the experiment with those used to immunise some of the participant 2644 
hosts. The consensus (A) haplotype was identical to the sequence of the challenge 2645 
virus and shared 96.6% identity with the ancestral wild-type strain of the challenge 2646 
virus (A/Newmarket/5/03). Hence, we can expect the vaccinates in the single-strain 2647 
transmission group to have primed immune responses to a virus closely resembling 2648 
the one they were experimentally infected with. Alternatively, the haplotype A virus 2649 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Mul 1A
Mul 1B
Mul 2A A A A A
Mul 2B A
Mul 3A G B L B
Mul 3B C C
Mul 4A E
Mul 4B A
Mul 5A J J J J J
Mul 5B J J J
Mul 6A J J J J
Mul 6B K J J J

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Sin 1A
Sin 1B
Sin 2A A A
Sin 2B A M A
Sin 3A C
Sin 3B A I C
Sin 4A C H
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Sin 5A F F F
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Sin 6B F F F F
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Figure 3: Layout of the transmission experiment. Grey boxes show period of 
observation and sampling. Days on which a sequence was collected the box is 
coloured and labelled with the corresponding haplotype (A-M).
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shared an average of only 92.25% sequence identity (µ2 from Table 2) with each of 2650 
the four vaccine strains used in the multi-strain group. With this in mind, we can 2651 
expect the adaptive immune memory in single-strain vaccinates to present stronger 2652 
selective pressures to viruses in these hosts, potentially driving more rapid evolution 2653 
of these viruses compared to those replicating in vaccinates with broader immune 2654 
memory.  2655 

Counting the number of sequences obtained on each day, and their 2656 
corresponding genotype, we can see how the proportion of each consensus sequence 2657 
changes throughout the transmission chain. We see genotypes fixing in the 2658 
populations over time (Figure 4.3); the heterogeneity generated in the vaccinated 2659 
hosts is rapidly lost upon transmission to naïve hosts. Some mutations appear in 2660 
multiple sequences of the same host, different hosts or even different transmission 2661 
chains. Classing these mutations into haplotypes allows us to see which mutations 2662 
appear congruently and highlights the homogenisation of genomes upon entering 2663 
naïve hosts. Though to note, linkage analysis was not a part of this study due to 2664 
difficulties when working from short-length Illumina reads, hence the presence of 2665 
physically linked mutations has not been proven and further studies would be 2666 
required to resolve this issue. 2667 
4.2.3 Phylogenetic Analyses 2668 

 Having detected thirteen distinct haplotypes, the sequence alignments were 2669 
then assembled into phylogenetic trees, using both maximum-likelihood (ML) and 2670 
maximum clade credibility (MCC) estimations. Using both methods in conjunction 2671 
granted a more detailed view of both the relationships between sequences and 2672 
between each cluster of haplotypes, as well as allowing evolutionary parameters 2673 
such as substitution rate and branch length to be calculated. 2674 

A Maximum Likelihood method aims to find the topology and parameter values 2675 
of a phylogeny (e.g. branch lengths) that maximise the likelihood of connecting 2676 
sequence data under a specified evolutionary model. It estimates the probability of 2677 
observing the data given a particular tree and model of evolution and searches 2678 
through all possible trees and parameter values to find the combination that 2679 
maximises this likelihood. However, ML relies on specific assumptions about the 2680 
evolutionary processes in its estimation. Overall, an ML approach provides the best-2681 
fitting tree under the assumed model with estimates of branch lengths and 2682 
substitution rates. 2683 

Conversely, MCC estimation aims to summarise the posterior distribution of 2684 
trees and parameters to provide a single tree that best represents the evolutionary 2685 
history. The final MCC tree is a summary tree that incorporates information from all 2686 
sampled trees, weighted by their posterior probabilities. Like all Bayesian methods, 2687 
MCC tree estimation depends on prior information about parameters, which can 2688 
influence the posterior estimates. An MCC tree represents the tree with the highest 2689 
clade credibility, meaning it is the tree that is most supported by the sampled data, 2690 
given the chosen model and prior information. 2691 
4.2.3.1 Maximum Likelihood Trees 2692 

The tips of the ML tree, estimated by IQTree, shown in Figure 4.4 are coloured 2693 
by genotype and the mutations defining each split are labelled on branches. One 2694 
genotype (K) has two prior fixation events away from the consensus A, five others 2695 
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developed after one fixation event from the root of the tree. Branch lengths of the 2696 
ML tree average 1.54e-5 (± 2.22e-9), an unsurprisingly low level of change from 2697 
sequences collected over the course of 20 days.  2698 

 2699 
Figure 4.4: A stylised cladogram, based on an ML tree estimated by IQTree, showing each 2700 
sequence from the experiment grouped into its corresponding haplotype.  2701 

Three main clusters of over-represented genotypes can be distinguished 2702 
(Figure 4.4) which correspond well to the host transmission group and/or vaccination 2703 
status. 11 samples were genotype A, showing no difference from the initial challenge 2704 
inoculum. The g1445a/Ser482Asn mutation in segment 5 (NP) first appears in hosts 2705 
5A and 5B of the ‘single’ transmission group on day 2, and from this point forwards 2706 
the mutations became fixed as the F genotype. Only one sample after this date 2707 
diverges from this genotype: while retaining the original NP-g1445a mutation, three 2708 
novel mutations appear (PB2-g979a/Gly327Arg, PB1-a881g/Gln294Arg and PA-2709 
g1180a/Asp394Asn) giving the consensus of ‘Single_5B_Naive_day17’ the D 2710 
genotype. All four of these mutations are non-synonymous. Similarly, all samples 2711 
taken from hosts at the end of the alternate ‘multi’ transmission group had two 2712 
mutations in segment 2 (PB1); all had the genotype J defining a1853g/Glu618Gly 2713 
mutation. Sample ‘Multi_6B_Naive_day16’ acquired PA-t1221c/Ile407 mutation in 2714 
addition to the PB1-a1853g/Glu618Gly mutation (genotype K) which was then 2715 
removed from the population on the following day, reverting to genotype J.  2716 

Overall, of the 13 genotypes present at the consensus level, most are 2717 
connected by at least one shared mutation; only two haplotypes (I and L) appear 2718 
completely independently, sharing no mutations with any other sequence. These 2719 
two haplotypes appear on days with samples immediately before and after (B-L-B in 2720 
host Mul_3A and A-I-C in Sin_3B), representing de novo generation and reversion of 2721 
mutations. The first example, B-L-B, involved two synonymous mutations (PB1-2722 
c1500t/Gly500 and PA-c825t/Pro275) and a non-synonymous mutation (NA-2723 
a1024g/Lys342Glu) which resulted in the B-L shift; these were then reversed on 2724 
returning to the original haplotype (L-B). Rather than assume that the dominant 2725 
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Figure 4: A stylised cladogram, based on an ML tree estimated by IQTree, showing each 
sequence from the experiment grouped into their corresponding haplotypes (A – M).
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virus in this host lost and then recovered the exact same point mutations over three 2726 
consecutive days, I presume that the appearance of the L haplotype was an effect 2727 
of sampling; perhaps a slightly different sub-population was being shed on this day 2728 
or this non-dominant variant was amplified more than the B virus by chance. Samples 2729 
from the second host, Sin_3B, are also presumed to be spurious. Moving from the 2730 
most dominant, and the challenge strain (virus A) to a virus with two de novo 2731 
mutations (virus I: PA-a1650g/Leu500 and MP-a418g/Thr140Ala) is reasonably likely. 2732 
However, of all viruses sampled in this pair (Sin_3A and 3B) and the subsequent pair 2733 
(Sin_4A and 4B) four of the six viruses displayed mutations of the C haplotype (three 2734 

explicitly C viruses and one direct descendant of the C virus, H). We thus have 1

6
 2735 

viruses continuing the most dominant virus from the previous strain (A), 4

6
 viruses 2736 

sharing a common ancestor (C) and a final sample (virus I) sharing no common 2737 
mutations with the viruses before or after it. Notably, of the 21 consensus mutations, 2738 
only two (PA-c201t/Asp67 and HA-a1401c/Arg467Ser) appear in both experimental 2739 
groups, with the remainder being observed only in one transmission chain. 2740 
4.2.3.2  Maximum Clade-Credibility Trees 2741 

As above, trees were estimated with whole genomes concatenated for each 2742 
individual sample (Figure 4.5), additionally partitioned depending on the 2743 
experimental group (multi or single) from which each sample was taken. Metadata 2744 
(i.e. group and vaccination status) were incorporated in the tree estimation process 2745 
to delineate clades in order to only group viruses with epidemiological connections, 2746 
they were not used to partition sequences in any way. Trialling trees without 2747 
partitioning exposure history (i.e. trees are only partitioned by experimental groups) 2748 
led to decreased confidence in estimations. The final estimated tree shows very high 2749 
confidence, with the exception of the top clade which is estimated with 93.91% 2750 
confidence. This, however, is due to the inclusion of two sequences from a host 2751 
earlier in the chain (Mul_3A) which are thus allocated because of their genesis of 2752 
the synonymous PB1-t1500c/Gly500 mutation which is then found in all sequences 2753 
in the naïve multi group. 2754 
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Using a monophyletic 2755 
tree in this way ignores the 2756 
possibility of reassortment 2757 
between virions; though with 2758 
the small sample size and serial 2759 
sampling over eight days. 2760 
Bypassing reassortment 2761 
estimation in this way is 2762 
justified by the work of Rabadan 2763 
(2008) and Lauring (2020) who 2764 
showed that diversifying 2765 
reassortment is rare, due in part 2766 
to the similarity between viruses 2767 
co-infecting a single host cell.  2768 
4.2.3.3 Analysis of 2769 

Evolutionary Rates 2770 

Partitioning the sequences 2771 
by transmission chain allowed 2772 
for separate evolutionary rates 2773 
to be estimated for each group. 2774 
The rates differed between 2775 
transmission groups; averaged 2776 
across each genomic segment, 2777 
we observed in Tracer a mean 2778 
substitution rate of 8.77e-4 in 2779 
the multi group and the single 2780 
group rate of 1.57e-3 2781 
substitutions/genome/year. 2782 
These differences were not 2783 
significant though, with 2784 
considerable overlap of 95% 2785 
highest posterior densities (HPD) 2786 
values. Nor were there 2787 
appreciable differences between 2788 
the evolutionary rates of genomic 2789 
segments.  2790 
4.2.4 Selection Analysis 2791 

I next assessed whether selection of mutations may have influenced the 2792 
evolution of consensus sequences collected throughout the experiment. Each 2793 
genomic segment across the entire 53 sequence dataset was assessed separately by 2794 
each of the eight tests offered by the HyPhy bioinformatic suite (Pond et al., 2005). 2795 
Sequences were not stratified because non-synonymous mutations were generally 2796 
too rare to appear multiple times across multiple sub-groups. To note, segments 7 2797 
and 8 were excluded as they do not have enough diversity to measure any kind of 2798 
evolution at the consensus level. 2799 

Figure 4.5: MCC tree estimated by BEAST, and 
downsampled by TreeAnnotator. Branches are 
coloured according to the transmission chain and 
vaccine status of the corresponding host. Nodes are 
annotated with their meanPPD to represent 
confidence of each predicted split. 
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Figure 5: MCC tree estimated by BEAST, and downsampled by TreeAnnotator. Branches are 
coloured according to the transmission chain and vaccine status of the corresponding host. 
Nodes are annotated with their meanPPD to represent confidence of each prediction.
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Only one segment showed evidence of negative selection by FEL: segment 2 2800 
(PB1) at position t1500c/Gly500 (Kruskal-Wallis chi2=18.18, p-value = 0.0079). SLAC 2801 
also detected negative selection at PB1-Gly500, as well as positive selection at NP-2802 
g1445a/Ser482. The four other tests (MEME, FUBAR, BUSTED and aBS-REL) found no 2803 
significant evidence of selection or directional evolution. The sparse evidence for 2804 
selection across viral genomes is perhaps due to the short time-frame of the 2805 
experiment, limiting the period in which selection could act effectively at the viral 2806 
population. This was also attributed to ‘noisiness’ within the relatively small 2807 
dataset, which further clouded patterns of evolution. 2808 

The sites at which evidence of selection did appear (PB1-Gly500 [haplotype B] 2809 
and NP-Ser482 [haplotype F]) are also some of the most abundant mutations in the 2810 
dataset, hence which may confound estimations due to their frequency. PB1-Gly500 2811 
appears in only 6

693
 global EIV sequences, while the NP-Ser482 mutation seen in the 2812 

final virus of the single group F isn’t observed in any other sequences.  2813 
4.2.5 Sequence Diversity 2814 

An important population measure is genetic diversity. Patterns of genetic 2815 
diversity can be informative of a population’s evolutionary past; for example, low 2816 
genetic diversity may be evidence for a recent population bottleneck. Furthermore, 2817 
the variation of diversity within the genome can be informative of different 2818 
evolutionary effects, such as the strength of selection in different parts of the 2819 
genome. 2820 

Here, a few commonly used metrics of genetic diversity are selected to show 2821 
the diversity in each of the four experimental groups (VM, NM, VS and NS) as well as 2822 
that of all hosts in each transmission group (Multi or Single) and finally that of the 2823 
entire experiment together. Analysing the sequences of each group separately, 2824 
before collating these into an analysis of each transmission chain as a whole and 2825 
then the entire experiment, we will see how estimates of population diversity 2826 
depend heavily on the background against which they are being compared. Multiple 2827 
different diversity metrics were used in the analyses in order to get around the 2828 
inherent biases present in some algorithms, such as the classic problem of 2829 
overinflation of non-rare species in Simpson’s Index or the grouping-blindness 2830 
apparent when using Shannon’s Entropy. 2831 
4.2.5.1 Shannon Diversity 2832 

Shannon Entropy is calculated at divergent sites in each genomic segment, 2833 
then aggregated into transmission groups. Entropy was calculated in three rounds of 2834 
analysis: first a single dataset of all 53 samples of that segment; next, two datasets  2835 

split only by multi (29 sequences) or single (24 sequences) transmission chains 2836 
and finally full stratification into each epidemiological group (16 NM, 13 NS, 13 VM 2837 
and 11 VS samples of each genomic segment). This grants a broad view of the 2838 
patterns of diversity across the experiment, as Shannon’s Entropy is calculated based 2839 
on the differences to the rest of the population under comparison (Table 4.3). An 2840 
example of this is the lack of diversity in PB1 of the NM dataset; examining the 2841 
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sequences, all 2842 
samples contained 2843 
both t1500c/Gly500 2844 
and 2845 
a1853g/Glu618Gly 2846 
mutations but 2847 
because this is seen  2848 

in every 2849 
sequence of the NM 2850 
group, the resulting 2851 
entropy score was 2852 
zero. 2853 

Diversity appeared highest in the vaccinated hosts with values of 0.07 and 2854 
0.084 in the multi and single groups respectively. Sequences were much more 2855 
homogeneous in NM, while the diversity of NS sat between the two. We observed a 2856 
high level of homogeneity across the NM dataset indicating that sequences remained 2857 
highly conserved; a single synonymous mutation, PA-t1221c, was the only point of 2858 
divergence [haplotype K]. Though Segment 3 was diverse in all examined groups, at 2859 
the scale of the entire dataset, Segment 5 showed the most variation. Likewise, NS 2860 
sequences were mostly homogeneous, with only one of the 13 genomes being unique, 2861 
as a result of three non-synonymous mutations [haplotype D] compared to the most 2862 
prevalent haplotype in this group [haplotype F]. The average entropy of sequences 2863 
in both vaccinated groups was considerably higher than in either naïve dataset. 2864 
Finally, when each transmission group was analysed as a whole, the Multi-strain 2865 
group was found to be least diverse (H = 5.7% diversity compared to H = 8.4% in the 2866 
Single-strain group). 2867 
4.2.5.2 Tajima’s D 2868 

Tajima’s D test examines whether each sequence is undergoing neutral 2869 
evolution (null hypothesis) or not. It utilises the total number of polymorphic sites 2870 
in the sampled genome and the average number of mutations between pairs across 2871 
the dataset (Figure 4.6). 2872 
Upon examination against host factors (vaccination status and transmission group), 2873 
I saw that the distribution of diversity across genomic segments and host factors 2874 
(measured by Tajima’s D) was non-random (Figure 4.6). Initially, Wilcoxon Rank tests 2875 
showed a strongly contrasting diversity values between transmission groups (hosts in 2876 
the single group showed more diversity than those in the multi, Kruskal-Wallis chi2 2877 
= 8.4235, df = 3, p-value = 0.03802), whereas the diversity between vaccinates and 2878 
naïves was only marginally significant (Kruskal-Wallis chi2= 7.9079, df = 3, p-value = 2879 
0.04795). Vaccinates in the multi group showed lower diversity than NM (-0.21 lower 2880 
D value), whereas in the single group, vaccinates have slightly higher diversity than 2881 
naïves (+0.1065). 2882 

The population size, as measured by copy numbers, did not impact values of 2883 
Tajima’s D (p = 0.28). Key to note however, is that diversity differed across genomic 2884 
segments. To investigate further, host factors and viral genomic segments were used 2885 
to create an additive linear model highlighting differentiation of Tajima’s D diversity 2886 
across the dataset. Diversity in segments encoding the polymerase complex (1-3) is 2887 

Segment Multi Group Single Group Average 
Vacc Naïve Total Vacc Naïve Total 

1 PB2 0.091 0 0.050 0.102 0.091 0.058 0.031 
2 PB1 0.143 0 0.226 0 0.091 0.058 0.150 
3 PA 0.117 0.078 0.061 0.160 0.091 0.089 0.049 
4 HA 0.117 0 0.067 0.102 0 0.058 0.052 
5 NP 0 0 0 0 0 0.230 0.186 
6 NA 0.091 0 0.050 0.102 0 0.058 0.031 
7 MP 0 0 0 0.102 0 0.058 0.031 
8 NS 0 0 0 0.102 0 0.058 0.031 
Average 0.070 0.010 0.057 0.084 0.034 0.083  

Table 4.3: Shannon’s Entropy of each genomic segment, for each 
group & vaccination status then averaged across those four groups. 
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generally estimated as much lower than that of the shorter genomic segments. To 2888 
note however, the difference between the diversity of segments 1 and 2 is not 2889 
significant. 2890 
4.2.5.3 Nucleotide Diversity (π) 2891 

Nucleotide diversity is a distance measure, indicating the number of sites that 2892 
differs between sequences averaged across a dataset. Each base position in the 2893 
dataset is then compared to ultimately calculate the net number of nucleotide 2894 
differences between populations; practically, π diversity gives the average number 2895 
of differences between two randomly selected sequences. 2896 

Across the EIV genome, π diversity is higher in hosts of the Single transmission 2897 
group (multi = 1.61, single = 1.81). However, breaking down these values to their 2898 
component epidemiological groups shows that both vaccinated and naïve hosts in 2899 
the multi group had very similar levels of π diversity (VM = 1.46, NM = 1.61) whereas 2900 
both the vaccinates and naïves in the single-strain transmission group differed 2901 
greatly: VS = 2.15 and NS = 0.46. 2902 
4.2.5.4 Consensus Genome Diversity 2903 

These three measures are presented together in Figure 4.6. Nucleotide diversity 2904 
(π) and Shannon Entropy both measure diversity by the differences in nucleotides; the 2905 
first averages the number of different nucleotides between any two given sequences 2906 
while the latter uses the mean entropy of nucleotides across the sites in any given 2907 
sequence. Thus, the greater the value of π and Shannon Entropy, the more differences 2908 
are present between two sequences. Tajima’s D, however, is a neutrality test, which 2909 
compares the diversity seen within a sample to that which would be expected during 2910 
neutral evolution (Korneliussen et al. 2013). Ultimately, a D score of zero indicates that 2911 
the variation seen in a population matches what would be expected. When D is greater 2912 
than 0, genomes contain lower levels of mutations than would be expected, implying that 2913 
the population is undergoing balancing selection rather than purifying (negative) 2914 
selection.  2915 

On the basis of these tests diversity was found to be highest in viruses isolated 2916 
from vaccinated hosts in the Single transmission group. Further, the neutrality test 2917 
(Tajima’s D) showed that this population of viruses had evolved in a non-neutral manner. 2918 
This implies that strong selective pressures were placed upon these viruses by the host’s 2919 
strain-specific vaccine-mediated immune responses which led to greater genomic 2920 
diversification than in viruses collected from other hosts (NS, VM and NM). 2921 

 2922 
Figure 4.6: Three measures of genetic diversity, applied to sequences from each of the four 2923 
tested groups.  2924 
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4.2.6 Structure and Function of Mutations 2925 

So far, we’ve seen where mutations are located, how frequently they appear 2926 
(within the experiment and at the epidemiological scale) and whether genomes are 2927 
more diverse in certain groups. But do any of the mutations have phenotypic effects 2928 
associated with them? Are different host environments driving the evolution of 2929 
different phenotypes? 2930 

Initially, information on the proteins encoded by each segment was mined 2931 
from PDB’s UniProt after alignment with the nearest homolog in the database. I also 2932 
estimate the first structural models of the whole H3N8 proteome using AlphaFold. 2933 
Having reliable 3D models of each protein allows for not only analysis of proteins in 2934 
their natural tertiary/quaternary structures but also simply provides better visual 2935 
aids for studying. Knowing how amino acid residue variation at particular sites 2936 
affects protein structure, permits an insight into the role of mutations. Further, 2937 
structural models are now used widely in the manufacture of products for disease-2938 
control: vaccine immunogens can be designed based on the expected interactions of 2939 
viral and host proteins while specific anti-viral protein inhibitors, such as 2940 
oseltamivir, can be developed based on our structural understanding of pathogenic 2941 
proteins. 2942 

With these structural models, I then proceed to investigate, in silico, the 2943 
impact of non-synonymous mutations on protein form. This also enables 2944 
investigation of similarities between EIV HA and other HA proteins. Finally, I 2945 
estimate the antigenicity of the two EIV surface proteins, haemagglutinin and 2946 
neuraminidase, to map epitopes onto protein structures as well as assess the impact 2947 
of amino acid polymorphisms at antigenically-available sites. 2948 
4.2.7 Protein Analysis 2949 

The ProtParam tools on the Expasy Proteomics Server (Duvaud et al., 2021; 2950 
Gasteiger et al., 2005) allow for estimation of a range of protein chemical properties 2951 
such as weight, charge and hydrophobicity (Table 4A). These physiochemical 2952 
properties can then be used to further predict structural properties. Implementation 2953 
of the flexibility method of Vihinen et al. (1994) uses a sliding window to 2954 
approximate the likely structures created by short stretches of residues. On 2955 
comparison with prototypical human IAV protein sequences (Igarashi 2010), the 2956 
properties estimated here for H3N8 EIV appeared remarkably similar (Table 4B). 2957 
Haemagglutinins from pandemic, seasonal and emergent (A/California/04/2009 2958 
[CA2009], A/Brisbane/59/2007 [BR2007] and A/South Carolina/1/1918 [SC1918] 2959 
respectively) H1N1 strains had similar molecular weight (63.24kDa, ±0.26), 2960 
hydrophobicity (gravy = -0.34, ±0.01) and aromaticity (0.1, ±0) to those estimated 2961 
from our H3N8 EIV sequences (genotype A). As a reference, the difference in weights 2962 
between pre-pandemic (BR2007) and contemporary (CA2009) human haemagglutinin 2963 
to original 1918 H1N1 haemagglutinin is roughly the same as the differences between 2964 
these human and equine haemagglutinins (~0.37kDa difference both between 2965 
contemporary vs 1918 HA and contemporary vs equine HA).  2966 

While not a perfect comparison, this quick sanity-check shows that the 2967 
predicted properties of EIV proteins mirror those of experimentally-determined 2968 
human IAV haemagglutinins. This demonstrates the general homogeneity of 2969 
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influenza A protein properties, and the applicability of using human IAV structures 2970 
for homology modelling of EIV proteins.  2971 

Table 4.4: A) Properties of EIV H3N8 proteins, as predicted by ProtParam. B) repeats this analysis 2972 
with the haemagglutinin of three human influenza viruses. *Grand Average of hYdrophobicity 2973 
4.2.7.1 Protein Localisation 2974 

Knowing whether a protein is situated within, outside or traversing the viral 2975 
membrane can indicate function and provide insight into whether it may be a 2976 
potential target for disease control methods. For example, most of the 2977 
neuraminidase protein is presented on the surface of the virion, which facilitates its 2978 
function of cleaving sialic acid during viral exit from a host cell. This activity also 2979 
marks neuraminidase as a potential target for pathogen control and, indeed, 2980 

A) Segment Protein Weight 
(kDa) gravy* Aromaticity Instability Isoelectric 

Point 

EI
V 

H
3N

8 
(h

ap
lo

ty
pe

 A
) 

01PB2 PB2 86.02 -0.31 0.0660 47.74 9.50 

02PB1 PB1 86.53 -0.51 0.0890 38.95 9.38 

03PA PA 82.75 -0.49 0.0980 50.09 5.47 

04HA HA 63.61 -0.34 0.0970 32.78 8.19 

05NP NP 56.16 -0.56 0.0720 40.84 9.33 

06NA NA 52.11 -0.25 0.0960 36.90 8.48 

07MP 
M1 27.86 -0.23 0.0520 38.16 9.30 

M2 11.22 -0.26 0.0930 58.53 4.99 

08NS 
NS1 24.86 -0.32 0.0680 49.25 6.45 

NEP 14.42 -0.46 0.0740 65.67 5.23 
        

B) Segment Protein Weight 
(kDa) gravy* Aromaticity Instability Isoelectric 

Point 

SC1918 
(H1N1) 04HA HA 62.87 -0.33 0.0989 37.42 6.05 

BR2007 
(H1N1) 04HA HA 63.20 -0.35 0.0991 34.41 6.74 

CA2009 
(H1N1) 04HA HA 63.28 -0.36 0.0989 32.29 6.93 

EIV H3N8 04HA HA 63.61 -0.34 0.097 32.78 8.19 

Average 63.24 -0.34 0.10 34.22 6.98 

StDev ± 0.26 ± 0.01 ± 0 ± 2.01 ± 0.77 
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oseltamivir is an inhibitor of neuraminidase that is able to work in tissues because 2981 
of the exposed nature of its target.  2982 

There is a large bias in research toward contemporary human-infecting IAV such 2983 
as H1N1/2009pdm, H3N2 or high-pathogenicity avian influenza (HPAI) H5N1. So, while 2984 
the location of proteins throughout the virion is known, knowledge of specific 2985 
features of the EIV proteome are often reliant on extrapolations from viruses 2986 
naturalised to other hosts. Conversely, this means that EIV can be used as a model 2987 
for general IAV biology; knowing how the properties of H3N8 EIV proteins compare 2988 
to influenza viruses naturalised to other hosts means that findings here can be 2989 
assumed to mirror those in other IAV.  2990 
The proteins of influenza A viruses are well-documented and the predicted 2991 
localisation of EIV proteins generally matches what is known for other IAV. However, 2992 
knowing the precise location of residues of EIV proteins helps identify which 2993 
mutations appear intra- or extra-virion and can provide an estimate of function. It 2994 
also bridges gaps in knowledge, so we don’t have to rely on assumptions from other 2995 
IAVs. Annotation may be transferred from well-characterised proteins in order to 2996 
highlight active sites, RNA binding sites and monomer polymerisation domains. This 2997 
assists in gauging the functional impact of nucleotide substitutions in viral coding 2998 
sequence. Proteins used for mapping and annotation are shown in supplementary 2999 
Table S4.1. 3000 
4.2.7.2 Surface Accessibility 3001 

I next estimated the degree to which protein residues are exposed on the viral 3002 
surface (Figure 4.7) using the Emini Surface Predictability algorithm. Unsurprisingly, 3003 
many of the antigenic sites on the haemagglutinin head are expected to be exposed 3004 
to their surroundings until the virion is endocytosed by a host cell. This is also the 3005 
formation of haemagglutinin when among host tissues when it is at risk of 3006 
encountering extracellular immune molecules. During this extracellular period, 3007 
epitopes on the extra-virion proteins of EIV can be targeted by antibodies and 3008 
complement. Hence, identifying where mutations are located on the structure of 3009 
extra virion proteins can lead further studies into whether conformational changes 3010 
to epitopes by non-synonymous mutations affect the binding capability of immune 3011 
molecules and thus the immune response of a host. This is, therefore, a key molecule 3012 
of interest for the present study.  3013 

The five labelled antigenic sites are estimated from studies of 3014 
A/England/878/1969 (H3N2) and A/Hong Kong/1/1968 (H3N2) which circulated in 3015 
the human population in the latter half of the 20th century (Skehel et al., 1984; 3016 
Wiley et al., 1981; Wilson et al., 1981).  3017 
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3018 
Figure 4.7: Haemagglutinin head protein expected to be accessible outside the virion, exposed 3019 
to extracellular environments. Antigenic sites A-E are shown coloured. Inset 7A) shows the 3D 3020 
structure of the haemagglutinin trimer with antigenic sites coloured corresponding to the points 3021 
on the line graph. Insets B) and C) show the estimated surface accessibility of the protein scaled 3022 
from low (blue) to high (red).  3023 
Homologous residues at these sites were annotated correspondingly in 3024 
A/Newmarket/5/03 (H3N8) for alignment with the 53 samples obtained during the 3025 
transmission experiment. The sequences A/England/1969, A/Hong Kong/1968 and 3026 
A/equine/Newmarket/5/03 viruses shared 82.4% sequence identity in segment 4 and 3027 
86.2% across the whole genome. During the transmission experiment, two non-3028 
synonymous mutations appeared in the haemagglutinin protein. Site 144 sits directly 3029 
within antigenic site A (residues 142-146), a region of the protein expected to be 3030 
targeted directly by antiviral antibodies. Thus, the substitution of Glycine at this 3031 
site with a larger, more acidic and less hydrophobic Asparagine residue may have 3032 
phenotypic and/or immune-evasion effects on the haemagglutinin protein. Potential 3033 
physio-chemical, immune and spatial impacts of residue substitutions are explored 3034 
further below. Figure 4.8 shows the placement of mutations on the homotrimeric 3035 
haemagglutinin structure. 3036 

 3037 
Figure 4.8: Both sites of non-synonymous mutations seen in haemagglutinin.  3038 
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A)
B)

C)

Figure 7: Haemagglutinin head protein expected to be accessible outside the virion, exposed to extracellular environments. Antigenic sites A-E 
are shown coloured. Inset 4A shows the 3D structure of the haemagglutinin trimer with correspondingly coloured antigenic sites. Figures B and C 
rather show the estimated surface accessibility of the protein scaled from low (blue) to high (red).
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4.2.7.3 Kolaskar & Tongaonkar Antigenicity 3039 

Can we measure the antigenicity of proteins from their sequences alone? 3040 
Knowing the baseline antigenicity of haplotype A viruses, we can measure how non-3041 
synonymous mutations away from this consensus may affect protein antigenicity; 3042 
further, whether antigenicity increases or decreases in response to vaccine-3043 
mediated immunity. Antigenicity was calculated using the method of Kolaskar and 3044 
Tongaonkar (1990), implemented by a tool hosted on http://tools.iedb.org/bcell/. 3045 

Only four total non-synonymous mutations are observed throughout the 3046 
transmission experiments between both antigenically available proteins: HA and NA. 3047 
By predicting the antigenicity of the consensus form of the protein (belonging to 3048 
haplotype A) and comparing the scores with the predicted antigenicity of the mutant 3049 
proteins, non-synonymous mutations with the potential to alter antigenicity (via 3050 
conformational changes resulting from differing properties of residue side chains) 3051 
can be detected. It should be noted, the scores are relative and there is no binary 3052 
threshold defining whether a region is or isn’t antigenic.  3053 

The two observed non-synonymous mutations in haemagglutinin (Figure 4.9) 3054 
show different estimated phenotypes: g431a/Gly144Asp does not affect the 3055 
predicted antigenicity of the protein while the a1401c/Arg467Ser mutant increases 3056 
antigenicity. This Arg467Ser mutation is seen in three samples, two vaccinates from 3057 
the multi group and one vaccinate from the single group (viruses E, G and M).  3058 
Gly144Asp appears only once throughout the dataset, as well as once among the 3059 
global EIV sequences (A/equine/Idaho/US/37875/1991, NCBI:txid415988) over a 3060 
decade before the challenge strain for our experiment was isolated. It must also be 3061 
noted that viruses with the mutation Arg467Ser often had some of the highest viral 3062 
loads, though due to the rarity of these samples, and a lack of global EIV sequences 3063 
sharing this mutation, it is impossible to find any statistical significance regarding 3064 
this association.  3065 

 3066 
Figure 4.9: A) Predicted antigenicity of all residues in H3N8 EIV haemagglutinin, with a focus on 3067 
the two mutations detected in our transmission experiment; B) Gly144Asp and c) Arg467Ser.  3068 

Conversely, both of the non-synonymous mutations detected in 3069 
neuraminidase are estimated to decrease antigenicity of the protein (Figure 4.10). 3070 
Again, however, these mutations only appear once each within our dataset; 3071 
t1385c/Ile462Thr appears twice in publicly available EIV sequences collected from 3072 
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Figure 8: A) Predicted antigenicity of all residues in H3N8 EIV haemagglutinin, with a focus on the two mutations detected in our
 transmission experiment; B) Gly144Asp and C) Arg467Ser.
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China (A/equine/Heilongjiang/CN/1/2010-04-23, NCBI:txid1125808, next in 2013 at 3073 
A/equine/Xuzhou/CN/1/2013-08-27, NCBI:txid1417962) whereas a1024g/Lys342Glu 3074 
is not reported in other EIV sequences.  3075 

  3076 
Figure 4.10: A) Predicted antigenicity of all residues in H3N8 EIV neuraminidase, with a focus on 3077 
the two mutations detected in our transmission experiment, B) Lys342Glu and C) Ile462Thr. 3078 
This time, sequences sharing this mutation are dated some years after the original 3079 
isolation of the challenge strain, A/equine/Newmarket/UK/5/2003, used in this 3080 
experiment. Unfortunately, due to the sparsity of samples we cannot verify whether 3081 
either of these mutations impacted the viral loads of hosts.  3082 
4.2.7.4 Epitopes 3083 

I then examined the propensity of amino acid substitutions to affect potential 3084 
epitope sites via putative protein conformational changes, the results of which are 3085 
presented in Figure 4.11. At the consensus level, we detect two non-synonymous 3086 
mutations in haemagglutinin (Gly144Asp & Arg467Ser) and two in neuraminidase 3087 
(Lys342Glu & Ile462Thr).  3088 

 3089 
Figure 4.11: Epitope scores, as predicted by BepiPred, of both the consensus (black) and mutant 3090 
(blue) residues observed throughout the transmission experiment. The changes in values is given 3091 
by each range and is coloured red for a decreased likelihood of epitope availability or green for 3092 
increased chances of epitope availability. A value above 0.5 is likely to display some epitope 3093 
activity, below 0.5 and the location is unlikely to be epitopic; the dashed line demarcates  this 3094 
boundary. 3095 
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Figure 9: A) Predicted antigenicity of all residues in H3N8 EIV neuraminidase, with a focus on the two mutations detected in our
 transmission experiment; B) Lys342Glu and C) Ile462Thr

Figure 11: Epitope scores, as predicted by BepiPred, of both the consensus (black) and mutant (blue) residues observed 
throughout the transmission experiment. The changes in values is given by each range and is coloured red for a decreased 
likelihood of epitope availability or green for increased chances of epitope availability. A value above 0.5 is likely to display 
some epitope activity, below 0.5 and the location is unlikely to be epitopic; the dashed line demarks this boundary.
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Neither HA mutation substantially changes the estimated likelihood of epitope 3096 
presentation, according to BepiPred’s Linear Epitope Prediction tool (Jespersen et 3097 
al., 2017). The Lys342Glu NA mutation, however, is estimated to drop the probability 3098 
of epitopic availability from ‘strong likelihood’ (0.577) to ‘unlikely’ (0.435). This 3099 
matches the above Kolaskar & Tongaonkar test, where this mutation is expected to 3100 
lower the antigenicity of neuraminidase compared to the consensus seen in other 3101 
EIV samples. 3102 
 3103 

The estimated changes to viral epitopes are seen clearly in the Lys342Glu 3104 
mutation of neuraminidase. Strongly basic lysine is substituted by an acidic glutamic 3105 
acid residue. This change in protein charge is expected to alter protein structure 3106 
enough to mask a previous epitope site. This mutation, however, only appears once 3107 
throughout the transmission experiment, in genotype L which is quickly lost from 3108 
the viral population.  3109 
4.2.8 Structural Modelling 3110 

As the HA trimer is the only resolved structure for equine IAV, modelling the 3111 
nine other major proteins of EIV allowed us to observe differences between IAVs of 3112 
other species and see any large changes caused by the mutations detected 3113 
throughout our experimental transmission chain. I aimed to create usable models 3114 
for EIV structural biology, vaccine design and analysis of host-pathogen interactions. 3115 
A substantial amount of data exists on IAV biology and protein annotations, however 3116 
the vast majority of this is focused on human influenza viruses. I, thus, utilised 3117 
proteins of non-equine IAV as a template from which to estimate structures and 3118 
functions of EIV H3N8 proteins. Even if protein structural models are not perfect, 3119 
they may still have value in estimating the impact of changes caused by non-3120 
synonymous mutations. 3121 
4.2.8.1 Validating Predictions 3122 

Using the results of a Local Distance Difference Test (LDDT) to assess model 3123 
confidence, the estimated structure of each protein was mostly well-predicted.  3124 
Averaging the confidence of each predicted amino acid location as a proxy for total 3125 
model confidence, seven of the proteins were modelled well, with >75% confidence 3126 
(Figure 4.12). As a reference point, the authors of the tool classify this LDDT into 3127 
very high model confidence (>90%), confident (70-90%) and low confidence (50-70%) 3128 
(Varadi et al., 2022).  3129 
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 3130 
Figure 4.12: The local distance difference of each residue for each modelled EIV protein, 3131 
calculated with AlphaPickle (Arnold 2021). LDDT values averaged over the whole protein are 3132 
labelled on each plot. Most proteins are modelled with high (+80%) confidence. Notably, the 3133 
three transmembrane proteins are estimated with lower confidence.  3134 

Haemagglutinin, neuraminidase and matrix 2 were predicted with lower 3135 
confidence (58.6%, 72.8% and 68.3% respectively), although these are still 3136 
considered moderately reliable. Notably, these proteins are homotrimers (HA) or 3137 
homotetramers (NA and M2), which are known to be more challenging for AlphaFold 3138 
to predict. They are also transmembrane proteins, which are expected to be more 3139 
difficult to model. Overall, predictions of the influenza proteome generally provided 3140 
high-confidence 3D structural models, thus enabling in silico experiments which 3141 
could be used to investigate the impacts of amino acid mutation on protein 3142 
morphology and function.  3143 
4.2.8.2 Comparisons with other Models  3144 

In silico experiments can often occur in a vacuum and so before commencing 3145 
testing on estimated protein structures, I sought to compare the models with 3146 
resolved IAV protein structures. If structural models are close to published resolved 3147 
crystal structures then we can expect the results of in silico experiments to closely 3148 
resemble what happens in actual proteins. The homology modelling approach may 3149 
be used in the absence of known EIV protein structures and can provide useful 3150 
inferences on how non-synonymous mutations may impact proteins. As reference, 3151 
the matchmaking procedure was initially tested with two closely related 3152 

89.1

58.6

80.2

86.7

93.4

85.8

68.3

93.2

72.8

82

08NS1

07M1 07M2 08NEP

04HA 05NP 06NA

01PB2 02PB1 03PA

0 50 100 150 200

0 50 100 150 200 250 0 25 50 75 1000 25 50 75 100 125

0 200 400 0 100 200 300 400 500 0 100 200 300 400

0 200 400 600 0 200 400 600 0 200 400 600
20
40
60
80

100

20
40
60
80

100

20
40
60
80

100

20
40
60
80

100

Residue

pL
D

D
T

Validation of Structures Predicted by AlphaFold

Figure 12:The local distance difference of each predicted residue for each EIV protein. Mean pLDDT values labeled on each plot.



   
 

102 
 

H1N1/2009pdm haemagglutinins, A/Darwin/2001/2009 (PDB:3M6S) and 3153 
A/California/04/2009 (PDB:3LZG) which gave the following results: sequence 3154 
alignment score = 1600.7; the RMSD (root mean2 distance) between 318 pruned atom 3155 
pairs is 0.571Å and across all 322 pairs is 0.805Å.  3156 

In order to validate the use of the predicted structural models in further 3157 
analyses, I then examined the similarity of these homologous haemagglutinin 3158 
molecules with the model I developed. As shown in Figure 4.13, the sequence 3159 
similarity of proteins was compared to the overall difference in protein structures. 3160 
This Ångstrom difference was calculated by overlaying the AlphaFold structure onto 3161 
the sample and measuring the resulting mismatch.  3162 

 3163 
Figure 4.13: Differences between resolved EIV haemagglutinin structures and an AlphaFold 3164 
prediction. Each published protein is marked with their similarity to (Score) and the distance 3165 
between (Å), the HA structure as predicted by AlphaFold. 3166 

Of the five EIV haemagglutinin structures in PDB, three are H3N8, thus 3167 
matching the subtype of the inoculum used in our transmission experiment. These 3168 
three haemagglutinin proteins (from A/Equine/Newmarket/2/93 (PDB:4UNW), 3169 
A/Equine/Richmond/1/2007 (4UO3) and a mutant form of 3170 
A/Equine/Richmond/1/2007 (4UO0)) only differ from the AlphaFold model by an 3171 
average of 0.753Å; considering that the two 2009 H1N1pdm haemagglutinins differed 3172 
by only 0.571Å, our Å average from viruses sampled in 1993 and 2007 match nicely 3173 
to the estimated model. The two remaining haemagglutinin structures are from an 3174 
H7N7 virus, A/Equine/New York/49/1973 (PDB:6N5A) and H5N1 3175 
A/Equine/Guangxi/25/2010 (PDB:7WL5). Unsurprisingly, these proteins are very 3176 
genetically and structurally different from H3N8 viruses. 3177 

Figure 4.14 shows how all the resolved IAV structures in PDB compare to the 3178 
EIV prediction. All have been matched (in ChimeraX) to the AlphaFold prediction of 3179 
haemagglutinin to quantify how closely related protein sequences are, and how 3180 
spatial structures of studied proteins compare to those modelled with proteins from 3181 
our transmission study.  3182 
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Fig 13: The five resolved equine haemagglutinin proteins present in PDB, each marked with their sequence
alignment similarity to, and the Ångstrom difference between, each protein with the haemagglutinin structure

predicted by AlphaFold from sequences collected during our experimental transmission study.
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 3183 
Figure 4.14: All of the available influenza A protein structures were assessed against our 3184 
structural models. Comparing the alignment score and spatial differences to resolved structures 3185 
of other IAV proteins, we see high sequence and structural homology with human IAV samples 3186 
and a distancing from proteins of swine and bat influenza.  3187 

From comparing each modelled protein to resolved influenza structures from 3188 
PDB, I have shown how EIV proteins cluster together with proteins of IAV naturalised 3189 
to other hosts. The colours also differentiate IAV subtypes. For example, the 3190 
haemagglutinin model has high sequence identity with other H3N8 equine HA, as 3191 
well as closely matching the structure of previously resolved equine HA. Conversely, 3192 
swine H1N2 haemagglutinin proteins have low sequence homology and a substantial 3193 
difference in structural similarity. To note, however, human-sampled IAV (+) are 3194 
over-represented in PDB and thus can occlude similarities or differences between 3195 
viruses of equines and other hosts. 3196 
4.2.9 Structural Analysis 3197 

Physio-chemical properties of amino acid side-chains play a large role in 3198 
determining the location of residues among the protein’s tertiary/quaternary 3199 
structure. Amino acid side-chains interact with each other and thus orient the 3200 
surrounding environment. By in silico testing the spatial impacts of non-synonymous 3201 
mutations, we explore potential changes to protein structures over the course of 3202 
transmission. 3203 

Amino acid substitutions can result in conformational changes to proteins, with 3204 
differing physiochemical properties of residue side-chains altering the interactions 3205 
between residues. In an effort to measure these changes, in silico experimental 3206 
substitutions were carried out on the structural models created above. These 3207 
substitutions then had associated changes to the bonds linking the α-Carbon to both 3208 
amino (N-Cα) and carboxyl groups (Cα-C); as amino acids display chirality, the angles 3209 
of these rotations in the amino-Cα and Cα-carboxyl bonds can be measured as Φ and 3210 
Ψ angles respectively. These concepts are clarified and illustrated in Figure 2.4 of 3211 
the Methods chapter. Of the 11 non-synonymous mutations detected across the 3212 
experiment, six are predicted to substantially alter the structure of their 3213 
homologous crystal structure, as determined by the Φ and Ψ shifts that occur. 3214 

Figure 14: All of the available influenza A 
protein structures were similarly 
assessed against our structural models. 
Comparing the alignment score and 
spatial differences to resolved structures 
of other IAV proteins, we see high 
sequence and structural homology with 
human IAV samples and a distancing 
from proteins of swine and bat influenza.

Host
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 3215 
Figure 4.15: Twist angles of non-synonymous mutations from in silico experiments in EIV 3216 
structures. A and B show the phi and psi angles estimated on homologous crystal structures. C 3217 
and D model the same mutations on structures estimated by AlphaFold. These angles represent 3218 
structural changes and are a proxy for the impact of mutations on protein tertiary structures.  3219 

Not all of the non-synonymous mutations are equal. As shown, some of the 3220 
physical changes associated with mutations are predicted to be negligible. While 3221 
this does not necessarily indicate a change in protein function, it indicates that some 3222 
of the mutations likely alter the structure of viral proteins. These, however, are all 3223 
modelled virtually, and rotamer activity may not necessarily translate to functional 3224 
changes. A number of these non-synonymous mutations appear in important active 3225 
sites of their proteins.  3226 

In addition to the predicted spatial changes associated with mutations, point 3227 
accepted mutation (PAM) matrices describe the likelihoods of amino acid 3228 
substitutions arising in the context of the chemical properties of amino acid 3229 
residues. Each cell of a PAM matrix is then the probability of a residue being 3230 
substituted with the corresponding amino acid after nucleotide mutation(s) (Dayhoff 3231 
& Foundation, 1979; Pevsner, 2009). As an example, Leucine and Isoleucine have 3232 
residues with very similar physio-chemical properties and only a single nucleotide 3233 
substitution (CTT to ATT) can cause this change. In contrast, Leucine and Tyrosine 3234 
have disparate codon sequences and require more than one nucleotide replacement 3235 
in the codon meaning that this substitution is less likely than Leu-Ile. From this, we 3236 
can infer that certain non-synonymous mutations may have greater fitness costs than 3237 
others.  3238 
4.2.10 Physico-Chemical Impacts of Non-synonymous Mutations 3239 

The following section summarises what we’ve learned about non-synonymous 3240 
mutations in EIV proteins so far and also incorporates physio-chemical properties of 3241 
residues to potentially explain why we do or do not expect structural changes. Tables 3242 
5-12 summarise the structural metrics associated with non-synonymous mutations 3243 
observed in each genomic segment throughout the transmission experiment. This 3244 
begins with physical properties (side-chain charge, hydropathy, molecular weight, 3245 
isoelectric point [the pH at which the amino acid is not electrically-charged] and 3246 
class of amino acid side chain) of the consensus and mutant residue, then the 3247 
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Figure 15: Twist Angles of non−synonymous mutations observed in EIV samples collected throughout the experiment, simulated in silico. The phi (A) and psi (B)
angles estimated on homologous crystal structures show six residues with large impacts on the surrounding structure. These mutations are simulated on

the structures estimated by AlphaFold in 8C and 8D.
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Figure 15: Twist angles of non-synonymous mutations from in silico experiments in EIV structures. A and B show the phi and psi 
angles estimated on homologous crystal structures. C and D model mutations on structures estimated by AlphaFold. These 
angles represent structural changes and are a proxy for the impact of mutations on protein tertiary structures.
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PAM250 value for the substitution. These are then followed by two paired columns 3248 
of predicted Φ and Ψ angles associated with the substitution modelled on both a 3249 
homolog and the structure predicted above. Homologous proteins were found by 3250 
searching the Protein Data Bank (PDB) for resolved structures and extracting those 3251 
with the highest sequence similarity score to sequences sampled from the 3252 
transmission experiment; the corresponding four-character codes of each homolog 3253 
are contained in the header of such columns. When the protein is polymeric, the 3254 
chain used in the prediction follows the four-character ID code. 3255 
4.2.10.1 Segment 1: PB2 3256 

Site g2191a/Val731 sits in the Karyopherin α binding site; the change to an 3257 
isoleucine is predicted to cause a substantial effect on the local structure, though 3258 
chemical properties of the residue itself do not differ dramatically from the original 3259 
valine. On the other hand, the mutation at position 327 replaces Gly with the 3260 
hydrophobic, heavy side chain of Arg [g979a/Gly327Arg]. For this reason, the 3261 

likelihood of this mutation occurring, according to PAM250 matrix, is 10e-3. 3262 
Val731Ile appears but once in this experiment (Table 1), and yet is reported 16 times 3263 
in the 384 global full-genome EIV sequences; its putative impact on protein structure 3264 
and function could warrant further investigation. 3265 
4.2.10.2 Segment 2: PB1 3266 

First, the replacement of Gln with Arg at position 294 [a881g/Gln294Arg] in the PB1 3267 
protein is predicted to moderately alter the structure (φ = 46.2, ψ = 78.5) and 3268 
drastically shift the charge (isoelectic point = +7.54) of the immediate surroundings. 3269 
The second mutation in PB1, at position 618 [a1853g/Glu618Gly] has little 3270 
physiochemical impact on the protein, other than a change to local hydrophobicity. 3271 
While it appears in 16 of the 53 collected samples, it is not present in any of the 3272 
full-genome EIV sequences available on global databases. 3273 

Polymerase Basic Protein 1 Homolog 6QNW – B AlphaFold 

Mutation Charge Hydropathy Weight 

(Da) 

Isoelectric 

Point 

Type PAM 

250 

φ ψ φ ψ 

Gln294Arg 

a881g 

Neutral -3.5 146.15 3.22 Amidic 
1 46.2 78.5 -51.0 152.4 

Positive -4.5 174.20 10.76 Basic 

Glu618Gly 

a1853g 

Negative -3.5 147.13 5.65 Acidic 
0 1.0 1.0 0.0 0.0 

Neutral -0.4 75.07 5.97 Aliphatic 

Polymerase Basic Protein 2 Homolog 6QNW – C AlphaFold 

Mutation Charge Hydropathy Weight 

(Da) 

Isoelectric 

Point 

Type PAM 

250 

φ ψ φ ψ 

Gly327Arg 

g979a 

Neutral -0.4 75.07 6.06 Aliphatic 
-3 72.0 7.0 80.0 2.3 

Positive -4.5 174.20 10.76 Basic 

Val731Ile 

g2191a 

Neutral 4.2 117.15 5.96 Aliphatic 
4 -115.8 141.4 -86.6 123.0 

Neutral 4.5 131.18 6.02 Aliphatic 
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4.2.10.3 Segment 3: PA 3274 

Only one non-synonymous mutation was detected in the PA subunit of the 3275 
polymerase complex: g1180a/Asp394Asn. This residue is found in the PB1 binding-3276 
site, implying the potential for functional, phenotypic changes.  3277 

Polymerase Acidic Protein Homolog 6QNW – A AlphaFold 

Mutation Charge Hydropathy Weight 

(Da) 

Isoelectric 

Point 

Type PAM250 φ ψ φ ψ 

Asp394Asn 

g1180a 

Negative -3.5 133.10 2.77 Acidic 
2 1.0 1.0 -54.8 122.9 

Neutral -3.5 132.12 5.41 Amidic 

4.2.10.4 Segment 4: HA 3278 

Three viral haplotypes detected in the experiment show evidence of haemagglutinin 3279 
mutations: a1401c/Arg467Ser is found in all three haplotypes (E, G and M), while 3280 
haplotype G has an additional g431a/Gly144Asp mutation. The Gly144Asp singleton 3281 
is predicted to largely impact the rotation of atoms in the surrounding area, as well 3282 
as a shift in hydrophobicity and charge. This residue is within the well-described 3283 
antigenic site A of the HA1 head domain (Kawaoka et al., 1989; Webster & Laver, 3284 
1980). Thus, any conformational change to this sensitive region could potentially 3285 
alter the binding of the EIV haemagglutinin to host cell receptors and/or host 3286 
epitope-binding immune molecules; both possibilities would have a dramatic effect 3287 
on viral fitness. 3288 

Haemagglutinin Homolog   

4UNW 

AlphaFold 

Mutation Charge Hydropathy Weight 

(Da) 

Isoelectric 

Point 

Type PAM 

250 

φ ψ φ ψ 

Gly144Asp 

g431a 

Neutral -0.4 75.07 5.97 Aliphatic 
1 -101.0 140.6 95.7 3.3 

Negative -3.5 133.10 2.77 Acidic 

Arg467Ser 

a1401c 

Positive -4.5 174.20 10.76 Basic 
0 -94.6 111.6 62.2 32.7 

Neutral -0.8 105.10 5.68 Hydroxylic 

The more abundant mutation in our dataset, Arg467Ser, has similarly large effects 3289 
on the rotational orientation of the residue. This residue is located on the stalk 3290 
domain of haemagglutinin, though before the transmembrane portion of the stalk 3291 
and so is not expected to alter function or efficiency of the viral protein. 3292 
4.2.10.5 Segment 5: NP 3293 

The g1445a/Ser482Asn mutation found in the viral nucleoprotein is the second most 3294 
abundant mutation observed in our dataset. It is predicted to have large effects on 3295 
the spatial conformation of the protein (φ = -86, ψ = 92) but otherwise the wild-3296 
type (Ser) and mutant (Asn) residues have similar physiochemical properties.  3297 

Nucleoprotein Homolog 2IQH AlphaFold 

Mutation Charge Hydropathy Weight 

(Da) 

Isoelectric 

Point 

Type PAM250 φ ψ φ ψ 

Neutral -0.8 105.09 5.68 Hydroxylic 
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Ser482Asn 

g1445a 

Neutral -3.5 132.12 5.41 Amidic 1 -86.0 92.0 -57.8 145.1 

4.2.10.6 Segment 6: NA 3298 

The two non-synonymous mutations reported in segment six, a1024g/Lys342Glu and 3299 
t1385c/Ile462Thr, neither change the structure of the protein (referring to their φ 3300 
and ψ angles) or are less likely to be substituted for this residue than any other. 3301 
They are, thus, not expected to affect protein function. The likelihood that Lysine 3302 
is replaced by Glutamine, or that Isoleucine is replaced by Threonine, due to 3303 
similarities in residue properties, rather than being substituted due to chance, is 3304 
zero (as represented by their PAM250 score of 0).  3305 

Neuraminidase Homolog 5HUK – A AlphaFold 

Mutation Charge Hydropathy Weight 

(Da) 

Isoelectric 

Point 

Type PAM 

250 

φ ψ φ ψ 

Lys342Glu 

a1024g 

Positive -3.9 146.19 9.74 Basic 
0 1.0 1.0 0.0 0.0 

Negative -3.5 147.13 5.65 Acidic 

Ile462Thr 

t1385c 

Neutral 4.5 131.18 6.02 Aliphatic 
0 1.0 1.0 0.0 0.0 

Neutral -0.7 119.12 5.60 Hydroxylic 

4.2.10.7 Segment 7: MP 3306 

The single mutation seen in segment seven is minor; Threonine and Alanine have 3307 
relatively similar physio-chemical properties and so are not expected to substantially 3308 
alter the protein structure or function. This mutation is transient, vanishing from 3309 
the population by the end of the experiment. 3310 

Matrix Protein 1 Homolog 1EA3 AlphaFold 

Mutation Charge Hydropathy Weight 

(Da) 

Isoelectric 

Point 

Type PAM 

250 

φ ψ φ ψ 

Thr140Ala 

a418g 

Neutral -0.7 119.12 5.6 Hydroxylic 
1 -1.0 -1.0 -61.8 -39.2 

Neutral 1.8 89.09 6.0 Aliphatic 

4.2.10.8 Segment 8: NS 3311 

No non-synonymous mutations were detected in segment 8. 3312 
The eleven non-synonymous mutations observed are expected to have a range 3313 

of effects on protein structure and function. Some are minimal; for example, NA-3314 
Ile462Thr involves substitution with a residue with similar chemical properties and 3315 
from in silico testing is not expected to alter protein structure, although this may 3316 
be confounded by its location at the end of the protein chain Other mutations, 3317 
however, do show a proclivity for structural and functional changes; in 3318 
haemagglutinin the Gly144Asp mutation causes a substitution with a residue almost 3319 
twice as large (75kDa to 133kDa) and with a much more acidic isoelectric point (5.97 3320 
to 2.77) leading to a large shift in protein structure around this site. 3321 
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4.3 Discussion 3322 

From the 53 sequences collected over the course of this transmission study, I 3323 
sought to understand possible changes to viral genomes while being transmitted 3324 
through vaccinated and unvaccinated hosts. After assembling the sequences and 3325 
reporting mutations within the alignment, I addressed the problem from a range of 3326 
angles. First, I used a phylogenetic approach whereby the sampled sequences were 3327 
analysed to determine whether host immunity or transmission chain could explain 3328 
genetic changes. 3329 

The putative impacts of mutations on EIV protein structure and function were 3330 
analysed next; tools qualifying protein properties, surface availability and 3331 
propensity for interaction with host immune molecules and cells were used to 3332 
characterise each of the ten major EIV proteins residue-by-residue. With these 3333 
features described, in silico experiments were used to explore putative effects that 3334 
non-synonymous mutations may have on EIV replicative fitness. Would certain amino 3335 
acid substitutions alter how exposed a region of the protein was, and would that 3336 
impact the binding of antibodies? 3337 

An important aim I had for this work was to create high quality models of the 3338 
EIV proteome, which had previously consisted of only a single crystal-resolved 3339 
haemagglutinin structure. Establishing Equine Influenza Virus H3N8 as a suitable 3340 
model virus was necessary were these findings to be applicable to influenza 3341 
epidemiology as a whole. By estimating the structures of EIV proteins, these models 3342 
could then be compared to resolved IAV proteins to determine their similarity and 3343 
hence whether these results could potentially apply to other IAVs. This meant 3344 
estimating and validating structures from assembled genomic sequences, before 3345 
undertaking a comparative analysis with other IAV proteins and finally performing in 3346 
silico experiments simulating the effects of non-synonymous mutations on protein 3347 
structure. Ultimately, most of the major proteins of EIV were estimated with great 3348 
confidence (>70% pLDDT) and were found to closely resemble crystal structures of 3349 
other IAV proteins. 3350 
4.3.1 Sequence Analysis 3351 

4.3.1.1 Mutations detected 3352 

Collating consensus sequences from the nasal swabs of horses infected with 3353 
EIV, I observed 21 mutations across the 13kb viral genome. The majority of these 3354 
mutations (n = 16) were singletons, though two appeared independently in both 3355 
transmission chains: PA-c201t and HA-a1401c. Both populations homogenised upon 3356 
infecting immunologically naïve hosts, resulting in two distinct end-point virus 3357 
populations: F became fixed in the single group and J in the multi group. Viruses in 3358 
VS hosts were attempting to circumvent strain-specific adaptive immune recognition 3359 
whereas in the VM hosts, the breadth of immunologic memory appeared to create an 3360 
environment with weaker selective pressures for infecting viruses. Greater viral 3361 
population, fewer fixed mutations and a slightly slower branch rate in viruses from 3362 
the VS hosts indicate lower selective pressures in these hosts.  3363 
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The appearance of the non-synonymous HA-a1401c/Arg467Ser mutation in 3364 
both transmission chains is surprising. For a mutation to appear de novo at the 3365 
consensus level in three individuals (Mul_3A, Mul_4A and Sin_2B) suggests either low 3366 
levels of circulation in the original inocula or a selective pressure for its creation in 3367 
the viral population. It is notable that this mutation is a transversion, a 3368 
comparatively unlikely form of point-mutation. 3369 
4.3.2 Phylogenetic Analyses 3370 

Analysing the phylogenetic trees of viruses from each transmission group, we 3371 
estimate a higher mutation rate in viruses of the single group than of the multi group 3372 
(1.57e-3 and 8.77e-4 substitutions per annum respectively), though these differences 3373 
are not statistically significant. These values align with previously published 3374 
substitution rates of influenza A viruses (Lloyd et al., 2011; Murcia et al., 2013). 3375 
Though the rates are similar, viruses in the single group appear to change faster than 3376 
those in the multi group; one possible reason for this is the greater selective pressure 3377 
placed upon viruses that are infecting a host with pre-existing immunity. As the 3378 
shedding analysis showed, viral populations of hosts in the single group were smaller 3379 
than those in the multi chain. Hence, we assume that the single group viruses 3380 
encountered more barriers to replication (namely a primed adaptive immune 3381 
response). A greater mutation rate may be taken as evidence of the virus attempting 3382 
to adapt to this challenge. In the multi group, it may be hypothesised that viruses 3383 
did not have to contend with the same degree of immune recognition.  3384 

Viruses appear to face different challenges across each transmission chain. In 3385 
vaccinated hosts of the single chain, the immune system is primed to specifically 3386 
combat the challenge strain. Thus, we could expect strong, specific adaptive 3387 
immune responses when these hosts are naturally infected by the challenge strain. 3388 
In the shedding analyses, vaccinated hosts did have lower viral loads than naïve 3389 
hosts. Vaccinates in the multi chain have a broad history of IAV exposure. Original 3390 
Antigenic Sin theory hypothesises that the multiple exposures will confound the 3391 
specificity of antibody binding, decreasing the protective response. This certainly 3392 
matches the patterns seen in the viral load and evolutionary rate of these viruses, 3393 
suggesting an increased viral population size and lesser selective pressure compared 3394 
to the single transmission group. As vaccinated hosts in the single group (VS) had 3395 
already been exposed to antigens from the challenge strain (Newmarket/5/03) five 3396 
times over the previous year, their adaptive immune systems were primed to 3397 
respond rapidly when they were naturally infected by a virus derived from lab-grown 3398 
Newmarket/5/03 EIV. It is supposed then that viruses in VS hosts experience 3399 
different selective pressures to those in VM hosts; the rapid activation of adaptive 3400 
immunity causing viruses in VS hosts to diversify to a greater degree, in order to 3401 
escape elimination. 3402 
4.3.3 Selection Analyses 3403 

Multiple algorithms were used to examine the viral evolution for evidence of 3404 
purifying/negative or enriching/positive selection. As many of these sequences show 3405 
little diversity overall, the analyses were not well powered to detect selection. Sites 3406 



   
 

110 
 

that appeared to be under selection were the negatively selected synonymous 3407 
mutation PB1-Gly500 as well as the positively selected HA-Gly144Asp and NP-3408 
Ser482Asn. Individual sites throughout the protein were found to differ in their levels 3409 
of selection, indicating these sites may play an important role in protein function 3410 
and, therefore, warrant functional studies.  3411 
4.3.4 Consensus Diversity 3412 

The population diversity, as measured by Shannon Entropy, was greater in the 3413 
vaccinated hosts than in naïves in each transmission chain. Perhaps unexpectedly, 3414 
NM hosts had the lowest overall diversity; I attribute this to the vastly different 3415 
selective pressures between the two groups. The strong adaptive immune response 3416 
in vaccinated hosts already primed to EIV infection subdues viral replication and 3417 
thus, in theory, the viruses endure greater mutational plasticity to attempt to adapt 3418 
to the challenge. Contrary to Shannon Entropy, other diversity metrics do not 3419 
necessarily estimate that the highest diversity is found in NM hosts. Tajima’s D, as 3420 
estimated by PoPoolation, observes diversity twice as high in hosts of the single 3421 
group to those in the multi group. 3422 

While univalent vaccines are obviously better at granting protective immunity 3423 
against specific strains of EIV (as seen previously by the viral load), they clearly are 3424 
unable to provide fully neutralising immunity. They in fact appear to be driving the 3425 
diversification of viruses; applying strong selective pressures. Similar levels of 3426 
diversity in both vaccinated and unvaccinated hosts of the multi-strain group 3427 
suggests that selective pressures for the virus were not associated with vaccination 3428 
status in this group. Alternatively, viral genomes collected from horses vaccinated 3429 
with a univalent vaccine (VS) have four-fold higher diversity than unvaccinated hosts 3430 
in the same transmission group. This indicates a much greater challenge for viruses 3431 
replicating in VS hosts than in unvaccinated hosts; viruses appear to be diversifying 3432 
greatly in order to attempt to overcome host adaptive immune selection. Such a 3433 
dramatic response is not however seen in the multivalent vaccine group (VM), 3434 
possibly due to less concerted immune activation.  3435 
4.3.5 Protein Analyses  3436 

Coding sequences from the consensus genomes were translated in silico to 3437 
protein sequences and additional tests of protein properties were carried out. Many 3438 
tools exist hosted on web servers to estimate the properties of proteins from their 3439 
primary structure alone. These bioinformatic tools were first used to simply assess 3440 
basic properties such as weight, charge and hydrophobicity of each of the ten main 3441 
EIV proteins. Though easily obtained, these features were not published for H3N8 3442 
viruses, and therefore I saw a gap in the knowledge base. Beyond this, however, 3443 
measuring the properties of H3N8 EIV allowed for comparison with other, more 3444 
popularly studied IAV. As this study is in large part meant to be applicable to the 3445 
dynamics of all mammalian influenza viruses, knowing how similarly H3N8 EIV 3446 
proteins resembled the proteome of other IAV subtypes granted us some validity in 3447 
applying our conclusions to epidemiological and evolutionary dynamics of influenza 3448 
in general.  3449 
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4.3.6 Antigenicity 3450 

The reported non-synonymous mutations in the surface proteins HA and NA 3451 
are expected to have little effect on protein antigenicity. Despite substantially 3452 
different physio-chemical properties and a large change in predicted twist angles, 3453 
the two mutations in HA (Gly144Asp and Arg467Ser) have an equal likelihood of 3454 
arising (according to a PAM250 matrix). Furthermore, selection is only detected at 3455 
the first mutation (Gly144Asp), which is estimated to have no impact on the 3456 
antigenicity of the protein as a whole. Both NA mutations resulted in a decrease in 3457 
predicted antigenicity, despite little to no impact on the protein structure. This is 3458 
mirrored in calculating the probability of each site to be an epitope; only NA 3459 
Lys342Glu had a substantially different epitope score (a decrease in probability of 3460 
14%) and was estimated to no longer be an epitope. The impact of this Lys342Glu 3461 
substitution in neuraminidase implies a shift towards immune evasion, evidenced by 3462 
lowered availability of the site to immune cells plus decreased antigenicity.  3463 
4.3.7 Structural Modelling 3464 

One novel finding presented here is the structural modelling of the whole EIV 3465 
proteome. Only a single EIV protein structure, haemagglutinin, has thus far been 3466 
resolved by crystallography. The remaining major proteins of equine H3N8 have thus 3467 
relied on homologous protein structures for any structural analyses. An aim of this 3468 
study was to obtain reliable and accurate predictions of protein structures using in 3469 
silico modelling. Actual crystallographic resolution of proteins is an expensive and 3470 
time-consuming labour requiring highly-skilled technicians; modelling in silico can 3471 
grant us a reasonably trustworthy structure with limited time and expense. With 3472 
dependable protein structures, analyses such as targeted drug/antibody 3473 
manufacture or binding-affinity can help elucidate protein activity and inform on 3474 
treatment of viral infections. 3475 

Though carried out in silico, with all the caveats accompanying such 3476 
modelling, I present characterisation of the ten main proteins of the EIV proteome 3477 
with corresponding properties and localisations. Understanding the placement and 3478 
properties of these viral proteins enables comparative approaches between EIV and 3479 
other influenza A viruses, and further broadens the use of EIV to model other IAV 3480 
systems. 3481 

The equine influenza virus proteome has not, as of yet, been fully resolved 3482 
and much of what is known is inferred from studies of other IAV; the mapping of 3483 
antigenic sites on EIV H3N8 haemagglutinin, for example, is based on H3 3484 
haemagglutinin subtypes from human infections. Hence, generating 3D structural 3485 
models from the high-quality genomic sequences obtained over the transmission 3486 
experiment was an important contribution I sought to add to the knowledge base of 3487 
EIV biology. I obtained mixed results in terms of the reliability of structural 3488 
predictions; transmembrane homopolymers (HA, NA and M2) were particularly 3489 
difficult for AlphaFold to reliably model, despite finding highly homologous 3490 
sequences for each of these proteins. It is recognised that transmembrane proteins 3491 
are difficult to model in this way due to the complexities of protein-lipid 3492 
interactions.  3493 
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4.3.8 Structural Analyses 3494 

Using Ramachandran (twist) angles of amino acid chains, I examined the 3495 
structural impacts of non-synonymous mutations. I decided to use two versions of 3496 
the seven proteins in which non-synonymous mutations were reported, first fully-3497 
resolved influenza homologs and secondly the in silico structural EIV models. The 3498 
positioning effect of an amino acid substitution can indicate whether the mutation 3499 
impacts the protein tertiary or quaternary structure. The first observation was the 3500 
difference in twist angles (ψ and φ) when estimated on homologous IAV proteins 3501 
compared to those estimated on the in silico EIV structural models. These disparities 3502 
indicated either a poorly modelled structure, which contradicted the results seen 3503 
with the LDDT plots (Figure 4.12), or that the homologs are sufficiently different 3504 
from the EIV proteome to cause errors in structural analysis. 3505 
4.3.9 Physio-chemical Differences in Non-synonymous Mutations 3506 

Having explored evolutionary and viral load trends of samples, I then 3507 
referenced potential functional changes to the observed non-synonymous mutations 3508 
of EIV proteins. The eleven non-synonymous mutations detected throughout our 3509 
transmission experiment range from large impacts on local protein structures to 3510 
substitutions by amino acids with very similar residue properties. Further laboratory 3511 
work on these candidate mutations is needed in order to investigate possible 3512 
phenotypic effects on protein function and fitness. 3513 
  3514 
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5 Influenza Virus Evolution at the Sub-consensus 3515 

Level 3516 

As in the chapter above, studies often simplify genomic sequences to create a consensus genome, the 3517 
most abundant viral genome is assumed to represent all of the viruses within a sample. Realistically 3518 
however, the error-prone replication of influenza virus genomes leads to heterogeneous populations 3519 
within infected hosts. In an attempt to capture some of this heterogeneity, virus genomes present at 3520 
frequencies below the dominant genome were examined from horses in two transmission experiments. 3521 
Sub-consensus genomes collected from hosts on multiple days and from hosts connected in a 3522 
transmission chain allowed for the study of intra-host and inter-host diversity of influenza viruses. These 3523 
data also enabled the estimation of the size of the transmission bottleneck; how many viruses needed 3524 
were needed to establish an infection that reflected the observed genetic diversity. Contrary to the 3525 
patterns seen in the consensus data, vaccinated hosts had much lower diversity of sub-consensus 3526 
genomes suggesting that the application of strong selective pressures such as host adaptive immune 3527 
response created environments unfavourable to broad diversification. 3528 

5.1 Introduction 3529 

5.1.1 Reporting sub-consensus viral genomes  3530 

With the development of deep-sequencing tools and metapopulation genetics, 3531 
we are now able to see the genetic diversity of both intra- and inter-host pathogen 3532 
populations (Gallagher et al., 2018; Gelbart et al., 2020; Lauring, 2020; Nelson & 3533 
Hughes, 2015). Next-generation sequencing (NGS) technologies and the genome 3534 
assembly bioinformatic processes are now sensitive enough to account for 3535 
experimental error when assembling read libraries. This enables sub-consensus 3536 
mutations to be recognised with some confidence that the variation is not generated 3537 
by erroneous sampling (McCrone et al., 2020).  3538 

The mutant spectra present in an infected individual can have a range of 3539 
clinical and public health repercussions (Domingo & Perales, 2019). One example of 3540 
this is in chronic viral infections like HIV, where the emergence of drug-resistant 3541 
strains can quickly dominate the overall viral population. Thus, combination 3542 
treatments are required to combat the dominance of drug-resistant viruses. Rather 3543 
than preventing such resistant strains from emerging, a combination of therapeutics 3544 
with differing mechanisms of action can ensure that when sub-consensus variants 3545 
that are resistant to one drug appear, there are multiple other anti-retrovirals 3546 
restricting their proliferation. This highly-active anti-retroviral therapy (HAART) 3547 
usually consists of at least one reverse transcriptase inhibitor in combination with 3548 
an inhibitor of viral protease and/or integrase proteins (Waters et al., 2016).  3549 

 The diversity generated during infection of hosts provides the “raw material” 3550 
for global genetic drift (Rodríguez-Nevado et al., 2018; Simmonds et al., 2019). 3551 
Understanding the causes and consequences of viral mutant spectra is obviously 3552 
important for virologists, public health workers and clinicians (Houlihan et al., 2018; 3553 
Kwong et al., 2015); but how do we actually detect and observe them? By definition, 3554 
genomes with sub-consensus mutations are a small minority of the overall population 3555 
and so conventional genome amplification and sequencing techniques do not reliably 3556 
amplify all of the genomes present equally and may display biases in the sequences 3557 
they enrich. Many bioinformatic procedures were designed specifically to exclude 3558 
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spurious outliers, so how then do we obtain this information from a viral sample such 3559 
as a clinical specimen? Balancing the need for preserving data present at very low 3560 
proportions while also ensuring that sample-preparation and technical errors are 3561 
minimised is thus a key function of bioinformatic processing pipelines. Many 3562 
pipelines incorporate sequence metadata (base quality [Phred score], read quality 3563 
[Q score] and, if possible, strandedness [0-100%]) into their assignment of ‘variant’ 3564 
or ‘error’. 3565 

Further, the epidemiological mechanisms in which these variants are 3566 
maintained, transmitted and/or lost from the viral population can illuminate specific 3567 
evolutionary bottlenecks that viruses experience as they infect subsequent hosts 3568 
(Sobel Leonard et al., 2017; Stack et al., 2013). Referencing the term used in macro-3569 
ecology, a genetic bottleneck describes an event that severely reduces the amount 3570 
of genetic diversity within a population (Ørsted et al., 2019; Rees et al., 2009). In 3571 
obligate parasitic pathogens, such events occur during transmission, as well as when 3572 
migrating between host body compartments, wherein a subsection of the population 3573 
in one host leaves to establish infection in a secondary host. These bottlenecks can 3574 
be heavily influenced by the transmission route. A pathogen spread through close-3575 
contact over a long period of time (Frothingham, 1999), such as Mycobacterium 3576 
leprae causing Hansen’s Disease (neé leprosy) is afforded ample opportunities for 3577 
multiple cumulative transmission events that have a higher chance of sharing the 3578 
within-host diversity of the bacterium leading to conserved bacterial populations 3579 
(Weng et al., 2011). In contrast, fomite transmission of an acute respiratory virus 3580 
such as IAV is limited to a snapshot of the viral population present in the upper 3581 
respiratory tract at a time when a suitable surface is seeded (Bean et al., 1982; 3582 
Thompson & Bennett, 2017; Wißmann et al., 2021). Selective pressures enacted 3583 
upon viruses undergoing transmission bottlenecks shape the overall epidemic viral 3584 
population; they may also influence which mutations can become fixed in the 3585 
broader viral population (Johnson & Ghedin, 2020; Sigal et al., 2018). Some viruses, 3586 
notably HIV, even display distinct transmission phenotypes which have only been 3587 
observed through low-frequency variant (LFV) analyses (Kariuki et al., 2017). 3588 

Once a sizeable proportion of the total viral population has been sampled and 3589 
sequenced, bioinformatics tools must then distinguish mutant variants from the 3590 
consensus genome while excluding variation caused by experimental/sequencing 3591 
error. Due to the sheer quantity of viral genomes in most viral samples, most 3592 
minority variants fall below a set threshold and thus are excluded from analysis. This 3593 
threshold varies depending on the efficacy of the genome amplification technique 3594 
and the specificity of the sequencing procedure but, as a standard, most labs place 3595 
a cut-off value at genomes that constitute less than 1% of the total viral population 3596 
meta-genome after amplification (Domingo et al., 2017; Lauring, 2020).  3597 

Deep sequencing technologies can generate deep-sequence data and illustrate 3598 
the genetic composition of samples at very high coverage. Deep-sequencing 3599 
approaches enable the detection of rare variants in samples, but can also have the 3600 
undesired effect of generating and amplifying sequencing errors and artefacts. 3601 
Distinguishing real variants from such noise is not straightforward. Errors in 3602 
sequencing can arise at many steps, commonly during reverse transcription, PCR 3603 
amplification and the sequencing process itself; most deep sequencing pipelines can 3604 
now reliably detect variant genomes present at or above only 1% proportion of a 3605 
sample (Xue et al., 2018). Following these variants throughout the course of disease 3606 
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in an infected individual can help infer transmission events (De Maio et al., 2016, 3607 
2018) and even assist in estimating transmission trees (Campbell et al., 2019). As 3608 
genetic sequencing technologies improve, the ability to explore the dynamics of viral 3609 
diversity within hosts is expanding, held back only by the limitations of 3610 
informatically distinguishing technical errors from true, naturally occurring 3611 
mutations. 3612 
5.1.2  Influenza Within-host Variation 3613 

Influenza A Viruses have high mutation rates (10e-4 to 10e-5 substitutions per 3614 
nucleotide per replication (Lauring, 2020; McCrone et al., 2020)), caused by their 3615 
large population sizes, rapid replication and low-fidelity polymerase (Dunham et al., 3616 
2009; Grear et al., 2018; Smith et al., 2009). Over an acute IAV infection, viral load 3617 
averages between 105 and 107 copies/µl (Hughes et al., 2012; Neira et al., 2016; 3618 
Ward et al., 2004), so we can expect to observe significant variation during 3619 
infection. The proclivity of these viruses to mutate means that the viral population 3620 
within an individual is often genetically distinct enough to form a viral cloud, or 3621 
mutant swarm (Ørsted et al., 2019) in which subsections of the population may 3622 
exhibit stark differences to the parsimonious consensus of all genomes in the 3623 
population. 3624 

However, the actual impact of genomic variability of RNA viruses in terms of 3625 
influencing pathogenic outcomes is poorly understood (Jombart et al., 2014). 3626 
Mutations in all influenza proteins occur at an observable rate within a single host 3627 
(Chen & Cui, 2017; Illingworth & Mustonen, 2012; Kenah et al., 2016). But how 3628 
relevant is this diversity on an epidemiological scale given that the vast majority of 3629 
mutations observed at the consensus level are transient? Previous transmission 3630 
studies have implicated hosts with chronic influenza as being disproportionate 3631 
sources of IAV evolution on a global scale (Houlihan et al., 2018). Hypothesising that 3632 
lessened selective pressures enacted by weaker immune responses in addition to the 3633 
longer period of disease in chronically infected hosts simply allows for more 3634 
mutations to both appear de novo and to survive. Indeed, Lumby et al. (2020) 3635 
reported that long, non-acute IAV infections allow for greater periods of time for 3636 
selective forces to act upon viral populations. However, as chronic infections form 3637 
a minority of overall influenza infections in any host population, tracking mutations 3638 
through immunocompetent hosts to observe whether sub-consensus variation is 3639 
stochastic or driven directionally may provide insight into the way within-host 3640 
variation can shape influenza virus population structures. 3641 

Viruses exist in an ecological community; virions will be infecting host cells 3642 
amidst a plethora of other competing, complementary and/or antagonistic viruses 3643 
and bacteria present in the host mucous membranes. Additionally, once infection 3644 
with a particular virus is established, the diverse range of progeny from that virus 3645 
will also be interacting with each other, often competing but in some instances 3646 
playing a complementary role (Leeks et al., 2018). The diverse mutant spectra 3647 
generated in an infected host are then subject to selective pressures within the host 3648 
(Bessière & Volmer, 2021).  3649 

Key to understanding and measuring this range of sub-consensus viral genomes 3650 
are the methods which may be used for quantifying genetic diversity. Myriad 3651 
methods of describing diversity exist, scaling in complexity and abstraction, many 3652 
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of which are leveraged from studies of macro-organism ecology (Reeve et al., 2014). 3653 
Commonly used methods, however, range from counts of non-reference nucleotides 3654 
(such as Mutational Frequency or Simpson’s Index) to more complex methods 3655 
accounting for unequally polymorphic sites (per-site Shannon Entropy) or for 3656 
sampling bias (nucleotide π distance) (Fuhrmann et al., 2021). 3657 

Previous studies have shown that despite the relatively high de novo mutation 3658 
rate of most IAV, those mutations arising later in infection have a much lower chance 3659 
of surviving to be transmitted to a secondary host (Sigal et al., 2018). Hence, though 3660 
traditionally associated with rapid mutation, within-host diversity of influenza A 3661 
viruses is generally low (Xue & Bloom, 2019).  3662 

An important caveat of these and other studies is that measurements of viral 3663 
population diversity are reliant on a subsample of genomic information taken at a 3664 
specific point in time (Bessonov et al., 2020; Didelot et al., 2017; Houldcroft et al., 3665 
2017). Genetic diversity over the course of infection in a single host (from exposure 3666 
to colonisation, infection, possible transmission events and finally clearance/death) 3667 
fluctuates in response to host environments and both intra- and inter-species 3668 
competition (Pauly et al., 2017; Poon et al., 2016).  3669 
5.1.3 Transmission Bottlenecks of Naturally Transmitted EIV  3670 

Transmission events of pathogens are both a necessity for continued infection, 3671 
and thus survival, and a huge disruption to population dynamics. A subset of viral 3672 
particles leaves the current host, seeds an infection in a new host and becomes a 3673 
founder population in this secondary host. This founder population is composed of a 3674 
collection of viral genomes that may be wholly unrepresentative of the population 3675 
size, diversity and even phenotype of viruses in the donor host. In addition to 3676 
impacting population dynamics of viruses, transmission bottlenecks can also 3677 
illustrate putative links in epidemiological networks. Influenza A viruses usually 3678 
experience relatively tight bottlenecks (Sobel Leonard et al., 2017; McCrone & 3679 
Lauring, 2018), measured at between 1 and 5 viral particles in ferrets, mice and 3680 
guinea pigs (Bergstrom et al., 1999; Varble et al., 2014). Some estimates, like results 3681 
obtained by Sobel Leonard et al. (2017), have shown that bottlenecks between 3682 
human transmission pairs range from 100 to 200 IAV particles. However, these large 3683 
values have since been re-examined and have been shown to be erroneous due to 3684 
contamination within read-pairs (Sobel Leonard et al., 2019). The actual values are 3685 
much lower, below ten particles and are comparable with the studies presented 3686 
above. 3687 

Further, the epidemiological mechanisms by which these variants are 3688 
maintained, transmitted and/or lost from the viral population can tell us a great 3689 
deal about the specific evolutionary bottlenecks viruses experience as they infect 3690 
subsequent hosts (Sobel Leonard et al., 2017; Stack et al., 2013). Selective pressures 3691 
enacted upon viruses undergoing transmission bottlenecks shape the overall 3692 
epidemic viral population and determine which mutations become fixed in the 3693 
broader viral population (Johnson & Ghedin, 2020; Sigal et al., 2018). Some viruses, 3694 
notably HIV, even display distinct transmission phenotypes which have only been 3695 
observed through low-frequency analyses (Kariuki et al., 2017). 3696 

Most notably, due to its importance, HIV-1 infection is an exemplar culmination 3697 
of all the dynamics discussed thus far (Mak et al., 2020). Lots of variant genomes 3698 
appear below consensus level within infected hosts (Frost et al., 2018; Theys et al., 3699 
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2018), requiring multiple chemotherapeutics with overlapping mechanisms of action 3700 
(highly-active anti-retroviral therapy [HAART]) to combat the emergence of drug-3701 
resistant strains (Power et al., 2016). Additionally, studies of the transmission 3702 
bottleneck show distinct phenotypes, from those surrounding the transmission event 3703 
(associated with host colonisation) to those present in established infections (Kariuki 3704 
et al., 2017; Zwart & Elena, 2015). Finally, detailed HIV-1 transmission networks 3705 
have been made at varying scales, utilising epidemiological and genetic data, to 3706 
reconstruct transmission trees. These have been used for research, public health 3707 
and even legal purposes,  showing the interplay of within- and between-host 3708 
evolution in shaping HIV-1 population dynamics. Lessons learned from other viral 3709 
systems can provide insight into dynamics of influenza A infections despite 3710 
differences in pathology, epidemiology and biology between the viruses (Giardina et 3711 
al., 2017; Yu et al., 2018). 3712 
5.1.4 Aims 3713 

With the diverse composition of variants in EIV populations during natural 3714 
transmission chains, I aimed to understand the role of transmission bottlenecks in 3715 
shaping the evolution of influenza viruses. Furthermore, as hosts had heterogeneous 3716 
immune experiences (naïve or vaccinated with either exclusively immunogens 3717 
matching the challenge strain or alternatively, a range of four EIV) differing adaptive 3718 
immune responses may also be reflected in viral populations. Thus, I shall see the 3719 
fate of genetic diversity within hosts, and use this diversity to quantify transmission 3720 
bottlenecks, in order to understand the limitations and influences that transmission 3721 
bottlenecks place on viral evolution. 3722 

Myriad ways exist to extract these variants from the oft-times deep read 3723 
libraries generated by deep sequencing. First, I explore a range of publicly available 3724 
tools designed to extract such variants from large viral genomic assemblages. In 3725 
comparing these tools, I process a range of datasets using bioinformatic tools with 3726 
default settings. The use and analysis of such deep-sequencing data can vary 3727 
dramatically depending on the experimental procedure, sequencing technology and 3728 
bioinformatic pipelines used, so multiple datasets were selected in an effort to 3729 
account for this variation. To establish this, five control datasets were chosen in 3730 
order to test scenarios with simple, regular mutations up to complex sequence 3731 
libraries collected from clinical samples. Both publicly available sequence data and 3732 
read libraries simulated in silico with ART-Illumina datasets were used and thus both 3733 
represents real and synthetic sequences of Influenza A viruses.  3734 

Their segmented genome and overlapping reading frames provide sizeable 3735 
processing challenges to tools, many of which may be capable only of analysing more 3736 
basic, linear genomes, or indeed are not designed for viral genomes at all.  3737 

In the following comparative analysis of published variant call tools, I aim to 3738 
select one or more variant call tools (VCT) suitable for examining EIV sequences 3739 
obtained from two transmission experiments. Experimentally testing the advantages 3740 
and disadvantages of an array of tools, I then establish a bioinformatic pipeline with 3741 
which to process H3N8 EIV sequences and document the emergence, elimination and 3742 
fluctuation of low-frequency variants along natural transmission chains. 3743 
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In order to examine these evolutionary and transmission dynamics, deep-3744 
sequencing data from the above transmission experiment collected by daily nasal 3745 
swabs allowed the tracking of the trajectories of viral variants within and between 3746 
hosts. From these highly detailed descriptions of viral populations, sub-consensus 3747 
variation was examined, with additional detailed investigations at sites of known 3748 
consensus polymorphisms. The depth of genomic detail also enabled estimation of 3749 
transmission bottleneck sizes. By utilising the beta-binomial modelling of Sobel 3750 
Leonard et al. (2017), differences between two populations of viral genomes can be 3751 
compared; the proportion of shared variants and the frequency at which they appear 3752 
can estimate how many genomes passed from one population to the other. As I have 3753 
at least two samples from most individuals, this enabled quantification of within-3754 
host transmission events, where the “donor” and “recipient” hosts were samples 3755 
from the same individual on dayx and dayx+1, and inter-host transmission events. 3756 

5.2 Methods 3757 

5.2.1 Comparative Analyses of Variant Call Tools 3758 

5.2.1.1 Control Datasets 3759 

To thoroughly evaluate variant calling tools across a breadth of increasingly 3760 
complex datasets, a dataset of simulated influenza reads was created and combined 3761 
with four previously published influenza deep sequence datasets:  3762 
 3763 
Simulated Dataset 3764 

ART sequence simulator by Huang et al. (2012) is able to produce deep 3765 
sequence read data synthesised from sample reference genome and defined Illumina 3766 
machine error profile data. In doing so, ART is able to produce single-end or paired-3767 
end reads with the error rates seen in sequencing technologies. In silico generated 3768 
sequences with mutations spiked at known, regular intervals and proportions were 3769 
created under two Illumina sequencing procedures, a single-end (Illumina Genome 3770 
Analyser II – library “GA2”) and a paired-end (Illumina NextSeq – library “NS50”). 3771 
Both simulated libraries were based on A/Equine/Newmarket/2003 (H3N8) to get 3772 
datasets of non-human IAV reads. Mutant reads contained nucleotide substitutions 3773 
every 50, 100 and 200 bases and comprised 5%, 10% and 25% of the total reads in the 3774 
sample, respectively. A full diagram of where mutations are spiked into the genome 3775 
is shown in Supplemental Figure 5.1.  3776 
Sample Dataset 1 (McCrone16) 3777 
Measurements of Intrahost Viral Diversity Are Extremely Sensitive to Systematic 3778 
Errors in Variant Calling: Bioproject PRJNA317621 3779 

The samples published in this dataset are all lab-grown IAVs adapted from 3780 
A/WSN/1933 (H1N1). They have a range of viral population sizes, as determined by 3781 
copy number. Twelve samples published from in vitro mutagenesis experiments 3782 
were selected, with known variant frequencies and positions. Proportions of variant 3783 
bases ranged from 0.2% to 5% at designated variant sites. Each library was pooled 3784 
for the removal of adapters by gel isolation with the GeneJet gel extraction kit prior 3785 
to sequencing by an Illumina HiSeq 2500, with 2×125 paired-end reads. Additionally, 3786 
twenty nucleotide mutations were experimentally spiked into A/WSN/1933 (H1N1) 3787 
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viral genomes with a pHW2000 reverse-genetics system, listed below. These mutant 3788 
genomes were then mixed with wild-type genomes in known concentrations to 3789 
create samples wherein 2%, 1%, 0.5% or 0.2% of the genomes present carried these 3790 
20 mutations. The results of the authors’ variant calls (using the tools deepSNV and 3791 
LoFreq) were then compiled into a CSV file which was then used to create a 3792 
reference 3793 
(https://github.com/lauringlab/Benchmarking_paper/blob/master/data/process/23794 
015-6-23/Variants/all.sum.csv).  3795 

1. PB2: a1854g, a440t and a1167t; 3796 
2. PB1: g599a, g1764t and t1288a;  3797 
3. PA: t964g, t237a and a1358t;  3798 
4. HA: t1583g, g1006t and g542t;  3799 
5. NP: a454c and a1160t;  3800 
6. NA: g1168t and c454t;  3801 
7. MP: t861g and a541c;  3802 
8. NS: g227t and a809g 3803 

 3804 
Sample Dataset 2 (McCrone18) 3805 
Stochastic Processes Constrain the Within and Between Host Evolution of Influenza 3806 
Virus: Bioproject PRJNA412631 3807 

Influenza virus samples were collected from the Household Influenza Vaccine 3808 
Effectiveness (HIVE) study by Ohmit et al. (2015). Households of at least 3 individuals 3809 
in Michigan, USA were followed prospectively from October to April. Nasal & throat 3810 
swabs are collected by the individual on appearance of respiratory symptoms for 3811 
viral identification via RT-PCR. Over five seasons of observation (2010-2015), 77 3812 
cases of A/H1N1pdm09 and 313 cases of A/H3N2 infection were reported by the 3813 
authors. Approximately half of the cases Kn= 166

313
L were identified in the 2014–2015 3814 

influenza season, hence this is the subset of samples from which we pulled eight 3815 
random read libraries. 3816 

cDNA of all eight genomic segments was amplified from 5µl of viral RNA with 3817 
universal influenza A primers. Libraries were then sequenced on Illumina HiSeq 2500 3818 
with paired-end reads. Variants were called using a modified DeepSNV protocol laid 3819 
out in previous studies (McCrone & Lauring, 2016). Eight A/H3N2(2014-2015) samples 3820 
with a range of genome copies were chosen for the comparative analysis, all 3821 
originally aligned to the reference strain A/New York/WC-LVD-15-031/2015 (H3N2).  3822 
Notably, only the results of segment 4 (HA) are published as accompanying data, 3823 
hence results from this project will only be shown for segment 4. Variants that the 3824 
authors detected, using DeepSNV, were published with their estimated frequencies 3825 
alongside the paper – specifically the supplementary file ‘fig1-data4-v3.csv’ 3826 
(https://doi.org/10.7554/eLife.35962.011). This record of identified SNV was then 3827 
used as the control against the outputs of my in silico testing of tools.  3828 
Sample Dataset 3 (Han21) 3829 
Within-Host Evolutionary Dynamics of Seasonal and Pandemic Human Influenza A 3830 
Viruses in Young Children: Bioproject PRJNA722099 3831 

Han et al. (2021) collected samples from children observed in a longitudinal 3832 
influenza study, comprising 303 sequences (H1N1pdm09: 47 nasal, 12 throat; H3N2: 3833 
146 nasal, 98 throat) collected from 82 longitudinally-sampled individuals in South-3834 
East Asia. H3N2 sequencing libraries were prepared using a Nextera XT DNA Library 3835 
Preparation kit (Illumina, FC-131-1096) then sequenced using Illumina MiSeq 600-3836 
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cycle MiSeq Reagent Kit v3 (Illumina, MS-102-3003). H1N1pdm09 samples were 3837 
sequenced in Roche FLX+ 454.  3838 

The variants detected using a custom python code were published as 3839 
supplementary CSV files within the code base on GitHub (https://github.com/AMC-3840 
LAEB/Within_Host_H3vH1/tree/main). The presence and quantity of variants called 3841 
by the authors were then used as a control dataset in my comparative studies. 3842 
Sample Dataset 4 (Poelvoorde22) 3843 
A General Approach to Identify Low-Frequency Variants Within Influenza Samples 3844 
Collected During Routine Surveillance: Bioproject PRJNA692424 3845 

The dataset from Poelvoorde et al. (2022) has sequences from surveillance 3846 
efforts from the 2016-17 influenza season in Belgium. This work looked for sub-3847 
consensus variants in influenza samples from regular surveillance of patients. A total 3848 
of 48 (24 H1N1pdm09 and 24 H3N2) influenza viruses from the 2016–2017 Belgian 3849 
influenza season were collected by the authors and eight were randomly selected 3850 
from each group for our analyses. All libraries were sequenced on an Illumina MiSeq 3851 
platform to produce 2×250 nucleotide paired-end reads. The sheet ‘InputR’ in the 3852 
‘Input_File.xlsx’ found in Supplementary Methods S2 contained the authors’ findings 3853 
when they called variants from their dataset; this then formed the reference dataset 3854 
for my comparative analyses. 3855 
5.2.1.2 Data Set Overview 3856 

A brief overview of the 5 datasets used to evaluate variant calling tools is 3857 
presented below (Table 1). Multiple datasets were chosen to control for the various 3858 
ways in which deep-sequencing datasets are produced, removing potential bias in 3859 
instances where results are heavily influenced by the analytic pipeline used. 3860 
Repeated analyses on these disparate datasets function as technical replicates. 3861 
Supplementary Table 1 reports the exact library used for each of the 46 samples, 3862 
alongside associated metadata. 3863 

Table 5.1: The datasets used to test and compare variant call tools together with the NCBI 3864 
taxonomy ID of the reference strain and the average number of reads in the selected samples.  3865 

Dataset Reference NCBI taxID Average Reads Samples 
SimData A/Equine/Newmarket/5/03 (H3N8) 568375 1,758,612 2 

McCrone 2016 A/WSN/1933 (H1N1) 382835 5,985,094 12 
McCrone 2018 A/New York/2015 (H3N2) 1895544 928,876 8 

Han 2021 A/Brisbane/10/2007 (H3N2) 476294 339,744 4 
A/California/04/2009 (H1N1) 641501 2,175,225 4 

Poelvoorde 
2022 

A/Bretagne/7608/2009 (H1N1) 1506405 358,616 8 
A/Victoria/1003/2012 (H3N2) 2044087 275,214 8 

 3866 
5.2.2 Variant Calling Pipelines 3867 

First, paired-end reads were trimmed using PRINSEQ (Schmieder & Edwards, 3868 
2011). Then reads were assembled and mapped onto the reference genomes with 3869 
the standard samtools pipeline. Reads were mapped using Bowtie2 v2.3.5.1  with 3870 
default options in ‘local’ mode (Langmead & Salzberg, 2012). Though nine tools were 3871 
initially considered for comparative analyses, two programs were unable to be 3872 
tested: V-Phaser2, and VirVarSeq which are briefly discussed below.  3873 

• V-Phaser2 (Yang et al., 2013): Unable to utilise due to dependency issues 3874 
[libbamtools2.5.2].  3875 



   
 

121 
 

• VirVarSeq: (Verbist et al., 2014): Intermediary dependant R package [rmgt] is 3876 
no longer supported and hence could not be tested. 3877 

5.2.2.1 DiversiTools (Hughes, 2016) 3878 

Many existing tools can determine the frequency of mutations from deep-3879 
sequencing data, but most have been developed for diploid genomes. DiversiTools, 3880 
written in Perl, focuses on determining mutations in haploid genomes. Specifically 3881 
designed for analysing viral deep sequence data, it simply reports the counts of all 3882 
bases and indels at all genome positions. It runs on a user provided BAM file and 3883 
outputs the data in text tab delimited format.  3884 
Tool available at: http://josephhughes.github.io/DiversiTools  3885 
5.2.2.2 DeepSNV v1.42.1 (Gerstung et al., 2012, 2014) 3886 

DeepSNV is a targeted deep-sequencing approach combined with a custom 3887 
statistical algorithm for detecting and quantifying sub-consensus SNVs in mixed 3888 
populations. Utilising a probabilistic method, DeepSNV incorporates knowledge 3889 
about the distribution of variants in terms of a prior probability. The authors present 3890 
a novel approach for calling mutations from large cohorts of deep-sequenced cancer 3891 
genes. Their work claims to be capable of detecting variants at proportions as low 3892 
as 0.0001%.  3893 
5.2.2.3 FreeBayes (Garrison & Marth, 2012) 3894 

FreeBayes is designed to find SNPs using a Bayesian statistical framework to 3895 
model multiallelic loci in sequences with non-uniform copy numbers. It uses short-3896 
read alignments plus a reference genome to determine the most-likely combination 3897 
of genotypes for the population at each position in the reference and then reports 3898 
putative polymorphic positions. 3899 
Tool available at: https://github.com/freebayes/freebayes 3900 
5.2.2.4 iVAR v1.4.2 (Grubaugh et al., 2019) 3901 

iVar is a generic tool that can be used for calling variants, determining 3902 
consensus sequences and trimming primers off amplicon sequences. iVar is written 3903 
in the C++ programming language and processes the output of the mpileup function 3904 
of samtools to subsequently call observed variants from a BAM file. iVar is not a very 3905 
sophisticated variant caller and relies on user defined thresholds for minimum read 3906 
depth, minimum base quality and minimum variant frequency. Results are outputted 3907 
in text tab format.  3908 
Tool available at: https://andersen-lab.github.io/ivar/html/manualpage.html 3909 
5.2.2.5 LoFreq v2.1.5 (Wilm et al., 2012) 3910 

LoFreq is a fast and sensitive variant-caller for inferring SNVs from next-3911 
generation sequencing data. Sensitivity is derived from the tool’s processing; each 3912 
variant call is assigned a p-value, allowing for rigorous false-positive controls. LoFreq 3913 
is generic and fast enough to be applied to high-coverage data and large genomes. 3914 
LoFreq is written in C and Python, runs on a user provided BAM file and reference 3915 
file, and outputs results in the VCF format. LoFreq has a number of in-built filters 3916 
that filter variants for strand bias, depth and snv-quality. 3917 
Tool available at: http://csb5.github.io/lofreq/  3918 
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5.2.2.6 Varscan2 (Koboldt et al., 2012) 3919 

VarScan2 was developed as a platform-agnostic caller for the detection of 3920 
mutations in the genomes of tumour-normal pairs. The algorithm reads data from 3921 
both samples simultaneously; a heuristic and statistical algorithm detects sequence 3922 
variants based on user defined thresholds in coverage, read quality and variant 3923 
frequency. VarScan2 is written in the Java programming language and runs on the 3924 
output from the samtools mpileup command (which itself runs on a BAM file), and 3925 
creates a tab delimited text file of variants.  3926 
Tool available at: http://varscan.sourceforge.net/ 3927 
5.2.2.7 vSensus  3928 

VSensus is similar to DiversiTools and simply reports the observed counts of 3929 
all bases and indels at all genome positions and then creates a consensus sequence. 3930 
It is written in the Java programming language, runs on a user provided BAM file and 3931 
outputs results in a text tab format. VSensus does not have any filter checks for 3932 
strand-bias etc, but the user can apply base quality filters.  3933 
Tool available at: https://github.com/rjorton/VSensus 3934 
Table 5.2: Default parameters of each variant calling tool 3935 

Tool Min. Base 
Quality 

Min. Mapping 
Quality 

Min. Read 
Coverage 

Min. Variant 
Frequency 

DeepSNV 25 0 100 - 
DiversiTools - - - - 
FreeBayes 0 1 0 - 

iVar 20 - 0 3% 
LoFreq 6 0 1 - 
VarScan 15 - 2 1% 
vSensus 0 0 0 - 

5.2.3 Accuracy and Hamming Distance  3936 

Simply put, pi is the proportion of non-consensus reads at site n in the control 3937 
dataset. The difference in variant reads at the corresponding site in my 3938 
experimental dataset (qi) is then calculated to give the Hamming Distance between 3939 
the two datasets at a single site (Li). Averaged across all sites in the genome, each 3940 
sample then has a distance value between the control and one of seven experimental 3941 
datasets. 3942 

L=AXpi-qiX
n

i=1

 3943 

If the caller did call a variant that also was recorded in the published dataset, 3944 
then how much did the frequency differ between the original call and each of the 3945 
caller tools? This measure of difference, the Hamming Distance, can show how 3946 
closely a reported mutation mirrors a mutation detected by other tools/researchers. 3947 
 3948 
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5.3 Results  3949 

5.3.1 Comparative Analysis of Variant Call Tools 3950 

Testing measured seven variant calling tools (VCT) using three main metrics: 3951 
1) computational demand in seconds, as given by either the unix ‘time’ command 3952 
or, for DeepSNV, the R library ‘microbenchmark’ 2) accuracy & precision and 3) 3953 
resulting viral population characteristics. This three-fold analysis touches on some 3954 
of the main factors involved in deciding which tool to select for low-frequency 3955 
variant calls. A processing pipeline is presented in Figure 5.3, representing the 3956 
source files required and output by each VCT. Ultimately, all of the output files were 3957 
transformed into csv (comma-separated value) files so results could be compared. 3958 
All tested VCT require BAM inputs, though some (deepSNV, VarScan and vSensus) 3959 
need additional prior processing before to calling variants. Additionally, all of the 3960 
tools except deepSNV could process the multi-segmented influenza A genome under 3961 
the assumption that each genomic segment was analogous to independent 3962 
chromosomes. Due to the unique necessity of an averaged reference BAM needed 3963 
for deepSNV processing, this then required variants to be called separately for each 3964 
genomic segment. 3965 

 3966 
Figure 5.1: Processing pipeline of variant call tools, and the steps involved in obtaining a final 3967 
output, in a widely-used format that can be compared across tools, i.e. a csv file. 3968 
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5.3.1.1 Computational Demand  3969 

Overall, the tools DeepSNV, VarScan and vSensus perform fastest for the processing 3970 
of each dataset (Figure 5.4). Diversitools and LoFreq rather are the slowest 3971 

 3972 

processes, sometimes reaching a scale of hours per sample. Importantly, this 3973 
measures only the actual running time of the tool, and does not include data 3974 
pre−processing steps. 3975 

A caveat of these time-trials is that the model genome used, Influenza A Virus, 3976 
has a relatively small genome compared to some other RNA viruses. Additionally, 3977 
the eight-segmented genome of IAV often artificially inflates processing 3978 
time/resources required that may not be seen in analysis of other, non-segmented 3979 
viral genomes. Not all bioinformatic tools are designed to handle segmented 3980 
genomes or proteins encoded by frame-shifts and splicing. Finally, even if processing 3981 
the sample can be relatively fast the preamble and necessary set-up can be 3982 
significantly disproportionate to the running time reported here. Despite its’ fast 3983 
run-time and comprehensive output, deepSNV requires a great deal of pre-3984 
processing before analyses and additionally has numerous other packages on which 3985 
it depends; as a consequence of its R language and utilisation of graphical outputs. 3986 
5.3.1.2 Accuracy 3987 

In order to quantify how successfully each tool was able to report LFVs, the 3988 
location and frequency of variants from tool outputs were compared against the 3989 
originally published variant calls, or the expected variants in the case of the 3990 
simulated data set. 3991 

 Each base position of the 38 selected datasets was declared as either variant 3992 
or non-variant in the reference dataset (True/False) and the outputs of my 3993 
experiments (Positive/Negative); overall giving 38 matrices with eight rows 3994 
(reference dataset plus outputs of the seven tested tools) and a column for each 3995 
base position of the IAV genome. These classic confusion matrices were then 3996 
populated with a binary pass/fail for each cell in which a variant was reported.  3997 
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Figure 1: Processing time of each variant call tool, for all five datasets. Importantly, this measures only the actual running
time of the tool, and does not include data pre−processing steps. For ease of interpretation median times are labelled

in 'hour:minute:second' format and three dashed lines are added at 1 minute (A), 10 minutes (B) and 1 hour (C).
Figure 5.2: Processing time of each variant call tool, averaged for all five datasets. Median 
times are labelled and dashed lines are added at 1 minute (A), 10 minutes (B) and 1 hour (C). 



   
 

125 
 

 3998 

 3999 

Confusion matrices were produced (using the R package caret) by comparing the 4000 
proportions of variants found by each tool to those published by the original 4001 
authors as the ‘real’ observations (Figure 5.5). To note, the published results are 4002 
taken as correct, the published datasets use one or more variant call procedures, 4003 
often with tools other than the ones tested here. The emphasis therefore is on how 4004 
repeatable these variant calls are, rather than absolute verifiability. Each row of 4005 
these matrices then gave a number of match-values (true-positive, true-negative, 4006 
false-positive or false-negative) equal to the number of nucleotides in each 4007 
genome. 4008 

To note, each site is limited to a binary value: it matches the reference or it 4009 
doesn’t match the reference. Finally, every genome sample had one set of match-4010 
values for each of the seven tools. Our results in Figure 5.6 mark the ability of each 4011 
tool to find SNV, based on four common measurements used in machine learning. 4012 

A) B)
Position 1 2 3 4 n… Sample 1 Position 1 2 3 4 n…

Reference FALSE FALSE TRUE FALSE TRUE DeepSNV TN FP TP TN TP
DeepSNV - + + - + Diversitools TN TN TP TN TP TRUE-Positive

Diversitools - - + - + FreeBayes TN TN TP FP FN TRUE-Negative
FreeBayes - - + + - iVar TN TN TP TN TP FALSE-Positive

iVar - - + - + LoFreq TN TN TP TN TP FALSE-Negative
LoFreq - - + - + VarScan TN FP FN TN TP

VarScan - + - - + vSensus TN TN TP TN TP
vSensus - - + - +
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Table 3: In comparing VCT, nucleotides at each position of the sample were marked in a presence/absence matrix (A) 
which could then be compared with the Reference. The Reference dataset was compiled from variant sites introduced 
into the dataset at known locations by the original authors, and the results of variant calls within those original 
publications. B) For any given site, the Reference is used as a gold standard against testing; these match-values were 
then used in calculating confusion matrices to measure accuracy, using the calculations presented in C.
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Figure 5.3: In comparing VCT, variants at each position of the sample were marked in a simple 
presence/absence matrix (A) which could then be compared with the Reference. The 
Reference  dataset was compiled from both variant sites introduced into the dataset at known 
locations by the original authors, and the results of variant calls within those original 
publications. B) For any given site, the Reference is used as a gold standard against the 
output of my testing; these match-values were then used in calculating confusion matrices to 
measure accuracy, using the calculations presented in C. 
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  4013 
Figure 5.4: Four measures of performance for each tool trialled: A) Accuracy, B) Sensitivity (True-4014 
Positive Ratio) & Specificity (True-Negative Ratio) of each tool averaged across all five datasets 4015 
are represented by dots, coloured and labelled with abbreviated names of each tool. C) The ratio 4016 
of True-Positives to False-Positives gives the balance likelihood. 4017 

To review these metrics, accuracy (Figure 5.6A) measures the proportion of 4018 
reads at each site that match the reference sequence, sensitivity is the percentage 4019 

of true-positives over the total number of correct calls K TP

TP+FN
L, mirrored by the 4020 

specificity which shows the proportion of incorrect calls TN

TN+FP
 (Figure 5.6B). With 4021 

default settings, both Diversitools and vSensus lag behind with lower accuracy 4022 
(72.90% and 75.30% respectively) and sensitivity (74.24% and 76.79% respectively) 4023 
than the other processes; this is likely due to the creation of many false-positives 4024 
from the lack of filtering in both of these programs.  Additionally, the specificity of 4025 
each tool may appear artificially low because during the creation of BAM files, 4026 
particularly egregious negatives are purged from the dataset due to low base-4027 
quality, prior to processing with a VCT. 4028 

Using the confusion matrices provides simple, but helpful, insight. 4029 
Quantifying the accuracy of each tools’ output grants a levelled base-line from which 4030 
to compare and rank them. Importantly, it must be noted that this quantitative 4031 
scoring does not give a definitive answer; different tools may suit certain purposes 4032 
better than others. A clinical variant-call pipeline likely values accuracy above all 4033 
else, perhaps favouring the use of VarScan. Environmental viral sampling, however, 4034 
may be able to sacrifice fine accuracy for more faster processing times. 4035 
5.3.1.3 Diversity Metrics 4036 

Using well-established methods of measuring genomic diversity (Fuhrmann et 4037 
al., 2021; Gregori et al., 2016), our final comparisons denote the population 4038 
diversity of samples as determined by the variants each tool reported. These 4039 
diversity values are then compared against those calculated using the originally 4040 
published set of low-frequency variants to show differences, if any, in viral 4041 
population analyses. Observing the population diversity of LFV detected by each tool 4042 

72.90%
75.30%

96.52%
94.14% 94.09%

96.06%

89.88%

70

80

90

100

DeepSNV Diversitools FreeBayes iVar LoFreq VarScan vSensus
Caller

Ac
cu

ra
cy

 (%
)

Percentage Accuracy of Each Variant Call ToolA

D
v

F

L

V D

i

0

10

20

80 90 100
Sensitivity (%)

Sp
ec

ifi
ci

ty
 (%

)

Sensitivity and Specificity of Each ToolB
51.35% 51.36%

49.90%

51.11%

48.80%

49.48%

48.57%48.5

49.0

49.5

50.0

50.5

51.0

DeepSNV Diversitools FreeBayes iVar LoFreq VarScan vSensus
Caller

Ba
la

nc
ed

 A
cc

ur
ac

y 
(%

)

True Positive:False Positive BalanceC



   
 

127 
 

in the tested datasets will allow for comparison of the resulting outputs of each tool. 4043 
Should the output from one VCT show radically different population diversity to that 4044 
calculated from the outputs of the other tools, it suggests that variants are being 4045 
missed or created spuriously. Theoretically, all VCT should produce the same output, 4046 
i.e. the detection of identical locations and frequencies of variant sites throughout 4047 
the genome, and so this homogeneity is . Thus, calculating the diversity of these 4048 
datasets enabled identification of spurious, less accurate VCT procedures. 4049 

5.3.1.3.1 Richness 4050 
First, the simplest diversity metric, richness, was calculated for each genomic 4051 
segment of the control sequence libraries. The richness of genomic variants 4052 
represents how many nucleotide positions show evidence of LFV (V), defined as a 4053 
site with <99% read identity (i.e. a variant present at a frequency of at least 1%). As 4054 
IAV has eight genomic segments (n=8), the product of richness values for each 4055 
segment is given: ∏ :	

<059  where N is the total number of bases in the genome. Thus, 4056 
Figure 5.7 shows violin plots for the richness estimates of each control dataset, each 4057 
comprised of the diversity of each genomic segment calculated from the output of 4058 
each VCT; SNV richness of eight genomic segments, as calculated from the results 4059 
of seven different tools meaning that each violin (except project 412631 which looks 4060 
exclusively at genomic segment 4 (HA)) has 56 unique points. 4061 

Due to the specific cut-off points and processes for defining what makes a 4062 
variant, VCT show markedly different numbers when analysing the same dataset. 4063 
Values from the SimData sequences are the most polarised; mutations were spiked 4064 
into the genome at known locations and frequencies.  This is of course because of 4065 
the repeated nature of mutations. To note, segments are not labelled as differences 4066 
in the diversity of each gene are not the focus of this tool comparison step.  4067 

Conservative VCT like FreeBayes, DeepSNV and LoFreq all have a maximum 4068 
number of variant sites below 20%. The stringent rulings used by these tools to 4069 
classify variant or non-variant result in only the most egregious variants to be 4070 
reported. Alternatively, tools like Diversitools, iVar and vSensus simply report the 4071 
proportion of mismatched bases at each site, leaving the filtering and classification 4072 
of variant/non-variant to the user in post-processing. Because of the lack of filtering 4073 
in vSensus and Diversitools, the richness calculated from data produced by these 4074 
tools is generally very high, making them unsuitable for the in-depth analyses I 4075 
intended to pursue. I sought to focus on clearly distinguishable dynamics of LFV, and 4076 
so the background noise generated by these non-specific tools would have hindered 4077 
further analyses. 4078 
 4079 
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 4080 
Figure 5.5: Violins show the proportion of nucleotides showing some evidence of variation, each 4081 
point representing the average richness of a genomic segment using a specified tool (colour) and 4082 
the dataset sequences from which it originated (x-axis). Each point represents the richness for 4083 
that genomic segment averaged across that dataset. Datasets created with controlled populations 4084 
of viruses (SimData, 317621 and 412631) tend towards biphasic violins, with the population 4085 
richness calculated either very high or very low, depending on the VCT used.  4086 

5.3.1.3.2 Shannon Entropy 4087 
Sub-consensus population diversity depends largely on the tool used to find 4088 

variant nucleotides. Figure 5.8 shows entropy of genomic segments calculated from 4089 
the variant proportions obtained from each VCT. Diversity between segments is small 4090 
yet significant (p <2.2e-16, Kruskal-Wallis test).  4091 

 4092 
Figure 5.6: Shannon Entropy as calculated from the variant frequencies obtained by each of the 4093 
seven tools. As above, project 412631 contains only results from segment 4 (HA). 4094 

The different proportion and frequency of variants detected by each VCT, 4095 
however, results in substantially different entropy values based solely on the chosen 4096 
VCT (p <2.2e-16, Kruskal-Wallis test). Much like the results from the richness of LFV 4097 
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in the control datasets, tools without internal filtering (Diversitools and iVar) tend 4098 
give overestimations of population diversity. Here, calculating diversity from the 4099 
variants called by FreeBayes shows that within each dataset, the eight genomic 4100 
segments show very similar values of Shannon Entropy. 4101 

5.3.1.3.3 Distance Measures 4102 
The frequency at which each mutation was originally reported is compared 4103 

against the frequency detected by our VCT trials. Measuring disparities in the 4104 
frequencies of variants that were reported in both the original publication and these 4105 
trials clarifies just how much of an impact the chosen VCT may have on further 4106 
analyses of viral populations.  4107 
Knowing how closely the variant proportion reported by a VCT matches that recorded 4108 
in the control dataset goes further than the binary true-positive/false-positive 4109 
accuracy used above in confusion matrices. Figure 5.9 presents each variant found 4110 
in both my analysis and the published dataset, then compares the frequency that 4111 
variant is reported at. The addition of a straight line representing an absolute 4112 
positive correlation helps distinguish when the frequency of mutations are over-4113 
estimated (below the line) or under-estimated (above the line). Consistency is key 4114 
for bioinformatic tools. Using tools at their default settings, great variation is seen 4115 
between the results obtained through my experiments and those originally 4116 
published. Diversitools, iVar and VSensus have very weak correlations; these tools 4117 
report the proportion of variants at every site in the genome, without any real 4118 
filtering or recognition of error.  4119 

 4120 
Figure 5.7: Each point shows the frequency of a mutation that was reported in both the original 4121 
dataset (y-axis) and in my experimental replicates (x-axis). A line is added to show what would 4122 
be expected if the mutations were found at exactly the same frequency in both datasets, i.e. a 4123 
perfect correlation. If a point deviates towards the x-axis, it was detected by my protocol at 4124 
higher frequencies than in the original work. Conversely, a point closer to the y-axis is at a lower 4125 
frequency in my dataset compared to the original publication. Spearman correlations between 4126 
the abundance of mutant genomes are annotated on each graph. 4127 
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VCT that employ more stringent filtering algorithms that can account for 4128 
sequencing error/bias, such as LoFreq, consequently have much higher congruity in 4129 
the proportion of genomes displaying variant alleles between the datasets. This time 4130 
VarScan appears as the frontrunner, with very high correlation between the 4131 
frequencies of variants in the expected (control) and observed (test) datasets. 4132 
However, note the lack of points below the dividing line for this plot – there were 4133 
few, if any, false-negatives reported with this tool. That is to say, all mismatches 4134 
between the expected and observed datasets were due to variants detected during 4135 
my testing that were not apparent in the published dataset. This is reflected in the 4136 
tests above (5.8), the ratio of true-positives to false-positives in VarScan is an 4137 
outlier. Hence, the next most congruous tool was LoFreq. 4138 
5.3.2 Observed Variants 4139 

The above conclusions indicated LoFreq as the best tool of choice for analysing 4140 
sub-consensus patterns and behaviour in the small, high-depth dataset obtained 4141 
from our EIV transmission experiment. Auxiliary results from FreeBayes were cross-4142 
examined against those from LoFreq, to ensure no low-frequency variants found by 4143 
FreeBayes, the more exact and stricter of the two, were missed by LoFreq. After 4144 
this cross-referencing procedure, all analyses were carried out using the LoFreq 4145 
output. Hence, a library of LFV was generated from each of the genomic samples 4146 
collected by nasal swabs of infected horses, totalling 53 lists of LFV. 4147 
5.3.2.1 Tracking the Trajectory of Mutations Before Broaching Consensus Level 4148 

21 mutations were recorded at the consensus level throughout the 4149 
transmission experiment (Chapter 4.3.1); 11 non-synonymous and 10 synonymous. 4150 
Exploration of this diversity began at these 21 sites in order to observe any potential 4151 
sub-consensus dynamics that may be underlying emergence at the consensus level. 4152 
It was also helpful in deducing whether these mutations appeared de novo or existed 4153 
at low levels in the population before being enriched enough to appear in genomes 4154 
at the consensus, population level. The proportion of reads at each base position 4155 
showed patterns of diversification, enrichment or removal. As the consensus 4156 
nucleotide is defined here as >50% reads, nucleotides that appeared in 10-50% of 4157 
reads are declared low-frequency variants (LFV). Nucleotides present at a proportion 4158 
of 1-10% reads are rare LFV, 0.1-1% are very rare LFV and anything below 0.1% is too 4159 
low to reliably distinguish from sequencing error. This frequency threshold was 4160 
manually filtered from the collated outputs of each tool. 4161 

Two consensus-level nonsynonymous mutations in segment 1 (PB2-4162 
t979c/Gly327Arg and PB2-g2191a/Val731Ile) are transient and appear only once with 4163 
very minimal presence outside of these samples. These mutations are seen in two 4164 
separate hosts of the Single transmission group. The two other mutations seen at 4165 
the consensus level in this segment have more fluctuation in sub-consensus 4166 
proportions and are both synonymous. Mutation PB2-c1497t (Asp499) only appears 4167 
at the consensus level once; however, in the days around this sample, 1-10% of viral 4168 
genomes also show this mutation (Figure 5.10). Notably, it is also seen across three 4169 
different vaccinated hosts of the multistrain transmission group: 2A, 2B and 3A. 4170 
Additionally, a host in the other transmission chain (singlestrain_2B) shows a 4171 
proportion of 9.28% genomes with this mutation, but only at one timepoint. The 4172 
other consensus-level mutation in this genome segment, PB2-c1779t (Ser593), also 4173 
appears in a single sample from a vaccinated host (singlestrain_4A).  4174 
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 4175 
Figure 5.8: The proportion of reads displaying a mutation, the corresponding mutation is 4176 
coloured and the host from which the sample was taken is annotated on the point. Similar 4177 
graphs for each genomic segment are found in Supplemental 5.3 4178 

In segment two (PB1), one of the three consensus mutations, PB1-4179 
a881g/Gln294Arg, is transient with little change. The synonymous substitution PB1-4180 
t1500c (Gly500) however, fluctuates lots before fixation in the multistrain 4181 
transmission group. Once in naïve hosts, cytosine is reported in >99.8% of genomes 4182 
– demonstrably fixed in this population. However, the mutation is also shown in the 4183 
three preceding transmission pairs, often enriched to high proportions. Indeed, it 4184 
broaches the consensus level twice, in individual 3A and is maintained in 1-30% of 4185 
viral genomes in these hosts as well as hosts 2A and 3B. Within host 3A of the 4186 
multistrain group, reads displaying the mutant cytosine were present on three 4187 
consecutive days: day nine of the experiment (82.58%), day ten (3.30%) and day 11 4188 
(92.77%). This wild variation is difficult to understand; it is unknown if this 4189 
synonymous mutation has any effect on viral fitness or whether the patterns seen 4190 
were caused by unrepresentative sampling on day ten. The mutation appears to arise 4191 
de novo in host 2A on day 5 of the experiment, genomes displaying this mutation are 4192 
then more frequent (from 4.09% to 14.63% of total genomes show PB1-t1500c) on 4193 
the subsequent day. Though genomes with PB1-t1500c repeatedly fall below a 4194 
frequency of 1% of viral genomes, the mutation persists with each transmission event 4195 
until eventually being passed to naïve hosts in which cytosine becomes the dominant 4196 
nucleotide at this site. In the singlestrain group, 21

23
 samples also present cytosine at 4197 

this site in 0.1-0.25% of genomes, causing a nonsynonymous substitution. PB1-4198 
a1853g/Glu618Gly displays very low levels of variation (0.1-1% of genomes show the 4199 
guanine mutation) before suddenly fixing in the multistrain naïve population. To 4200 
note, 0.1-0.25% of genomes from each sample of the singlestrain transmission group 4201 
also display the same mutation, suggesting either low level maintenance and/or a 4202 
proclivity for variation at this site. 4203 

Segment three (PA) has five consensus-level mutations. PA-c825t and PA-4204 
g1180a/Asp394Asn, the only nonsynonymous mutation recorded in this genomic 4205 
segment, are transient. Also on this genomic segment, PA-c201t shows lots of 4206 
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interesting variation, as shown in the heatmap of Figure 5.10. Remembering that 4207 
this mutation appeared in many of the global EIV sequences, putative phenotypic 4208 
effects of PA-c201t ought to be investigated. The de novo appearance, maintenance 4209 
and transmission of this variant could potentially indicate a beneficial adaptation 4210 
for these viruses. The PA-t1221c mutation is maintained at low levels (0.1-0.3%) in 4211 
almost all samples across both transmission experiments. The most variation is seen 4212 
in Mul_6B, where after narrowly broaching consensus (50.36%) on day 16 of the 4213 
experiment, genomes presenting this substitution become much rarer: 1.10% on day 4214 
17, 3.09% on day 18 and 0.14% on day 20. This may suggest a deleterious effect from 4215 
this mutation, otherwise this strain is stochastically removed from the viral 4216 
population within this host. PA-a1650g shows minimal enrichment the day before 4217 
(2.43%) and after (2.61%) the peak (75.81%) in a single host.  4218 

As explored in previous chapters, two non-synonymous mutations in segment 4219 
four lead to amino acid substitutions in haemagglutinin. HA-a431c/Gly144Asp 4220 
appears de novo and is then never reported in frequencies higher than 0.2%, hence 4221 
my assumption that this is merely a transient substitution. Appearing at consensus 4222 
level in vaccinated hosts of both transmission groups, HA-a1401c/Arg467Ser is also 4223 
observed in multiple samples at 1-10% of reads, all of which happen to be in 4224 
vaccinated hosts across both transmission groups. Maintenance at low levels in the 4225 
population indicates that the mutation is at least non-lethal for the virus. Indeed, 4226 
referring back to in silico experiments of protein antigenicity, this mutation is 4227 
estimated to increase the recognition of the surrounding protein structure by cells 4228 
of the host adaptive immune system. It does not, however, persist to the naïve hosts 4229 
and, in fact, is limited to hosts 2A and 2B in the Single transmission group. 4230 

Segment five’s non-synonymous NP-g1445a (Ser482Asn) mutation defines the 4231 
consensus F genome. In all naïve hosts of the singlestrain transmission group, >95% 4232 
of the reads report adenine at this site. However, the opposite cannot be said for 4233 
the vaccinated individuals; three of the 12 samples from vaccinated hosts display 4234 
guanine below 85%. Vaccinated host 3B shows three consecutive days of sub-4235 
consensus enrichment of the guanine-adenine mutation: 43.49% adenine on day 4236 
seven of the experiment, 1.28% on day eight and finally 15.07% on day nine. Before  4237 
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 4238 
Figure 5.9: Proportion of reads reporting a nucleotide at position 201 in genome segment 3. Cells 4239 
are coloured according to frequency: red are between 0.1-1%, orange 1-10%, yellow 10-50% and 4240 
green signifies consensus (>50%). 4241 
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broaching the consensus level, mutation g1445a appears at very high proportions, 4242 
falls back to almost being removed from the population then re-establishes itself. 4243 
Only two sequences were recoverable from samples of the next hosts in the 4244 
transmission chain (hosts 4A and 4B), both showing this mutation present at less than 4245 
0.3% indicating that these variant genomes may not have survived being transmitted. 4246 
I must conclude then that either the mutation was passed to hosts 4A and 4B but 4247 
viral loads were so low that genomes could not be sequenced or alternatively, the 4248 
mutation died out in host 3B and spontaneously appeared de novo in the naïve hosts. 4249 
This however would require the mutation to evolve in two naïve hosts (5A and 5B) 4250 
on the same day, the first day that samples from these hosts could be sequenced. 4251 

The only synonymous mutation reported at the consensus level in segment six 4252 
(NA-c690t) appears transiently in one individual; other samples from this individual 4253 
and from both transmission experiments report a proportion of thymine reads at 4254 
<0.1%. For this reason, I believe that this mutation is a random, transient 4255 
occurrence. The two other mutations are also singletons. The first, NA-4256 
a1024g/Lys342Glu appears rarely in the preceding individual (Mul_2A presents 4257 
guanine in 2.66% of genomes on day 7 of the experiment, Mul_3A 81.68% and 2.24% 4258 
on days 10 and 11 respectively and host Mul_3B also presents guanine at a proportion 4259 
of 1.09% on day 10). Finally, NA-t1385c/Ile462Thr is present in almost every sample 4260 
at very low (0.1-1%) proportions, but appears in four of the five pairs in the Single 4261 
group (1.4% in 3B on day 8, 96.37% in 4A on day 14, then both 5A:1.85% and 6A:1.54% 4262 
on day 18 of the experiment). 4263 

Only one consensus-level mutation was observed in segment 7. M1-a418g 4264 
broaches consensus level in Single_3B eight days after the beginning of the 4265 
experiment (77.01%). However, the mutation is evident before and after appearing 4266 
in the consensus sequence; the preceding day (day 7) 3.89% of reads showed a 4267 
guanine mutation and the day after spiking (day 9) guanine is present at site 418 in 4268 
4.91% of reads. Unfortunately, these three days are the only sequences collected for 4269 
individual Single_3B so tracking this transient, non-synonymous mutation beyond this 4270 
one-day spike is impossible. Referring back to the consensus analysis of this mutation 4271 
(Ch. 4 11.7), this amino acid substitution is predicted to have minimal effects on the 4272 
twist angles of the structure. However, Lys and Glu have similar chemical properties.  4273 

In segment 8, both consensus mutations (NS-t84c and NS-t87c) only appear at 4274 
levels >50% in individual Single_2B on a single day. However, the mutations are found 4275 
at low levels in vaccinated hosts of both transmission chains over multiple days. That 4276 
the same synonymous mutation appears at low levels in six vaccinated hosts at the 4277 
beginning of each transmission chain (Single_2A, Single_2B, Multi_2A, Multi_2B, 4278 
Multi_3A and Multi_3B) indicates some potential for neutral evolution. The mutation 4279 
persists at proportions 1-15% of the viral population for five days in each transmission 4280 
chain with no clear pattern of being enriched or purged.  4281 

Ultimately, mutations that appear in consensus sequences show a range of 4282 
activity below the consensus level. Some variants gradually build in frequency before 4283 
defining the consensus sequence while others remain at low proportions among the 4284 
viruses, occasionally dominating the population as a result of founder effects or 4285 
stochastic shifts in population composition. As seen in the consensus genomes, much 4286 
of the diversity is generated within hosts with a history of EIV exposure (the 4287 
“vaccinated” class) then viral genomes homogenise and sub-consensus mutations are 4288 
either removed or forced down to very small proportions of the population. Overall, 4289 
the noisiness of the data makes any inference challenging.  4290 
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5.3.3 Sub-consensus Genetic Diversity 4291 

5.3.3.1 Abundance Indices 4292 

A preliminary count of the number of variants reported by LoFreq (which 4293 
filters variants for strand bias and low quality), and how often they appear 4294 
throughout the genome can give a top-down overview of the composition of viral 4295 
genomes in the population. These counts and associated frequency metrics are 4296 
reported in Table 3. 4297 

5.3.3.1.1 Abundance 4298 
Across the 13kb genome of all 8 genomic segments, the four epidemiological 4299 

groups (Naïve in the multi group [NM], Vaccinated in the multi group [VM], Naïve in 4300 
the single group [NS] and finally Vaccinated in the single group [VS]) showed similar 4301 
numbers of sub-consensus variants.  Roughly half of the positions across the genome 4302 
showed evidence of variation above a 1% threshold shown as the Proportion in Table 4303 
12; this varied marginally between observation groups. The mean frequency of 4304 
mutations, however, did show clear demarcation between transmission groups. Both 4305 
vaccinated and naïve hosts in the multi transmission chain experienced mutations 4306 
more frequently than those in the single group (average of 6.20e-3 compared to a 4307 
frequency of 5.48e-3 in the single group). Differences in LFV frequencies between 4308 
transmission groups (using Wilcoxon Rank tests), were significant, though minor. The 4309 
heavy concentration of LFV that appear only at very low frequencies (<10%) likely 4310 
confounds this comparison however. 4311 

5.3.3.1.2 Richness 4312 
Observing richness values, we can consider the number of polymorphisms per 4313 

kilobase of genome (Table 5.3). To note, this can depend heavily on the read depth. 4314 
Hence, the expected number of polymorphisms per kilobase is also dependent on 4315 
the coverage and comparing this value between samples with different read depth 4316 
distributions may be misleading. In our experiment, the richness of variants was 4317 
similarly low between vaccinates in both transmission groups. More mutations per 4318 
kb were seen in naïve hosts, especially in the multi group (NM = 1.36, NS = 1.05). This 4319 
isn’t a huge difference but indicates a lower persistence of sub-consensus mutations 4320 
in vaccinated hosts than in naïve ones. As mentioned above though, the coverage of 4321 
each read library can impact 4322 
these calculations; the median 4323 
read depth in the multistrain 4324 
transmission experiment was 4325 
57,466 reads, lower than that of 4326 
the singlestrain group, 102,517. 4327 
5.3.3.2 Simpson Index 4328 

Simpson’s Index was 4329 
calculated for each genomic 4330 
segment in each epidemiological 4331 
group and the results for each are 4332 
presented as a summary in Table 4333 
4. All 4 of the experimental groups 4334 

 VM NM VS NS 
Variants 6150 6297 5833 5985 
Common 
(10-50%) 38 32 35 26 

Rare 
(1-10%) 129 77 67 61 

Very Rare 
(0.1-1%) 5983 6188 5731 5898 

Proportion 51.02% 49.53% 49.00% 48.99% 
Frequency 6.18e-3 6.22e-3 5.51e-3 5.46e-3 
Richness 1.36 0.75 1.05 0.77 

Table 5.3: Summary statistics of intra-host variant 
abundances. Differences may not be great, but indicate 
that NM is the most diverse group and VS the least. 
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show roughly the same trend of highest diversity in the polymerase segments as well 4335 
as segment 5 (NP).  Overall, though, when all genomic segments are averaged, 4336 
diversity is very similar across each epidemiological group.  4337 

Simpson’s Index is very similar across each of the epidemic groups. Overall 4338 
however, hosts in the multi transmission chain showed greater diversity than those 4339 
in the single chain. However, as these probabilities hardly differ between groups, 4340 
we infer that neither the vaccine status nor the transmission group of the host 4341 
impact the diversity as measured by Simpson’s Index. 4342 

5.3.3.3 Shannon Entropy 4343 

Most segments have similar diversity between groups (Table 5). Notable 4344 
exceptions are segment 02PB1 and 04HA; Naïves in the multi group (NM) have higher 4345 
diversity in the PB1 polymerase segment, opposingly sub-consensus diversity in HA 4346 
is highest in vaccinates in this group (VM).  4347 

Smaller segments, 06NA and 08NS, 4348 
only show sub-consensus diversity in 4349 
vaccinated individuals of both transmission 4350 
groups (VM and VS). Neuraminidase diversity is 4351 
highest in multi groups VM. Diversity in the 4352 
non-structural protein, however, is highest in 4353 
VS individuals. 4354 

5.3.3.3.1 Shannon Modelling 4355 
We see a slight decrease in entropy in 4356 

the single group compared to the multi group 4357 
(HS difference of -0.18, p-value=0.0225, t 4358 
value=13.265) when analysing GLMs 4359 
constructed with Shannon entropy and sample 4360 
metadata (transmission group and exposure 4361 
history). The exposure history of the host, 4362 
however, does not influence HS in either 4363 
transmission group. Entropy is much more 4364 
consistent across the single group, and both 4365 
are lower than the multi group individuals. 4366 

  VM NM VS NS 
Reads 28,652,069 39,290,539 32,892,890 33,269,595 

xZ Reads 298,459 306,957 373,782 346,558 
Frequency 6.22e-3 6.18e-3 5.46e-3 5.51e-3 
Richness 0.75 1.36 0.77 1.05 
Simpson 6e-3 5.9e-3 5.2e-3 5.1e-3 

Shannon 
HS 5.76 5.99 5.62 5.65 
HSN 0.33 0.34 0.32 0.32 
HSH 1.40 1.58 1.42 1.56 

π 
xZ π 46% 62% 72% 71% 
σ2 ±17% ±14% ±9% ±13% 
πe 2e-3 1.21e-3 6.46e-3 3.43e-3 

Caller Group HS HSN HSH 

Lo
Fr

eq
 VM 7.46 0.43 1.82 

NM 7.75 0.44 2.05 

VS 7.47 0.42 1.88 

NS 7.47 0.42 2.07 

Fr
ee

Ba
ye

s VM 5.76 0.33 1.40 

NM 5.99 0.34 1.58 

VS 5.62 0.32 1.42 

NS 5.65 0.32 1.56 

Table 5.5: Shannon Entropy averaged 
(HS) and subsequently transformed. The 
first normalisation was to the read 
coverage (HSN) then alternatively to the 
number of different genomes present 
(HSH) 

Table 5.4: Sub-consensus diversity measures, summarised for each transmission group and 
vaccination status class. Cells are shaded in gradient, where the more saturated green 
represents greater diversity. x!: arithmetic mean, σ2: variance 
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Lower sub-consensus diversity in viral populations from hosts in the single group 4367 
indicates that viruses may have been under stronger pressures than in the 4368 
alternative, multi, group. However, the lack of difference in HS values between VS 4369 
and NS groups also suggests that virus diversity remains suppressed in the NS group. 4370 
This effect is not seen when viruses from the VM group transfer into NM hosts; there, 4371 
the population diversity increases notably upon entering unvaccinated hosts. The 4372 
multi naïve group (NM) has the highest entropy scores (5.99) in this group. 4373 

These scores indicate that viruses from hosts in the multivalent vaccine 4374 
transmission chain display more diversity than those from the alternate transmission 4375 
chain, throughout short outbreak periods (21 days). Additionally, the unvaccinated 4376 
individuals at the end of this chain have the highest diversity overall. The low 4377 
diversity in VS hosts seems to be maintained on transmission to NS hosts. This is the 4378 
total opposite of the patterns of diversity seen in the consensus sequences. 4379 

These scores indicate that viruses from hosts in the multivalent vaccine 4380 
transmission chain display more diversity than those from the alternate transmission 4381 
chain, throughout the short outbreak periods (21 days). Additionally, the 4382 
unvaccinated individuals at the end of this chain have the highest diversity overall. 4383 
The temporary suppression of genetic diversity in VS hosts seems to be maintained on 4384 
transmission to NS hosts; it may be assumed that if the experiment continued for 4385 
longer, both viral populations would display similar levels of diversity once the 4386 
population levels equalised. This is the total opposite of the patterns of diversity seen 4387 
in the consensus sequences.  4388 

5.3.3.3.2 Viral Population Size in Relation to Sub-consensus Shannon Entropy 4389 
In order to observe whether viral population diversity was independent of the 4390 

mere size of that population, the copy numbers from the qPCR explored in chapter 4391 
3 were used to test these relationships. These associations were tested in order to 4392 
understand the relationships, if any, between viral population size and the sub-4393 
consensus diversity present within that population. A linear regression of HS and the 4394 
log10(copy numbers) with the host factors of group and vaccine status was used to 4395 
examine these relations. The results indicate that only the transmission group a host 4396 
was part of impacted the population diversity (HS decreased by 0.21, p-4397 
value=0.0435, t value= -1.654 when observing transmission group independently). 4398 
The addition of population size (as copy numbers) does not alter the results of the 4399 
model and the model performs worse when log10(copy numbers) is included as a 4400 
variable (ΔAIC = 3.84. The values themselves for the putative interaction of 4401 
population size and transmission group shows a minute impact.  4402 
From this we can conclude that:  4403 

• Sub-consensus Shannon entropy of the viral populations was marginally 4404 
impacted by whether the host belonged to the single or multi transmission 4405 
group 4406 

• Host vaccination status did not influence sub-consensus diversity. The 4407 
population diversity, as measured by Shannon Entropy did not correlate to the 4408 
log10 of copy numbers from qPCR values (31.6% Spearman correlation). 4409 
Further, inferences made by models including the population size performed 4410 
worse than those that excluded qPCR data 4411 
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5.3.3.4 Population nucleotide diversity (π) 4412 

Many ways to measure genomic diversity exist; Shannon Entropy is a mainstay 4413 
of population ecology but, as shown in Zhao & Illingworth (2019), this measure can 4414 
be influenced by the depth of reads. In order to overcome this potential flaw of HS, 4415 
I next explored the use of a metric that was able to account for read depth, the 4416 
distance measure that is π nucleotide diversity. There is a slight association between 4417 
π diversity and host factors. Figure 5.12B shows that the 3 polymerase-encoding 4418 
genes tend to have the lowest levels of diversity, except in the Single Naive hosts 4419 
where diversity in these segments ranges greatly. Then the opposite is seen in 4420 
segments 5-8; in the Multiple Vaccinated group these segments have a range of 4421 
diversity values which isn’t seen in these segments in the other groups.  4422 
Wilcoxon rank tests were used to assess differences in diversity between host 4423 
factors: 4424 

• Diversity in multiple/single groups: p-value = 1.4e-5 4425 
• Diversity in vaccinated/naive hosts: p-value = 0.023 4426 

So, we can be confident that π diversity is significantly different between the 4427 
two transmission groups as well as between vaccinated and non-vaccinated hosts. 4428 

 4429 
Figure 5.10: A) Average π diversity across each segment, for each host (averaged for all days 4430 
when samples were collected on more than one day). There is a suggestion of lower diversity in 4431 
vaccinated hosts than in naïve ones. B) Violins show the range of diversity with respect to each 4432 
host class for each segment. Genomic segments five to eight consistently show higher sub-4433 
consensus diversity than the other segments. 4434 
With a GLM investigating π diversity of each segment in relation to the host group 4435 
and host vaccination status, all possible trends were investigated (Figure 5.12). 4436 
Firstly, host factors did impact the ranges of diversity observed: vaccinated hosts in 4437 
the multi transmission group had lower diversity than naïves in this group. 4438 
Conversely, samples from hosts in the single transmission group had greater diversity 4439 
in both naive and vaccinated hosts (+0.09, +0.17 respectively). Statistically, we see 4440 
that nucleotide π diversity correlates moderately (59.9%) to the number of reads. 4441 
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This assures us that the π diversity is not merely being conflated with population 4442 
size. As shown above, across epidemic groups, nucleotide π differs in accordance to 4443 
host factors: the transmission chain each host was part of (Kruskal-Wallis chi2= 4444 
17.009, df = 1, p-value =3.72e-05) and the vaccination status (Kruskal-Wallis chi2 = 4445 
3.8588, df = 1, p-value = 0.04948) both statistically distinguish π values. 4446 

5.3.3.4.1 Investigating π Diversity Across Genomic Segments 4447 
Most genomic segments were more diverse than the baseline 01PB2, chosen 4448 

as the first and longest segment (Figure 5.12). Genes encoding the three proteins 4449 
comprising the polymerase complex (01PB2, 02PB1 & 03PA) were the most 4450 
conserved, though still with a significant amount of diversity (01PB2: 0.53, 02PB1: 4451 
0.36 & 03PA: 0.26). Segment 4, encoding haemagglutinin, showed higher diversity 4452 
than PB2 (0.64) though the signal was insufficient to prove statistically significant. 4453 
Lastly, the four smallest genome segments (5-8) had substantially more diversity, 4454 
ranging from 0.79-0.80. 4455 

Like many studies of viral evolution, much interest is placed on antigenic 4456 
proteins, in this case haemagglutinin (segment 4) and neuraminidase (segment 6). 4457 
One may assume that because of their presentation on the surface of the virion and 4458 
their role as targets of host adaptive immunity these genes would display the 4459 
greatest amount of diversity, at both the consensus and sub-consensus level. That 4460 
this is not the case is unexpected, and yet is seen when comparing Simpson’s Index 4461 
and Shannon Entropy as well as π nucleotide diversity. Results here show higher 4462 
diversity in genomic segments encoding the polymerase (segments 1-PB2, 2-PB1 and 4463 
3-PA) proteins than in any other part of the EIV genome. Though these are the largest 4464 
segments in the IAV genome, Shannon Entropy and nucleotide π diversity can 4465 
account for sequence length, so the increased diversity cannot solely be caused by 4466 
size. Furthermore, one would assume that the polymerase proteins require some of 4467 
the greatest stability; they are integral to replication of the genome and both their 4468 
heterotrimeric structure and their functions within host cells necessitate multiple 4469 
protein-protein interactions.  4470 

5.3.3.4.2 Nucleotide Diversity and Population Size  4471 
Shedding data, as the log10(mean copy number), was then incorporated to 4472 

detect any potential relationships between the mean π diversity of and the viral 4473 
load of each host sample. However, to statistically test whether these variables 4474 
correlated, I tried three correlatory tests (Spearman’s, Pearson’s and Kendall’s to 4475 
account for the potentially non-parametric relationships) using π diversity with the 4476 
mean log10 of viral copy numbers.  4477 

No substantial association between shedding and viral population diversity 4478 
was detected (14% Spearman correlation).Attempting another statistical test of 4479 
investigate a potential relationship, a linear regression was built. Host factors 4480 
transmission group and vaccination status were added to stratify data in the hopes 4481 
that any signal specific to one subset only would be more visible. Alas, the model 4482 
did show some weak linear relationship between the diversity and increasing viral 4483 
load (0.1) but this was only marginally significant. 4484 

Neither a GLM nor GAM could find any statistically significant relationship 4485 
between shedding and diversity, regardless of stratifying and classifying data. Model 4486 
nomenclature is stated below and outputs are graphically represented in Figure 4487 
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5.13, with full details of selection processes and model construction explained in 4488 
Chapter 2 – Methodology (Ch 2 – Section 3.1): 4489 

𝑙𝑜𝑔!"(𝑚𝑒𝑎𝑛	𝑐𝑜𝑝𝑦	𝑛𝑢𝑚𝑏𝑒𝑟)	~	𝐺𝑟𝑜𝑢𝑝 + 𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒	𝐻𝑖𝑠𝑡𝑜𝑟𝑦 + 𝐺𝑒𝑛𝑜𝑚𝑒	𝑆𝑒𝑔𝑚𝑒𝑛𝑡 4490 
Removing this bias in measuring diversity allows comparative approaches, where 4491 
diversity can be benchmarked against other datasets regardless of the viral load. 4492 
Furthermore, it provides some reassurance that viral load does not act as substantial 4493 
confounding factor in statistical modelling. 4494 
5.3.4 Bottleneck Analysis 4495 

5.3.4.1 Shared Variants 4496 

Following work from Hughes’ (2012) investigation of viral population 4497 
bottlenecks in EIV, here the number of variants shared between (A) two different 4498 
hosts and (B) the same host over different days are compared (Figure 5.14). Of the 4499 
13,619bp EIV H3N8 genome, the number of sub-consensus variants we reliably called 4500 
in a single sample ranged from 518 to 5988, with a mean of 4370 K 4370

13619
 = 32%L bases 4501 

that were above the threshold of least 1% in at least one sample.  4502 
Summarily, we would expect intra-host viral populations (sampled at different 4503 
timepoints) to share more variants with each other than with viral populations 4504 
sampled from individuals in a transmission pair. Then, viral populations between 4505 
transmission pairs would likewise have more variants in common than those found 4506 
in hosts with no epidemiological connection. The raw number of variants in each 4507 
sample seems mostly unrelated to the ‘epidemic factors’ of that individual, i.e. 4508 
transmission chain and vaccine status. The low p-value support for all variables in 4509 
explaining the number of sub-consensus variants found (via a Wilcoxon Rank Sign 4510 
test) implies a more random distribution of low-frequency mutations throughout the 4511 
genome rather than being influenced by host factors. 4512 

However, when assessing the possibility of host factors influencing the 4513 
proportion of variants shared between two hosts, the distribution of within-host 4514 
variants differs largely from that of between-host variants. Within-host variants are 4515 
more commonly shared than variants between individuals (Kruskal-Wallis chi2 = 4516 
40.719, df = 1, p-value =1.757e-10), as expected. The occurrence of shared variants 4517 
when looking solely at within-host samples is not impacted by any host or epidemic 4518 
factor. When observing viral populations between-hosts, however, some host 4519 
variables do appear to influence common variants shared. 4520 
Given a transmission pair in the multi group, of two naïve individuals, on average 4521 
82.04% of variants will be shared. Transmission between two vaccinated hosts shows 4522 
a slight decrease in the proportion of shared variants (76.06%, t value= -3.223, 4523 
p=0.0013) which indicates a tighter bottleneck than seen in the naïve-naïve 4524 
transmission event. Conversely, there is no measurable difference in shared variants 4525 
when a vaccinated host infects a naïve one (t=0.601, p=0.5478). 4526 
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 4527 
Figure 5.11: Number of LFVs that are found in more than one host divided into two graphs that 4528 
show whether partnered samples were from the same host. The percentage of variants shared 4529 
between each possible pairing of viral populations (i.e. donor and recipient) was assessed. Shared 4530 
inter-host variation (A) ranges widely, from 50-100% of variants shared compared to intra-host 4531 
variation (B), where most paired samples show greater similarity (mostly 75% or more of the 4532 
variants are shared). 4533 

Switching to the single transmission chain, we see slightly more variants 4534 
shared between naïve donor-recipient pairs (85.16%, p = 0.045). In this transmission 4535 
group, we see the opposite trend between viral populations of vaccinated donors 4536 
and recipients; these hosts now share an increased proportion of variants (1.49% 4537 
greater, p = 0.06) compared to naïve-naïve pairs. Again, transmission from 4538 
vaccinated to naïve hosts does not impact the shared variants in these data (p = 4539 
0.74). 4540 
A distance matrix of shared variants across the four epidemic groups shows, as 4541 
expected, more similarity in the variants shared by samples from the same host on 4542 
separate days than samples taken from two different hosts. Matrices of identity 4543 
between the array of sub-consensus genomes are provided in Figure 5.15. A novel 4544 
observation, however, is that common variants, that is variants found in more than 4545 
one sample above the set frequency threshold of 1%, both within- and between-host 4546 
are more often found in the single transmission chain (89.9% and 84.9% respectively) 4547 
than the multi transmission chain (85.5% and 81.1%). This implies a wider 4548 
transmission bottleneck in the multi chain, more lenient to allow greater diversity 4549 
to pass from one host to the other, or to survive day-to-day during infection. 4550 

 4551 
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 4552 
Figure 5.12: Two distance matrices, showing the proportion of common variants between the 4553 
individuals of each transmission group. Dashed lines are added to divide each graph into 4554 
vaccinated and naïve quadrants. 4555 

From observing the proportion of sub-consensus variants shared between two 4556 
individuals in these transmission experiments, we can see that generally 4557 
transmission pairs will share a vast majority of variants, samples taken from the 4558 
same host over multiple days will have even more commonality in sub-consensus 4559 
diversity. The vaccination status and transmission chain of the host can make a minor 4560 
difference to this value: transmission between naïve-naïve pairs in the multi chain 4561 
is higher than that of vaccinate-vaccinate pairs whereas in the single chain the 4562 
opposite is true, and vaccinated pairs share more sub-consensus variants in common 4563 
than pairs of naïve hosts. 4564 
5.3.4.2 Variants seen in multiple horses 4565 

Some variants are seen in many horses, regardless of whether they are 4566 
epidemiologically connected or not. Figure 5.16 shows the entire EIV genome, each 4567 
point coloured for the transmission group from which the sequences were obtained. 4568 
The abundance of these shared variants is lowest in segments 1-3 (PB2, PB1 and PA), 4569 
though this could simply be because of their disproportionate length in comparison 4570 
to the other genomic segments. Roughly 50% of sites are shared between samples, 4571 
irrespective of the transmission group or vaccination status of the host from which 4572 
they were obtained. On testing with a Kruskal-Wallis test, variation in the abundance 4573 
of shared mutations was not adequately explained by epidemiological group alone 4574 
(Kruskal-Wallis chi2 = 1.0511, df = 3, p-value = 0.7889).  4575 
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 4576 
Figure 5.13: Location of LFV throughout the whole 13kb EIV genome. 4577 
5.3.4.3 Variants seen in the same horse on multiple days 4578 

As an additional investigation into the trajectory of LFV, I collated all variants 4579 
reported by LoFreq and counted how many appeared across multiple days of 4580 
sampling from an individual host. Figure 5.17 shows the number of days a variant 4581 
was detected on the x-axis; from the height of bars, I infer that many LFV tend to 4582 
appear on multiple days rather than just for a single day. Additionally, variants in 4583 
the naïve hosts (pairs 5 and 6) are more likely to appear in three or more days than 4584 
only appearing on one or two days. This is in stark contrast to the patterns seen in 4585 
vaccinated hosts (pairs 2-4), though more sequences were obtained from naïve hosts 4586 
than vaccinated ones which may skew this observation. 4587 
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Figure 5.14: The LFV observed in an individual, and the number of days that it appeared in 
total (not necessarily consecutively). Many variants persist in within-host samples for 
multiple days  This is seen especially in naïve hosts (horses comprising pairs 5 and 6). 
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5.3.4.4 Singletons 4589 

Finally, I conclude with examining the singletons (variants that only appear 4590 
in a single sample): 1024 singletons appear across the entire dataset (Figure 5.18), 4591 
only 1.07% of all reported LFV are above the threshold proportion of 1% K 1024

951,353
L. 4592 

Variants that appear spuriously usually comprise a very low proportion of the 4593 
genomes present, all of which are rarer than 10% of the genomes and the vast 4594 
majority are found at close to the limit of detection – 98% of singletons are found 4595 
below a frequency of 1.5% K1006

1024
L, very close to the 1% frequency cut-off. Singletons 4596 

may be due to highly unfit or lethal mutations, proving so deleterious to viral fitness 4597 
that they are purged from the population within 24 hours. More likely, however, 4598 
these nucleotide mutations are removed due to simple stochasticity and/or 4599 
procedural error during sequencing. Already present at such low concentrations, the 4600 
likelihood that a genome carrying a singleton mutation replicates successfully, 4601 
retains the substitution and then remains at, or above, 1% concentration within the 4602 
viral population is very low.  4603 

 4604 
Figure 5.15: Across the entire 13kb EIV genome, LFV singletons are plotted at the nucleotide 4605 
position they appear. Points are shaded corresponding to the frequency of variants, though the 4606 
vast majority sit around the threshold of detection (1% frequency) 4607 
5.3.5 Beta-Binomial Calculations of Transmission Bottlenecks 4608 

Using a variant frequency threshold of 2% to estimate bottleneck sizes with 4609 
Sobel Leonard’s beta-binomial sampling procedure, the possible events in which a 4610 
donor host could have infected a recipient host were averaged to give single values 4611 
across each transmission chain. All estimated transmission events are shown in 4612 
Figure 5.17, by arrows labelled with the size of transmission bottlenecks for each 4613 
case where it would have been theoretically possible for hosts to infect one another. 4614 
For example, no arrow connects hosts 3A and 4A in the Single transmission chain; 4615 
there was no day when 3A shed sufficient virus during the period that it was co-4616 
housed with host 4A. Conversely in the Multi group, host 5A was actively shedding 4617 
virus for two days before host 5B was infected and furthermore, 5B showed no sign 4618 
of infection whilst co-housed with the preceding pair (4A and 4B). Hence, I inferred 4619 
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this transmission event to originate from host 5A and therefore estimated the size 4620 
of this putative bottleneck, explaining the horizontal arrow joining these hosts in 4621 
the figure. 4622 

 4623 
Figure 5.16: Estimated transmission bottleneck sizes between samples. 4624 

When filtering datasets by group, Nb differences of within- and between-host 4625 
links are only statistically significant in the multi chain (p = 0.028), not the single 4626 
transmission chain (p = 0.14). Now, comparing the class of hosts involved in the 4627 
transmission event (vaccinate-vaccinate, vaccinate-naïve or naïve-naïve) we see no 4628 
substantial differences in between-host Nb of hosts in either transmission chain 4629 
(multi chain p = 0.1692 and single chain p = 0.3018). If we instead compare just the 4630 
vaccination status of donor hosts or recipient hosts, rather than looking at both ends 4631 
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of the transmission event as above, we still see no evidence that host factors impact 4632 
the bottleneck size (Figure 5.20). 4633 

Bottleneck sizes do not differ between transmission groups (Kruskal-Wallis 4634 
chi2 = 4.9099, df = 1, p-value = 0.0267) but are associated to the immune status of 4635 
hosts. Specifically, transmissions fall into one of three immune classes: vaccinate-4636 
vaccinate, vaccinate-naïve or naïve-naïve. Across the dataset, naïve-naïve 4637 
transmissions tended to have marginally larger bottlenecks than vaccinate-vaccinate 4638 
(p=0.067) and vaccinate-naïve (p=0.053) ones though it must be noted that the 4639 
sparsity of vaccinate-naïve samples (n=4) results in low power for testing this and 4640 
likely contributed to the p-values being near the borderline for significance. These 4641 
differences in Nb are also linked to the group each host belonged to; naïve-naïve 4642 
transmission events ceased to differ with either of the other classes when examined 4643 
in the single transmission group alone. Now, to incorporate the upper and lower 4644 
bounds of Nb estimates into tests in order to provide a more realistic response 4645 
variable, we see different trends in the between-host Nb data. The only marked 4646 
difference in bottleneck size is over transmission events from VM to NM hosts (p = 4647 
0.027).  4648 

 4649 

 4650 
Figure 5.17: Estimated bottleneck sizes for each potential transfer event between hosts. Two 4651 
outlying values far exceed the rest of the estimates and so for ease of visualising the estimated 4652 
size (alongside upper and lower confidence intervals) are placed in textboxes at the 4653 
corresponding event. 4654 
5.3.5.1 Host Factors and Bottleneck Sizes 4655 

As above, models were constructed under a Bayesian framework in rstan with 4656 
priors estimated from a Cauchy distribution guided by four concurrent MCMC 4657 
processes over 250,000 iterations: 4658 

𝑁=	~	𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛	𝐺𝑟𝑜𝑢𝑝 × Δ𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒	𝐻𝑖𝑠𝑡𝑜𝑟𝑦 4659 
When testing variables with a GLM, the nature of transmission events 4660 

(vaccinate-vaccinate, vaccinate-naïve or naïve-naïve) proved statistically 4661 
significant, as did the transmission group. However, the effects of these were 4662 
minimal; as the Nb values themselves were so small, impacts bore little to no 4663 
biological realism (Table 5.6).  4664 
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Table 5.6: Nb values as calculated from the above model with nEFF in brackets, as a proxy for 4665 
confidence. 4666 

 Multi Group Single Group 
Vaccinate-Vaccinate 1.3 (88.27%) 3.5 (93.16%) 

Vaccinate-Naïve 0.3 (88.15%) 3.6 (95.19%) 
Naïve-Naïve 1.6 (93.16%) 5.1 (92.73%) 

These estimates were then repeated below with the addition of sequence 4667 
information. 4668 
5.3.5.2 Interactions & Correlations 4669 

As above, when examining measures of diversity, bottleneck sizes were then 4670 
compared with the amount of virus shed by these hosts. Transmission events are 4671 
stratified by the exposure status of both the donor and recipient hosts (vaccinated-4672 
vaccinated, vaccinated-naïve or naïve-naïve). The shedding of either donor or 4673 
recipient host bears no meaningful association to the size of a transmission 4674 
bottleneck size in these experimental data. 4675 

Correlations between the genetic distance (identity matrix) and the size of a 4676 
transmission bottleneck appear minimal. Spearman correlations show a slightly 4677 
negative association across the entire experiment (-6.24%). When stratified into 4678 
corresponding transmission groups, correlations were similarly low (multi group = 4679 
15.20% and single group = 2.19%). 4680 

Desiring to examine these correlations closer, I next replicated the above 4681 
Spearman tests in a GLM framework. Thus, first testing the impact of bottleneck 4682 
sizes on genetic distance over both experimental transmission chains, there is a 4683 
marginal decrease (17%, p=3.66 x 10-3) in sequence identity with a larger founder 4684 
population in a transmission event. However, this difference is not influenced by the 4685 
group in which the observed transmission event took place (p = 0.187), nor is it 4686 
significantly impacted by the vaccination status of donor and recipient hosts (p = 4687 
0.979).  4688 
Table 5.7: Proportion of shared variants and the size of bottlenecks (in viral genomes) for each 4689 
transmission event between hosts. 4690 
Group Class Events Shared Variants Nb 

M
ul

ti
 Vacc – Vacc 11 56.5% (±36.7%) 3.82 (±2.09) 

Vacc – Naïve 2 94.6% (±0%) 2.00 (±0) 
Naïve – Naïve 8 86.1% (±13.2%) 4.88 (±2.59) 

Si
ng

le
 Vacc – Vacc 8 92.2% (±5.2%) 3.38 (±2.07) 

Vacc – Naïve 2 83.8% (±6.6%) 1.50 (±0.71) 
Naïve – Naïve 4 86.5% (±6.8%) 155.75 (±200) 

In summary, Table 7 reports the average bottleneck sizes of transmission events 4691 
in both experimental groups, alongside their proportion of shared sub-consensus 4692 
variants. To note, a sparsity of samples in vaccinate-naïve transmission events skews 4693 
these rows of results. Overall, both groups show that relatively few viral particles 4694 
are involved in a single transmission event, though founder populations from naïve 4695 
hosts appear larger than those from vaccinated ones. 4696 
5.4 Discussion 4697 

Due to the rapidity of IAV mutations, evolution and epidemic dynamics become 4698 
intrinsically linked throughout pathogen spread (Kühnert et al., 2011). 4699 
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Understanding the genetic diversity of even a small viral outbreak can reveal a great 4700 
deal of information about the interplay of viral populations within and across host 4701 
(and potentially vector) populations. Though viruses within a single infected host 4702 
may have a huge capability for acquiring mutations, acute infections vastly limit the 4703 
timeframe in which a de novo mutation can arise to an observable level within a 4704 
population. Furthermore, should a variant emerge during infection, it is under time 4705 
pressure to outcompete its progenitors and reproduce in quantities large enough for 4706 
onward transmission (Xue et al., 2018). Experiments of chronic influenza infections 4707 
provide enough time and raw mutational plasticity to allow the development of very 4708 
diverse heterogeneous viral populations (Lumby et al., 2018). How important 4709 
chronically-infected hosts are in the maintenance and generation of variant diversity 4710 
remains to be answered.  4711 
5.4.1 Reporting sub-consensus viral genomes 4712 

In terms of the fastest tool, vSensus performs much faster per megabyte and 4713 
per read in the library, though iVar is a close second. As a measure of accuracy, the 4714 
frequency of variants in the population was compared with the frequencies reported 4715 
in the published datasets. I don’t think it’s clear which is the better tool just from 4716 
this, but knowing consistency is helpful. Measuring the time taken for analysis 4717 
against the number of variants called is again, not a simple metric as it depends on 4718 
the question one is trying to answer.  4719 

Observing the population diversity of viral genomes from each sample is one of 4720 
the most common analyses performed with such deep-sequencing data of viruses. 4721 
Testing the population richness and diversity then shows the kind of output one can 4722 
expect using each tool. 4723 

Overall, the stand-out VCT for academic research of viral evolution are both 4724 
FreeBayes and LoFreq. These tools have the highest accuracies except for DeepSNV 4725 
(96.52% and 94.14% respectively). Despite higher accuracy (96.06%) and faster 4726 
runtimes, DeepSNV comes with the large caveat that processing requires a control 4727 
dataset. This necessity makes DeepSNV unsuitable for analyses of de novo viral 4728 
sequences, and the lengthy set-up before running the tool is not included in the 4729 
overall timing. 4730 
5.4.2 EIV within-host variation 4731 

Combining a range of diversity measures, we can confidently infer that host 4732 
factors such as vaccination status do affect the sub-consensus diversity of viral 4733 
populations. Between hosts, viral population diversity mostly differs based on the 4734 
host’s exposure and vaccination status. Unexpectedly, the two most commonly used 4735 
diversity measures, Shannon Entropy (HS) and nucleotide π detected different groups 4736 
as the most diverse. 4737 

Shannon Entropy (and its normalised forms) is highest in naive hosts in the multi 4738 
transmission group (NM), whereas π diversity is highest in vaccinated individuals 4739 
within the single transmission group (VS). This difference in where diversity sits is 4740 
unexpected, but as noted by Zhao et al. (2019) this may be skewed by the 4741 
distribution of reads in each population; the NM group has substantially more reads 4742 
than the others. 4743 

Between the divisions of vaccine status, most measures show very little 4744 
change. Averaging the diversity of all vaccinated hosts to all naïve ones, there is a 4745 
stark difference in the richness of mutations (average naïves=1.205, average 4746 
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vaccinates=0.76). Hosts of each transmission group do, however, show substantial 4747 
differences in mutational richness, i.e. Shannon Entropy & π diversity. Within hosts, 4748 
nucleotide π diversity either changes erratically over the duration of the experiment 4749 
or remains relatively consistent. The occasions where we do see fluctuations in 4750 
within-host diversity are mostly confined to the longer segments. Levels of within-4751 
host π diversity certainly appear stable in segments 6-8 of most hosts, retaining 4752 
constantly high π diversity. I interpret this as these genes evolving at a constant 4753 
rate, but unable to find any fitness advantages within their mutations. The longer 4754 
segments however appear to be exploring mutational space more, and sudden peaks 4755 
in their sub-consensus diversity imply periods of fast evolution. Alternatively, 4756 
troughs in this diversity implies having honed-in on a particularly fit mutation, and 4757 
thus generation of de novo mutations slows as the viral population accumulates a 4758 
particularly fit mutation.  4759 
Further, neither π nor HS diversity measures show a strong association with viral 4760 
shedding. First, the relationship between each metric (HS or π) and log10(copies) was 4761 
investigated with correlatory tests (Spearman); Shannon Entropy doesn’t show any 4762 
correlation to the viral load (31%), nor does nucleotide π (14%). 4763 

Using a linear regression to quantify the relationships between variables the 4764 
population size, as measured by log10(copy number), had no impact on the Shannon 4765 
Entropy in any of the 4 epidemiological groups. By comparison, the nucleotide π 4766 
diversity of hosts marginally increases with a larger population size in the multi 4767 
group, though insignificantly (0.108, p=0.0675). 4768 
5.4.3 Transmission Bottlenecks of Naturally Transmitted EIV 4769 

To note, an important caveat of the above analyses is a reliance on the absolutism 4770 
of transmission events within the confines of the experimental design. Though the 4771 
transmission experiment only housed two pairs of hosts at a time, we cannot rule 4772 
out that some of the virus shed remained infectious in the environment. Influenza 4773 
viruses are capable of mechanical transmission, through fomites in the surrounding 4774 
environment. One unfortunate consequence of this in the present study is that 4775 
proving transmission occurred directly, exclusively between hosts in the mixing 4776 
chamber, is not possible. Previous calculations of Influenza A Virus bottleneck sizes 4777 
(Nb) vary, but mostly concur with the low (<10 virions) averages we report later. 4778 

• McCrone and Lauring (2018): 2-5 virions or up to 200 genomes (experimental 4779 
ferret transmissions) 4780 

• Johnson and Ghedin (2020): 7-24 genomes in contact transmission, or 3-5 4781 
genomes with droplet transmission (human transmissions) 4782 

• Dimas Martins and Gjini (2020): 90 (±45) genomes in another ferret 4783 
transmission study 4784 

• Sigal, Reid, and Wahl (2018): Their system requires an Nb of 20-100 genomes 4785 
to adequately explain diversity 4786 

• LeClair and Wahl (2018): in vitro IAV transmissions barely worked with Nb of 4787 
1, but functioned well at Nb = 5 4788 

Overall though, the high proportion of shared variants between pairs of hosts 4789 
indicates a generally loose transmission bottleneck in close-contact EIV infections. 4790 
This enables viral populations to maintain a high level of the diversity generated in 4791 
one host and transmit it to the subsequent host; essentially the mutations generated 4792 
in a host have a good chance of surviving and passing to the next individual. This has 4793 
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potential phylodynamic implications, variants generated de novo in hosts of the 4794 
single chain have a better chance to be maintained and passed forward than 4795 
mutations in the multi chain. To note, this analysis does not account for the 4796 
proportion of each sub-consensus mutation and is simply counting the 4797 
presence/absence of mutations at each possible nucleotide. Having estimated 4798 
transmission events between co-housed hosts, we illustrate that under experimental 4799 
outbreak conditions, low numbers of virions are involved in onward transmission of 4800 
EIV. Non-parametric tests stated that neither of the examined host factors 4801 
(transmission group or vaccination status) significantly impacted the bottleneck size. 4802 

Comparisons of viral populations within-hosts day-to-day using the same beta-4803 
binomial sampling methodology showed, as expected, much looser bottlenecks; 4804 
greater numbers of and more diverse collections of virions link the viral populations 4805 
of hosts from one day to the next. 4806 

Our data confirm that within-host IAV populations are highly dynamic, with 4807 
multiple variants arising, persisting, and sometimes becoming transiently 4808 
predominant or fixed, even during short chains of transmission. Future work linking 4809 
minority variants between different animals will inform of the size of transmission 4810 
bottlenecks during natural infection. 4811 
  4812 
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6 Discussion 4813 

In this thesis, I investigated the impact of prior Influenza A Virus (IAV) exposure 4814 
on viral evolution at the within-host and inter-host level. To this end, I examined 4815 
the virus population size and genomes of influenza viruses in infected horses that 4816 
possessed different immunological histories and were linked by transmission.  4817 
6.1 Equine Influenza as a Model Virus 4818 

The use of equine influenza virus (EIV) as a model system for IAV outbreaks in 4819 
mammals captures both direct and fomite-mediated transmission, with a virus 4820 
known to jump species barriers. IAVs infect a broad range of mammalian and avian 4821 
hosts and cross-species transmission occur sporadically, but with often dramatic 4822 
consequences. Influenza in horses presents with similar symptoms to the disease in 4823 
humans, and their movements are linked to anthropogenic activities. Though reports 4824 
of active EIV infection in humans are both rare and sporadic, people working closely 4825 
with horses often develop circulating H3N8 antibodies and this may be taken as 4826 
evidence that EIV is at least able to colonise human hosts, who develop adaptive 4827 
immune memory in response. 4828 

The spillover of H3N8 viruses into canine populations occurred concurrently with 4829 
five nonsynonymous mutations in the haemagglutinin: Asn54Lys, Asn83Ser, 4830 
Asn154Thr, Trp222Leu and Ile328Thr (Crawford et al., 2005). Though cross-species 4831 
spillover is a multi-factorial event and cannot be attributed solely to protein 4832 
conformational changes, such observations reveal that IAV can successfully adapt 4833 
from avians to equines and then on to canine hosts. 4834 

6.2 Shedding of Equine Influenza Virus 4835 

The lower amounts of virus shed by both vaccinated and unvaccinated 4836 
individuals of the single strain transmission chain speaks to the impact of prior 4837 
exposure to immunogens that specifically match the strain hosts are challenged 4838 
with. From this, I must then infer that the immunity of a host affects not only its’ 4839 
own viral load but also that of the hosts which it infects. This is important because, 4840 
as discussed below, horses most likely to be moved around the country and interact 4841 
with horses external to their day-to-day cohort (analogous to the notion of super-4842 
spreaders) are simultaneously likely to have been exposed to the greatest array of 4843 
circulating EIV strains. However, these observations may be confounded by the 4844 
ultimately different viruses at the end of each transmission chain. 4845 

Viral load can be used as a proxy for infectivity in epidemics of acute disease 4846 
spread in a frequency-dependent manner. Once the quantity of viruses surpasses the 4847 
threshold needed to establish infection, i.e. the minimum infectious dose (MID), it 4848 
is generally assumed that the more virus present (whether in the environment 4849 
outside of hosts, or viraemia for viruses spread by direct contact) the greater chance 4850 
an exposed host has of becoming infected. 4851 

These findings on the amount of viruses shed and the influence of host adaptive 4852 
immune status could additionally help parameterise epidemiological values such as 4853 
the Critical Community Size, a term describing the proportion of susceptible hosts 4854 
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needed in a population to prevent epidemic fade-out (Bartlett, 1960; Cliff et al., 4855 
2000) or pcrit which describes the proportion of the population which must be 4856 
protected in order to stop outbreaks from occurring. Knowing that even vaccinated 4857 
horses can shed sufficient virus to lead to further infections, the data generated 4858 
here could also be incorporated into compartmental epidemic models. Vaccination 4859 
decreases viral shedding, with the vaccine matching the challenge strain having a 4860 
greater inhibitory effect. From this, we may therefore assume that distributing 4861 
vaccines which closely match circulating strains would be a better public health 4862 
measure than distributing vaccines that confer lower levels of immunity but to a 4863 
greater range of viruses. However, a broader coverage would perhaps better account 4864 
for unknown strains that may be in circulation. My work shows that providing some 4865 
form of vaccine-mediated immunity is better at limiting the spread of virus than no 4866 
immunisation and further, it reflects the real-world dynamics of EIV epidemiology, 4867 
where imperfectly neutralised virus is still capable of transmission between horses. 4868 

Though still lacking the values to estimate CCS and other compartmental 4869 
epidemiological models, these findings highlight the importance of including 4870 
vaccinated horses in such models, acknowledging the potential contribution of such 4871 
hosts to maintaining chains of transmission. Here, however, the relatively low viral 4872 
load of univalent-vaccinated (VS) hosts suggests a decreased capacity for shedding 4873 
infectious virus. This in turn reduces the capability of EIV to transmit as effectively 4874 
as in wholly naïve populations. First, by shedding a lower number of infectious 4875 
particles, transmission events will require closer and/or longer duration of contact 4876 
in order for recipients to receive the minimum infectious dose required to establish 4877 
infection. If a successful viral transmission event becomes more difficult, each host 4878 
is less likely to infect as many susceptible hosts as previous conditions permitted; 4879 
the effective reproductive number (Re) would fall as secondary transmissions from 4880 
each host become increasingly rare. Clearly, the effects seen in the present 4881 
transmission experiment are not enough to halt onward spread since all hosts in the 4882 
experiment became infected. Importantly, unlike the natural epidemiology of EIV, 4883 
data presented in this study come from an experiment designed specifically to 4884 
facilitate continued transmission; hosts were kept in very close proximity until 4885 
recipients showed signs of infection. Clearly, this creates artificial scenarios that 4886 
would not be expected in the field. Yet as the focus lies on the evolutionary forces 4887 
experienced by EIV, ensuring that each host became infected was paramount. In situ 4888 
outbreaks rarely, if ever, see 100% of horses infected with EIV; understanding the 4889 
limits of spread once a premises has been seeded by an index case could inform 4890 
disease management strategies. 4891 

Upon infection, virus replication clearly occurs rapidly, though linking this to 4892 
disease progression and the course of symptoms is unexplored as I did not have 4893 
access to clinical information. In other hosts, associations between viral load and 4894 
host disease presentation have been examined in populations of young adults (McKay 4895 
et al., 2020) where minor correlations existed between viral load and patient body 4896 
temperature. In contrast, paediatric patients showed that both symptoms and 4897 
recovery time were correlated with the amount of virus present (Tran et al., 2023), 4898 
when trialling a therapeutic probiotic intended to limit IAV infection by over-4899 
colonisation of nasal epithelia with commensal bacteria. 4900 

 However, in human IAV infections, viral shedding (and thus transmission of 4901 
virus) begins prior to the appearance of symptoms (Andrew et al., 2023; McKay et 4902 
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al., 2020). Given the short period between exposure and detectable virus in infected 4903 
horses in this experimental setting, viral transmission from pre-symptomatic horses 4904 
is to be expected. The major epidemiologic consequence being that pre-4905 
symptomatic index case(s) could spread EIV through the population, as seen in 4906 
previous FMDV outbreaks (Firestone et al., 2019; R. J. Orton et al., 2020; M. 4907 
Woolhouse et al., 2001), delaying appropriate responses (e.g. 4908 
quarantine/distancing, prophylaxis, alerting a vet), at which point it may be too late 4909 
and EIV has spread to multiple other contacts. A paradigm of RNA virus evolution is 4910 
that they are highly polymorphic and this is due to the error-prone polymerase which 4911 
causes mutations to appear de novo throughout the genome. Thus, field populations 4912 
are assumed to exhibit a high level of random mutations, with the number of 4913 
mutations detected being proportionate to the size of the sampled population. 4914 
Unexpectedly, the viruses sampled from naïve hosts were found to be largely 4915 
homogenous, despite being much larger populations than those from vaccinated 4916 
hosts. While one would expect that a larger population of viruses would allow for 4917 
more variation to be generated, this, was not observed in either transmission 4918 
experiment. 4919 

In real-world settings, the index cases of EIV are more likely to be protected 4920 
(horses for sports/breeding are likely, or required, to be vaccinated) and so may 4921 
display minimal symptoms, if at all. It may be hypothesised that those days in which 4922 
shedding was not detected due to a lack of noticeable symptoms would allow 4923 
continued, uncontrolled transmission throughout the population. Observations of 4924 
influenza infections in human populations concur; many individuals that test positive 4925 
for IAV infection show no symptoms or illness. Indeed, screening by Hayward et al. 4926 
(2014) have revealed that 77% and 83% of IAV-positive individuals were 4927 
asymptomatic, depending on whether the screen was carried out using serology 4928 
and/or PCR amplification respectively . Arguably, the ability to go unnoticed by the 4929 
host is the fittest (defined by genomic reproductive success) adaptation of some 4930 
viruses; non-pathogenic infections are especially effective when spreading through 4931 
populations of animals that display social behaviour. Hosts displaying visible physical 4932 
symptoms, such as coughing or mucopurulent nasal discharge, may be avoided by 4933 
other individuals of the same species thus reducing the amount of contact and 4934 
potential for secondary transmission of the pathogen. Hence, asymptomatic 4935 
infections could facilitate continued transmission, overcoming anti-social host 4936 
behaviour which would otherwise limit contact rates. 4937 

Across the transmission experiment, hosts shed substantially different 4938 
quantities of EIV genomes based on their exposure histories. Recognising the caveat 4939 
that qPCR quantifies only the number of vRNA copies and not replication-competent 4940 
virions, the copy numbers in samples from unvaccinated hosts show a greater 4941 
number of viruses compared to vaccinated ones. However, only naïve hosts in the 4942 
multivalent transmission group (NM) show significantly greater quantities of virus 4943 
shed compared to vaccinated hosts. Hosts without any history of exposure in the 4944 
Single group (VS) did not shed substantially different amounts of virus to the hosts 4945 
with exposure histories. This may be caused by wide-ranging values from samples in 4946 
this group and/or the smaller founder population that these hosts receive; as VS 4947 
hosts shed low amounts of virus, the hosts they infected are expected to have 4948 
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received a small infective dose. Thus, even if viruses in both transmission groups 4949 
were equally fit, those in NM hosts were seeded with a larger initial viral population 4950 
leading to their significantly greater viral shedding. To note, as I will explore below, 4951 
the viruses infecting NM hosts were genetically distinct from those sampled from NS 4952 
hosts, with 2 non-synonymous and 1 synonymous mutations separating the two 4953 
populations. 4954 

Reported values of viral shedding concur with those published in other studies 4955 
of influenza A infections. Average daily shedding closely resembles that seen in other 4956 
experimental infections of horses (Murcia et al., 2010, 2013) and, as anticipated, 4957 
this was higher than in samples collected during an outbreak (Hughes et al., 2012). 4958 
Likewise, in accordance with studies in horses and pigs (Lloyd et al., 2011), 4959 
vaccinated hosts shed less virus than the unvaccinated hosts. These figures also 4960 
concur with those reported in human IAV infections (To et al., 2010; Ward et al., 4961 
2004). As explored in the introduction of Chapter 3 (3.1.2), the amount of virus shed 4962 
by a host is expected to correlate to the infectivity of that individual, i.e. the β 4963 
parameter or Force of Infection (Heesterbeek, 2002; Matthews & Woolhouse, 2005) 4964 
in compartmental epidemiological models. A strengthened Force of Infection 4965 
indicates an increased chance for secondary transmission from an infected host, thus 4966 
reducing the amount of time susceptible hosts need to be exposed to a shedding 4967 
host to acquire a dose sufficient to establish EIV infection. When considering the 4968 
virus, this greater β parameter leads to a larger viral population in circulation in the 4969 
local environment; this likely increases the impact of selective forces and decreases 4970 
those of stochastic fluctuations in mutant genome levels. 4971 

Observing the transmission of EIV in such a controlled environment allows for 4972 
examination of the transmission dynamics in a way hitherto understudied in equine 4973 
populations. By quantifying shed virus in each transmission event, the most striking 4974 
result was how quickly infection is established in a host. Moreover, hosts become 4975 
infected and then are able to spread infection very rapidly. All hosts began shedding 4976 
detectable amounts of virus by two days post-contact with infected hosts, providing 4977 
a very short interval between successive transmission events, i.e. the serial interval. 4978 
In terms of viral evolution, the rapidity of this transmission poses a double-edged 4979 
sword: fast spread of course benefits the virus in the short term, as infections can 4980 
be established and transmitted before adaptive immune responses can be fully 4981 
mounted. However, as the virus transmits so quickly, any diversity generated in the 4982 
course of the host’s infection may be lost unless the maintained virus is able to 4983 
spread and/or re-infect other hosts. Reporting the serial interval of EIV amongst 4984 
populations with heterogeneous exposure histories grants novel insight into its’ 4985 
epidemiology within horse populations. 4986 

6.3 Ensuing Work 4987 

Conclusions may be drawn on the assumption that a higher viral load correlates 4988 
to a virus better able to replicate, i.e. the virus replicates more and/or faster thus 4989 
increasing the quantity of genomes collected by each nasal swab. Hosts may shed 4990 
different quantities of virus for myriad reasons, however, many confounding 4991 
variables interfere with this assumption. Thus, even though viral load is occasionally 4992 
used as a proxy for fitness and/or competitiveness later in the analysis, it is far from 4993 
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an ideal measure. A lingering question from this study is whether shedding can be 4994 
used as a legitimate approximate of viral fitness. To support the work presented 4995 
here, proof of the correlation between viral load and replicative fitness could be 4996 
carried out in vitro. Potential avenues to test this include comparing parallel growth 4997 
curves of different genotypes in cell culture or competitive co-culture of differing 4998 
viral genotypes in the same culture to assess phenotypic strengths. These would 4999 
allow for estimates of competitiveness, or at least comparisons of fitness within such 5000 
a closed system (Domingo et al., 2019), and give an indication of what Wargo & 5001 
Kurath (2012) distinguish as both replicative and transmission fitness. 5002 

However, the virus was able to infect vaccinated hosts in both transmission 5003 
chains, so clearly it was fit enough for continued natural transmission. Hosts with 5004 
prior immunity were able to become infected and then shed sufficient quantities of 5005 
virus to lead to secondary infection of other hosts with similar exposure histories. 5006 
Concerningly, even horses which would be expected to have very strong adaptive 5007 
immune responses, due to their recent exposure to the challenge virus, were capable 5008 
of transmitting infectious virus to other hosts with histories of exposure. VS hosts 5009 
had five exposures to inactivated stock of the challenge virus across a period of 40 5010 
weeks, 40 weeks before being vaccinated in the transmission experiment and could 5011 
still transmit and be infected by EIV, showing a lack of sterilising immunity generated 5012 
by the memory response. Under such conditions, contrary to what is generally 5013 
accepted, this ability to reinfect hosts despite strong immune memory suggests that 5014 
selective pressures originating from host immunity may not be particularly strong in 5015 
guiding EIV evolution. Though the conditions of the experimental transmission were 5016 
highly controlled and would not be expected to resemble those in natural settings, 5017 
horses are also unlikely to have such comprehensive history of exposure to a 5018 
circulating strain. However, immunity developed from natural infection, rather than 5019 
exposure to inactivated whole-virus formulations could establish a stronger memory 5020 
response for these hosts. 5021 

Additionally, were the experiment to be repeated I would endeavour to 5022 
quantify the amount of virus in the immediate surroundings of infected hosts, such 5023 
as nearby surfaces or even suspended in air, as in studies by Neira et al (2016). 5024 
Understanding the viral load of a host plus the number of viral genomes (and thus 5025 
assumedly infectious particles) in the vicinity of an infected host would reveal 5026 
infectious particles present in the environment. Fomites are known to be important 5027 
environmental vectors of transmission in seasonal human IAV; evidence for 5028 
mechanical spread of EIV was reported in Australian and South African outbreaks 5029 
(Cullinane & Newton, 2013). However, during this transmission experiment, after 5030 
each transfer of hosts, the entire mixing chamber was thoroughly disinfected 5031 
thereby removing any possibility of fomite transmission. How this might affect viral 5032 
evolution is less known; once virus is shed into the environment it cannot 5033 
mutate/evolve until entering another host.  5034 

Further areas of investigation ought to include the determination of the 5035 
minimum infectious dose (MID) of H3N8 EIV in horses. Knowing the number of viral 5036 
particles needed to establish a successful infection, in vitro or in vivo, would allow 5037 
for a proper quantification of the force of infection (β) needed for epidemic spread 5038 
(Re ≥ 1). Such experiments would, however, involve prohibitively high numbers of 5039 
horses to test which raises ethical concerns. Many factors such as MID exert an 5040 
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influence on host-pathogen interactions, including host innate and adaptive 5041 
immunity, host intrinsic barriers to infection (e.g. skin and mucus), co-infection, 5042 
viral strain and viral fitness to name but a few. To estimate MID while accounting 5043 
for these potentially confounding variables would  necessitate large numbers of 5044 
horses to be infected and observed in controlled environments. Alternatively, 5045 
scaled-down experiments involving serial dilutions of viral cultures applied to tissue 5046 
explants and/or 3D tissue cultures may grant some insight into cellular MID 5047 
estimates. 5048 

Although viral genomes were collected from nasal swabs, matching disease 5049 
symptoms to shedding would also help in the construction of epidemiological 5050 
models; how do clinical symptoms correlate to the pattern of viral shedding? 5051 
Influenza has a reputation for being most contagious in pre-symptomatic hosts (Bell 5052 
et al., 2006; Hayden et al., 1998; Webb et al., 2010), but this remains to be proven 5053 
in equine populations. While correlating disease progression with daily patterns of 5054 
viral load has not yet been undertaken for EIV, going forward I would endeavour to 5055 
use existing datasets of loads and published details of symptomatic horses in a meta-5056 
analyses to craft inferences on this relationship.  5057 

6.4 Consensus Analyses 5058 

As seen especially through the emergence of variants of concern (VoC) during 5059 
the COVID-19 pandemic, viruses, like all life forms, do not evolve in a 5060 
straightforward, linear manner but rather generate an array of variants upon which 5061 
selective forces and stochasticity can act. Single Nucleotide Polymorphisms (SNP) in 5062 
viral genomes can have positive, negative or neutral impacts on the overall 5063 
replicative fitness of that individual virion. The trajectory of mutations within a viral 5064 
population at the within-host and between-host scales can reveal insights into how 5065 
diversity can be generated, transmitted and maintained at a global level. 5066 

Examining the genetic similarities between the EIV strains which comprise the 5067 
whole-virus inactivated inocula and that of the challenge strain established just how 5068 
different the immune responses of hosts could be. Memory responses of the adaptive 5069 
immune system rely on the recognition and presentation of antigens to, primarily, 5070 
memory B cells. The four strains comprising the multi-strain inoculum regiment 5071 
shared 92.25% genetic identity, meaning an average difference of 1,056 nucleotides 5072 
between the inactivated viruses used to provide exposure histories to the VM horses. 5073 

In comparison, on examining three commercial EIV vaccines (the recombinant 5074 
Canarypox vaccine ProteqFlu, plus two inactivated virus vaccines Equilis Prequenza 5075 
and Equip F (NOAH, 2016)), the strains formulating each shared varying sequence 5076 
similarity. The immunogens used in the trivalent Equip F vaccine differed the most 5077 
from the other vaccines and was also had the most diverse range of immunogens of 5078 
any vaccine, including a now extinct H7N7 virus; similarity between the genomes of 5079 
inactivated viruses marked only 70%, stimulating recipients with three very different 5080 
viruses. Though some meta-analyses on vaccine formulation have been carried out 5081 
(Elliott et al., 2023), the impacts of such broad immunisation on viral evolution 5082 
remains a mystery. According to the results presented above, exposure to 3 highly 5083 
distinct immunogens may not be as effective as other formulations. These three EIV 5084 
vaccines are approved for use in the UK and EU, and though the manufacturer of 5085 
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each (ProteqFlu – Boehringer Ingelheim, Equilis Prequenza – Intervet International 5086 
B.V. and Equip F – Zoetis UK) declined to provide sales figures, many of the 850,000 5087 
horses in the UK (BETA, 2024) are assumed to receive at least one of these if they 5088 
have been vaccinated.  5089 

Though all advertise protection from EIV, the three contain different vaccine 5090 
strains and most importantly differ in their formulation. Equilis Prequenza and Equip 5091 
F are both inactivated, whole-virus vaccines comprised of two and three unique EIV 5092 
strains respectively. ProteqFlu uses two EIV strains, but only incorporates a single 5093 
genomic segment in its composition: the haemagglutinin, as encoded by segment 5094 
four, is carried by a recombinant canarypox virus. We hence see two vaccines 5095 
stimulating immune responses to an entire, replication-incompetent virus and one 5096 
vaccine training horse adaptive immune systems exclusively to haemagglutinin.  5097 

While direct comparisons of vaccine efficacy have not been performed, the 5098 
differences in the strength (as measured by antibody titre upon challenge) and 5099 
breadth (range of EIV strains that elicit a memory response) of immunity provided 5100 
are unlikely to be equal. In fact, given the results from the investigations above, the 5101 
use of multiple heterogeneous immunogens in vaccinations may not be providing the 5102 
best protection for individuals or for populations against circulating EIV. This is 5103 
especially due to the distance between some vaccine strains and those currently 5104 
circulating; this is represented graphically in Figure 6.1.  5105 

 5106 
Figure 6.1: Brief timeline showing the three main commercial EIV vaccines sold in the UK, and 5107 
the original strain upon which they are based. A/Newmarket/77 is represented by a triangle in 5108 
order to show its unique inclusion as an H7N7 virus. 5109 

Despite no longer circulating in the wild, one of the commercial vaccines (Equip 5110 
F) continues to add inactivated H7N7 viruses into the formulation, a decision that I 5111 
believe may do more harm than good. Though tests explicitly comparing the impacts 5112 
of cross-immunity from H7N7 to H3N8 viruses have not been carried out in horses, 5113 
differences between these viruses may be exemplar of the imprinting described by 5114 
Gostic and others (Gostic et al., 2016, 2019; Kelvin & Zambon, 2019). If the host’s 5115 
first infection is from a virus with group 1 haemagglutinins (e.g. H1), subsequent 5116 
infection with viruses presenting group 2 (e.g. H3) proteins will elicit weakened 5117 
immune responses compared to infections with other group 1 viruses. H7 and H3, 5118 
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however, both fall within group two of the haemagglutinin subtypes. A similar trend 5119 
is seen in neuraminidase groupings, yet as HA is around four-fold more common on 5120 
the surface of virions (Bouvier & Palese, 2008), the immune-dampening is less 5121 
pronounced.  However, N7 and N8 are grouped separately in neuraminidase trees 5122 
(N7 is a group two neuraminidase, N8 is group one). Though the effects on host 5123 
immunity caused by imprinting has been shown to be more dramatic in 5124 
haemagglutinin, differences in divergent neuraminidase proteins may also hamper 5125 
immune memory responses.  5126 

However, conclusions drawn from another equine influenza transmission study 5127 
(Park et al., 2009) included the observation that even vaccines with mismatched or 5128 
outdated immunogens can still provide moderate protection at the population level 5129 
when sufficiently distributed. Uncertainty in circulating strains and manufacturing 5130 
constraints continue to encourage the formulation of vaccines conferring immunity 5131 
to multiple viral strains.  5132 

Viral mutations appear in horses and may appear or disappear regardless of 5133 
their impact. As this experiment could be seen as a small-scale EIV outbreak, with a 5134 
small population and short duration, the many singleton nucleotide substitutions 5135 
reported here describe well the trajectory of mutations through a population, most 5136 
notably in representing the stochastic nature of what happens to mutant genomes. 5137 
Whether or not a mutation becomes fixed in a population is determined by both 5138 
selective forces and random chance. As the hosts with exposure histories are 5139 
expected to mount rapid memory immune responses, viruses in these hosts ought to 5140 
be under greater selective pressures in attempts at removal by adaptive immune 5141 
cells and molecules. During the transmission experiment, diversity among consensus 5142 
sequences was seen almost exclusively in these historically exposed hosts (VM and VS 5143 
classes), suggesting the existence of strong pressures forcing genetic diversification 5144 
and rapid removal of any less-fit variants. I thus understand that in these controlled 5145 
settings, the fixation of consensus mutations is less likely in populations infecting 5146 
hosts with previous IAV exposure. As selective immune pressures are lower in the 5147 
naïve hosts, virus genomes are able to sustain neutral, or even slightly unfit, 5148 
mutations without being purged as severely as replicating viruses in hosts with rapid, 5149 
specific immune activation. Below the consensus level, diversity (i.e. Shannon 5150 
entropy and π nucleotide) is highest in viral populations infecting naïve hosts, with 5151 
no previous exposure to IAV. 5152 

The host environments in which EIV replicates are not all equal; differing 5153 
exposure histories, not to mention possible host heterogeneities, can dictate the 5154 
quantity and quality of antibodies present in mucus. Such host environments do not 5155 
necessarily affect evolutionary rates of EIV, but they can create situations that 5156 
encourage immune selection or reduce the effect of stochastic removal of genomes.  5157 

Unexpectedly, the output of mutations was almost entirely even, i.e. 10 5158 
synonymous and 11 nonsynonymous mutations. As nonsynonymous mutations are 5159 
more likely to impact phenotypes than synonymous ones, and due to codon 5160 
redundancy, synonymous mutations are generally expected to occur more 5161 
frequently. That nonsynonymous mutations appear more often could indicate an 5162 
exploration of the fitness landscape; strong selective pressures in vaccinated hosts 5163 
may drive the proliferation of nonsynonymous mutations in order to develop a fitter 5164 
phenotype.  5165 
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6.4.1 Global EIV Sequences 5166 

Many of the 21 consensus mutations observed across the experiment were also 5167 
observed in publicly available EIV sequences. From this, and the mutations reported 5168 
in both transmission chains, some level of convergent evolution or hypervariability 5169 
in those sites must be suspected. In contrast, the mutations that appeared most 5170 
frequently (PB1-t1500c/Gly500, PB1-a1853g/Glu618Gly and NP-g1445a/Ser482Asn) 5171 
and became fixed at the end of each transmission chain were rarely reported in 5172 
global EIV sequences. Indeed, the nonsynonymous mutation PB1-a1853g/Glu618Gly, 5173 
seen in all naïve hosts in the multi group, is never observed in the field, which I 5174 
believe indicates that if there is any phenotype associated with this mutation it must 5175 
provide very minimal benefits to the virus. 5176 

Conversely, some mutations appeared spuriously in the study without becoming 5177 
fixed, but have been observed at the global epidemiological scale. The success of 5178 
viruses carrying these mutations in real-world settings does not reflect their 5179 
appearance within this transmission study; the two settings are substantially 5180 
different. The experiment explicitly aimed to ensure EIV transmission among horses, 5181 
keeping individuals indoors to encourage transmission. Hence, mutations that 5182 
benefit wild viruses may be unsuitable in such tightly-controlled environments.  5183 

Were this study to be furthered, without consideration of cost or time, I would 5184 
direct an investigation into measuring fitness effects of these haplotypes. Thirteen 5185 
viruses, each representative of one of the reported haplotypes, would be cultured 5186 
and used to establish growth curves. Measuring the replicative speed and efficiency 5187 
would provide a much clearer marker of the genomic fitness that each constellation 5188 
of mutations provides to the virus. 5189 
6.4.2 Genetic Linkage 5190 

Hitherto, the 21 consensus mutations and the 13 haplotypes they group into 5191 
have been discussed independently. However, genetic linkage is a major 5192 
consideration in evolution that warrants further investigation, which was not 5193 
feasible in the present study. Though many of the mutations reported from this 5194 
dataset appear only once (16 of 21 SNPs are singletons), 17 appear in conjunction 5195 
with at least one other consensus mutation, either with other mutations generated 5196 
de novo in the sample, or mutations that had prior fixed in the population. This 5197 
highlights the importance of considering mutations interconnectedly; a moderately 5198 
beneficial mutation may not be selected for if it is accompanied by a second 5199 
mutation conferring detrimental effects to the viral genome. How then can we 5200 
understand the dynamics and impacts of co-occurring mutations? 5201 

Linkage equilibria studies can elucidate the genotypic/phenotypic effects of 5202 
two or more mutations independently as well as considering any interactions 5203 
between them. This form of analysis can also explore the potential for genetic 5204 
reassortment, whereby combinations of genetic segments from co-infecting 5205 
heterogeneous parental virions can assemble within a single progeny virion. 5206 
Understanding such linkage effects across the ~13kb genome was not attempted 5207 
during this study; despite the potential biological relevance, nucleotide mutations 5208 
appeared in frequencies too low for any study of interactivity. There are only 15 5209 
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samples in this dataset that appear more than once and share more than one 5210 
mutation, making any inference of mutation linkage difficult. Additionally, linkage 5211 
of mutations at a scale large enough to impact viral fitness may be incredibly unlikely 5212 
to occur over the 20-day period of sample collection. Finally, the short-read Illumina 5213 
sequencing procedure used in the experiment made studying such linkage 5214 
interactions incredibly difficult. A previous model study of such epistatic 5215 
relationships between SNPs examined the inter-connectedness of both HA and NA 5216 
activity on the proliferation of HA mutations (Liu et al., 2022). This example utilised 5217 
an alternative deep-sequencing technology, NovaSeq 6000, followed by analyses of 5218 
the read library with the variant call tool ‘DeepSNV’, which I reviewed in Chapter 5219 
5.4.1. 5220 

Of the eleven non-synonymous mutations observed over the course of the 5221 
experiment, eight appeared only once. Many, however, were predicted to have some 5222 
impact on protein structure and function. Predictions were based on physio-5223 
chemical differences between amino acid residues, spatial displacement caused by 5224 
residue substitutions and mining IAV literature for annotations of homologous 5225 
proteins.  5226 

Three examples of substitutions in protein functional sites appear in 5227 
Polymerase Basic 1, Haemagglutinin and Neuraminidase proteins. The Gln294Arg 5228 
substitution in PB1 falls in a highly exposed portion of the catalytic RNA-dependent 5229 
RNA-polymerase (RdRp) region. HA Gly144Asp is the middle of a triad of residues 5230 
forming antigenic site A, as labelled in human H3 proteins (Both et al., 1983; Caton 5231 
et al., 1982). NA Lys342Glu is at a site that, while not directly involved in protein 5232 
activity, is a critical binding site for antibodies. Antibodies raised to H11N9 viruses 5233 
by mice in laboratory settings (A/Tern/Australia/G70C/1975) were observed, in 5234 
silico, binding to the 3D neuraminidase structure, including bonds between site 342 5235 
and the antibody light-chain. 5236 

To further explore each of the mutations observed during the transmission 5237 
experiment, I sought evidence of these substitutions in published EIV datasets, 5238 
searching through only samples with full genome sequences. Seeking an indication 5239 
of the functional or epidemiological consequences of these mutations, I instead 5240 
found a complete lack of reported genomes containing these PB1 and NA mutations. 5241 
Likewise, the HA mutation (Gly144Asp) was reported only once among 384 genomes. 5242 
Despite putative antigenic and/or functional changes conferred by these mutations, 5243 
they rarely, if ever, appeared in EIV sequences generated to date. 5244 
6.4.3 Protein Structures Predicted Well 5245 

Previously unfamiliar with the intricacies of structural biology, the opportunity 5246 
to utilise new in silico modelling procedures enabled me to estimate the structures 5247 
of all 10 major proteins in the EIV proteome. Experimental structure-resolution is an 5248 
expensive, laborious process. Alternatively, homology modelling, i.e. using 5249 
translated genomic sequences in conjunction with modelling software, such as the 5250 
cloud-based platform ColabFold (Mirdita et al., 2022), can estimate hitherto 5251 
unresolved proteins using a database of pre-existing solved structures. 5252 

At time of writing, only three EIV structures have been resolved 5253 
experimentally, all of which represent haemagglutinin (A/Equine/Newmarket/2/93 5254 
[H3N8] PDB:4UNW, A/Equine/Richmond/07 [H3N8] PDB:4UO0 and 5255 
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A/Equine/NY/49/73 [H7N7] PDB:6N5A). Having a full complement of the internal 5256 
and external proteins of EIV would allow for further exploration of host-virus 5257 
interactions and the putative phenotypic effects of non-synonymous mutations upon 5258 
protein function. With the development of in silico modelling and machine-learning 5259 
procedures, 3D protein structures can now be estimated for many viruses with 5260 
relatively low computational and time costs (Abbas et al., 2023; Mirdita et al., 2022) 5261 
and once developed, have been used extensively for predicting protein structures 5262 
(Evans et al., 2021; Varadi et al., 2022). Such methods of predicting protein 5263 
structures, based solely on genomic sequence data, have been used for an array of 5264 
viral species and proteins. A meta-review of AlphaFold’s usage in virology by Gutnik 5265 
et al. (2023) discusses prediction of proteins from SARS-CoV-2, Mpox and HSV-1 5266 
viruses among those of numerous bacteriophages. 5267 

Having established high-confidence models of protein structures, I then moved 5268 
to in silico testing the putative effects of non-synonymous mutations on structure 5269 
and function. The impact of amino acid substitutions on local morphology, as 5270 
measured by two angles of rotation (the Ramachandran angles Φ and Ψ), gave a 5271 
rudimentary value of potential changes to protein function. Though only viewing 5272 
morphological changes, the placement of such mutations may reveal phenotypic 5273 
changes to proteins; for example, the Gly144Asp mutation observed in 5274 
haemagglutinin sits within part of the cluster of residues known as antigenic site A. 5275 
Due to differences in hydropathy, molecular weight and charge between the two 5276 
residues, the substitution is expected to alter the plane of this site, potentially 5277 
changing its’ antigenic presentation. Similarly, a mutation seen in neuraminidase 5278 
(Lys342Glu) lies on the surface of the protein. Though not at an active site, on 5279 
searching homologous proteins, this site was shown to be part of a binding site 5280 
targeted by anti-neuraminidase antibodies.  5281 

These two examples indicate that even just single point mutations to amino 5282 
acids may be sufficient to influence viral fitness. Rather than focusing on the exact 5283 
impact of these mutations, I highlight the potential of phenotypic mutations to arise 5284 
even in short transmission experiments. Though an experimental transmission and 5285 
under highly controlled conditions, this study provides evidence to suggest that 5286 
detectable viral evolution can occur during even short outbreaks among small 5287 
populations.   5288 
6.4.4 Summarising Consensus Findings 5289 

In the absence of immune pressures, the fastest-replicating viruses may be 5290 
expected to dominate. The homogenisation of sequences seen in the unvaccinated 5291 
individuals of both transmission chains indicates this. Having infected a host without 5292 
a primed adaptive immune response, the fittest virus (J in the Multi and F in the 5293 
Single chain) is whichever can outcompete other EIV variants. Whatever effects that 5294 
the J (PB1 t1500c synonymous and a1853g/Glu618Gly substitutions) or F (NP 5295 
g1445a/Ser482Asn mutation) haplotypes have on viral replication remain to be seen; 5296 
this would require testing the experimental fitness of these two viruses.  5297 

Further interest lies in the synonymous mutation PA c201t. This mutation 5298 
appeared independently in both transmission chains and was also recorded in 15% of 5299 
global full-genome EIV sequences. Though these variants  "199
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the mutant form (GAT) is favoured in cellular translation. Other potential 5302 
explanations for this apparent preference may include anti-sense codons (CTG or 5303 
CTA) unfavourable to host cells, or post-translation modifications caused by this 5304 
synonymous mutation. Such seemingly innocuous changes can be due to differences 5305 
in host cellular machinery; any codon preferences present in host ribosomes will be 5306 
imprinted onto viruses reproducing in that host. Observation of host-specific codon 5307 
biases have been reported in coronaviruses (Kumar 2021), rotaviruses (Kattoor 2015) 5308 
and influenza A viruses (Wen 2019). Tests for quantifying this genomic bias, including 5309 
Relative Synonymous Codon Usage (RSCU) and Effective Number of Codons (ENCs), 5310 
were employed in the above studies to show discrete adaptive differences in viruses 5311 
in their natural hosts (e.g. avian) compared to replication in spillover hosts (e.g. 5312 
swine). Viral codon usage patterns can reflect fitness adaptations; vRNA with 5313 
features that are otherwise rare in host cells is more likely to be recognised as alien, 5314 
possibly stimulating innate immune responses. Adopting codon usage patterns that 5315 
match host cells may be a form of immune evasion by replicating viral genomes. 5316 
6.5 Quantifying Transmission Bottlenecks 5317 

Using the beta-binomial model proposed by Sobel Leonard et al. (2017), the 5318 
proportion of variant reads detected in two epidemiologically-connected samples 5319 
(either samples from a single individual over multiple days or a donor-recipient pair) 5320 
it was possible to estimate the number of viral genomes needed to affect particular 5321 
transmission events . Concurrent with other published IAV data (Dimas Martins & 5322 
Gjini, 2020; Johnson & Ghedin, 2020; LeClair & Wahl, 2018; McCrone & Lauring, 5323 
2018; Sigal et al., 2018), the actual number of distinct genomes involved in a 5324 
transmission event tends to be very small, at most five viruses.  5325 

Additionally, transmission bottlenecks differ between groups in the experiment 5326 
with events where the donor has a history of prior EIV exposure being, on average, 5327 
smaller. Whereas, when naïve hosts transmit virus, the bottlenecks include both 5328 
more genomes and a slightly greater range of diversity. Extrapolating this finding, 5329 
in an outbreak setting we would then assume that, like seen in the viral load, when 5330 
hosts with previous exposure to EIV are involved in a transmission event, the number 5331 
of viral genomes they transmit will be small and unable to fully represent the range 5332 
of diversity generated in that host.  5333 

Like any bottlenecking event in nature, inter-host transmission limits the 5334 
amount of diversity that can be maintained in the population as a whole. Regardless 5335 
of how fit or how many advantageous mutations are able to develop over the course 5336 
of a single infection, if those highly-competitive variants are unable to spread to 5337 
subsequent hosts then that beneficial variant will be ultimately lost. Having 5338 
observed minor differences between the bottlenecks of different classes, despite 5339 
the greater diversity seen in vaccinated hosts across both groups, the low number 5340 
of viable viruses that actually transmit means that much of this diversity could be 5341 
lost. 5342 

6.6 Real-World EIV Epidemiology 5343 

Premises can only be infected with EIV from a limited number of routes: 5344 
introduction by horse, cross-species transmission from a non-equine vector or 5345 
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environmental exposure to the infectious virus. We expect most EIV outbreaks to be 5346 
maintained primarily by horse-horse transmission, either a new infected individual 5347 
enters the population (e.g. trading or purchasing) or a horse native to the premises 5348 
acquires infection elsewhere (e.g. a sporting or other agricultural event) and then 5349 
returns to the focal premises. Though fomite and environmental transmission are 5350 
implicated sources of infection, the relatively short period of viability for IAV on 5351 
most surfaces (up to 24 hours (Thompson & Bennett, 2017; Wißmann et al., 2021)) 5352 
makes these routes more likely to contribute to infection within a premises, rather 5353 
than seed infection of a new premises. Conversely, virus entering an equine 5354 
population from another host species assumes circulation of EIV amongst the 5355 
external (likely wild bird) population and a plethora of cross-species contact events 5356 
in order for enough infectious virus to establish infection in the equine index case. 5357 
In most countries where wild horses are much rarer than owned/managed horses, 5358 
under both introductory circumstances, the moving horse is more likely to be 5359 
vaccinated than a stationary individual, due to economic importance, sporting 5360 
guidelines or trade requirements. Given this, I then assume that EIV is most 5361 
commonly introduced to a premises by horses with some history of vaccination. 5362 

From the above analyses, we see that hosts with a history of viral exposure are 5363 
more likely to a) shed lower amounts of infectious virus and b) foster an intra-host 5364 
environment that drives viral diversification. Hence, the index case of each outbreak 5365 
is expected to transmit a small, diverse population of viral variants. Few genomes 5366 
pass through each transmission bottleneck but carry a good representation of the 5367 
diversity generated in the index case. This, in a compartmental epidemiological 5368 
model, would then make for a low force of transmission (β).  5369 

Importantly, this experiment investigated the effects of not only different host 5370 
exposure histories on viral populations, but the knock-on effects this may cause 5371 
further along a transmission chain. Despite best practices, horse populations are 5372 
never going to be fully protected by EIV vaccines; whether due to unforeseen 5373 
changes in circulating virus, socio-economic disparities in vaccine availability or host 5374 
heterogeneities, a premises will never have complete immunity to EIV. However, 5375 
they have likely been exposed to many EIV strains throughout their life. This, then 5376 
amplified by inter-herd heterogeneities, creates an interconnected population of 5377 
horses with varying levels of immunity and contact. Therefore, knowing how 5378 
influenza A viruses are affected by the infection of hosts with adaptive immune 5379 
memory of prior IAV exposure and how these changes persist (or vanish) upon 5380 
infecting a host with no immunological memory can provide a realistic picture of the 5381 
epidemiological landscape. Assuming that the owner/rider has economic access to 5382 
routine vaccination, the immunity of each individual horse is both knowable and 5383 
controllable. Without in-depth epidemiological investigation, the time since contact 5384 
with an infected individual and the vaccine status of that individual plus hosts that 5385 
preceded it, are unknown.  5386 

Though horses in more economically-developed countries are now rarely used as 5387 
working animals, those in sporting  roles often have high levels of veterinary care. 5388 
They are also most likely to travel and contact individuals outside of their normal 5389 
group, features traditionally associated with individuals classed as “super-5390 
spreaders” in epidemic models. Quite how EIV is affected by replication in these 5391 
well-protected super-spreaders is not fully understood, but in the experiment 5392 
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presented here one class of hosts modelled horses with life histories of multiple 5393 
exposures, the VM class, and so this represents a good proxy for drawing inferences 5394 
on viral evolution. 5395 

6.7 An Immune System Exposed to a Plethora of Influenza 5396 

Viruses 5397 

Throughout the above experiment, the horses in the “vaccinated” class had 5398 
exposure histories of either one or four equine influenza strains. However, even in 5399 
the Multi group, where subjects had been exposed to four different EIV strains before 5400 
being challenged, all of the viruses to which they were exposed were H3N8, which 5401 
shares 90-95% genetic identity with the haemagglutinin of the challenge virus. 5402 
Nonetheless, phenomena that don’t rely on haemagglutinins of differing groups, like 5403 
epitope masking, are beginning to be understood for their potential to impair a full-5404 
strength humoral response to IAV infection. Epitope masking describes a process 5405 
wherein cross-reactive antibodies physically block new antibodies from binding to 5406 
viral surface proteins (Zarnitsyna et al., 2015), even though these newly developed 5407 
antibodies may have better neutralising activity. B cells activated by a memory 5408 
response produce antibodies much faster and in greater quantities than B cells from 5409 
newly elicited clonal expansion; this epitope masking can therefore dampen the 5410 
ability of newly-developed antibodies to neutralise influenza virions. Studying these 5411 
interactions between hosts and pathogens on a molecular scale is only possible with 5412 
high-resolution structural models, such as those I developed here. Further 5413 
exploration of this immune phenomena using the protein structures presented here 5414 
could aid in the development of strain-agnostic EIV vaccines. 5415 

Following from work on mice that had been exposed to different strains of 5416 
mouse-adapted influenza (J. H. Kim et al., 2009b), studies have shown immune-5417 
boosting and/or reactivation of responses to the IAV strain that individual was first 5418 
exposed to even when infected with an unrelated strain of IAV. Information on the 5419 
strength of adaptive immune memory responses were collected from hosts modelled 5420 
as having had previous exposure history (VM and VS classes) as serial radial haemolysis 5421 
values. Due to time constraints, and a lack of similar data collected during the 5422 
transmission experiment, these were not explored over the course of this thesis. 5423 
6.8 Game Theory 5424 

The incorporation of game theory into epidemiological modelling has become 5425 
more common as computational biology has developed, having especially snowballed 5426 
in popularity since the emergence of SARS-CoV-2. However, the majority of studies 5427 
to date have focused on individuals or sub-populations of decision-making people; 5428 
little attention has been directed to the study of epizootics.  5429 
Wild horse populations are far rarer than human-managed horses in the majority of 5430 
countries within agricultural and/or sport settings and this creates unique 5431 
epidemiological structures that translate (albeit clumsily) into game theory. Rather 5432 
than human players making decisions for themselves, those people managing equine 5433 
populations (e.g. farmers, jockeys, breeders etc.) make decisions on behalf of the 5434 
horses, a process as yet underexplored in game theory. The decisions to vaccinate, 5435 
move and report infection of horses lay with owners, which may alter the parameters 5436 
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that feed into such game theory models, for example risk of infection, risks & costs 5437 
of vaccination and the knowledge base (self-learned or imitation) from which 5438 
decisions are made. 5439 

By measuring the impacts of adaptive immunity on viral shedding and evolution, 5440 
this work aids in characterising some parameters that may influence decision-making 5441 
processes of individuals (owners) and populations (via policy). Illuminating the 5442 
effects of vaccination on the viral populations within-hosts (i.e. a decrease in the 5443 
quantity of virus shed and application of strong selective immune pressures) should 5444 
thus encourage more regular vaccine uptake. On an individual level, monetary and 5445 
other costs (namely, risks of adverse reactions) of vaccination may serve to 5446 
downplay the benefits of such prophylactic behaviours. Indeed, in agricultural 5447 
populations reactive vaccination protocols are often employed by individuals 5448 
managing horses (Wilson 2021). 5449 
6.9 Study Limitations 5450 

Of the transmission experiment itself, some methodological constraints may 5451 
have limited certain aspects of the analyses. To begin with, the subjects (Welsh 5452 
mountain ponies) were reared under controlled conditions and thus had known 5453 
exposure histories. However, it should be appreciated that they were 24 unique 5454 
individuals, bringing inherent differences in responses to infections beyond those 5455 
implemented in the exposure programme. Individual differences in innate, and 5456 
potentially even intrinsic, immunity could vastly alter the host environments in 5457 
which viruses find themselves, leading to different evolutionary drivers. This is 5458 
especially evident when considering NS1, a viral immune-deregulatory protein that 5459 
acts to interfere with intrinsic cellular immunity. Heterogeneity amongst the cellular 5460 
machinery of individuals could, thus, impact EIV fitness. 5461 

Secondly, a missed opportunity from this experiment was sampling exclusively 5462 
from the nasal mucosa. Pathogen populations can be keenly influenced by the spatial 5463 
heterogeneity present within hosts; a common example is the tropism for lower vs 5464 
upper respiratory tracts evident in influenza infections. Partitioning by differing 5465 
tropisms can cause populations to diverge; without input from each other they can 5466 
create very different population structures even if the microclimates provide the 5467 
exact same conditions and selective pressures. To demonstrate the potential for 5468 
such variety in horse respiratory tracts, veterinary clinicians recommend a 2-3 metre 5469 
endoscope for equine bronchoscopy – along which conditions (such as the 5470 
temperature, humidity and presentation of immune cells and molecules to name a 5471 
few) can vary greatly for colonising viruses. This, therefore, can mean that EIV 5472 
populations within a host can face wholly different adaptive landscapes, driving 5473 
evolution in separate, distinct directions. Of course, daily sampling of multiple areas 5474 
of a host’s airway is untenable due to welfare reasons.  5475 

There was no recording of symptoms while horses were observed and, 5476 
additionally, the pairing of individuals for purposes of welfare unfortunately 5477 
interferes somewhat with details of the transmission events. Though the direction 5478 
of the transmission chain is known, having four hosts present at each transmission 5479 
event meant simplifying the viruses in paired hosts XA and XB to have acted as one 5480 
population (X). This then omits the possibility of one host being infected by two (or 5481 
even three) individuals and assumes that both donor hosts transmitted the virus 5482 
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evenly and in identical proportions. Clearly, this is unrepresentative of real epidemic 5483 
dynamics, and somewhat confounds estimations of transmission bottleneck sizes.  5484 

Sera samples were collected from the vaccinated hosts for measuring the 5485 
strength of their responses during the regiment of exposure to viruses. 5486 
Unfortunately, due to time constraints of the study and the low quality of these 5487 
samples, this avenue of research was explored only at the shallowest level. 5488 

Like much predictive modelling, the protein structural estimations and 5489 
associated in silico mutagenesis experiments were never qualified or verified with 5490 
any in vitro studies. However, to account for this I did try to compare the models 5491 
with actual lab experiments whenever possible to at least add some credence to the 5492 
claims put forth, such as the comparison of predicted H3N8 protein properties with 5493 
those of IAV proteins quantified in vitro, and the attempts to contrast 3D structural 5494 
models with fully-resolved crystal structures of proteins from other IAV.  5495 

As discussed above, fomites and environmental transmission of EIV can play a 5496 
role in epidemic dynamics within premises. Hence, having the subjects held together 5497 
in a single compound may lead to slightly overinflated values that would only be 5498 
observed in cases where horses are in constant indoor contact. This perhaps explains 5499 
continual transmission events, even from hosts that shed very little amounts of virus.  5500 

7 Closing Remarks  5501 

Altogether, I present an intricate look at the evolutionary dynamics of EIV 5502 
through short, experimental transmission chains at both the consensus and sub-5503 
consensus level, further supported by daily quantification of the viral populations 5504 
shed by hosts. This comprehensive view of viruses as they experience transmission 5505 
bottlenecks moving between hosts allows for observation of the ways in which 5506 
diversity generated in one viral genome can be maintained or removed from the 5507 
population en masse. Furthermore, differing host environments were created by 5508 
exposing some hosts to whole, inactivated virus in order to stimulate immunological 5509 
memory, simulating having previously encountered such viruses. Whether hosts 5510 
experienced these simulated life-history exposures to influenza viruses, and if so by 5511 
how much did these previous immunogens differ from the challenge virus, created 5512 
a three-class system in which to analyse viral evolution.  5513 
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B) 
Model 1: mean Ct values ~ Status + Group + Days Post-contact (smoothed with 8 pivots) 
LOOIC model 1: 890.6 
Model 2: total Ct (AUC) ~ Status + Group + Days Post-contact (smoothed with 8 pivots) 
LOOIC model 2: 395.7 

 
Supplementary 2.1: A) Regression Table and raw data used in the GAM analysis of viral 
shedding. B) In determining whether to use the average (meanCt) or the summed (AUC) amount 
of virus shed when modelling, models were constructed in parallel and then compared with a 
Leave-One-Out Information Criterion (LOOIC). Diagnostic plots show the distribution of 
residuals. 

> summary(mod_sumlogCopies_split)

Model Info:
 function:     stan_gamm4
 family:       gaussian [identity]
 formula:      totCopies ~ s(dpc, k = 8) + Status + group
 algorithm:    sampling
 sample:       50000 (posterior sample size)
 priors:       see help('prior_summary')
 observations: 36

Estimates:
                     mean   sd    10%   50%   90%
(Intercept)         11.1    0.7  10.2  11.1  12.1
StatusVacc           1.6    0.9   0.5   1.6   2.6
groupSin            -2.1    0.9  -3.2  -2.1  -1.1
s(dpc).1           -33.5   23.2 -63.6 -33.1  -4.1
s(dpc).2            48.1   17.1  25.9  48.5  69.4
s(dpc).3            57.3   16.1  36.3  58.0  77.1
s(dpc).4           -20.2    5.8 -27.5 -20.2 -12.7
s(dpc).5             7.3    5.0   0.8   7.4  13.7
s(dpc).6            10.0    9.2  -1.9  10.3  21.4
s(dpc).7           -30.7   17.9 -53.6 -31.0  -6.6
sigma                2.5    0.4   2.1   2.5   3.0
smooth_sd[s(dpc)1]  47.1   22.5  24.9  42.7  73.8
smooth_sd[s(dpc)2] 119.9  109.0  21.0  84.2 271.8

Fit Diagnostics:
           mean   sd   10%   50%   90%
mean_PPD 10.8    0.6 10.1  10.8  11.6 

MCMC diagnostics
                   mcse Rhat n_eff
(Intercept)        0.0  1.0  36422
StatusVacc         0.0  1.0  36413
groupSin           0.0  1.0  37329
s(dpc).1           0.2  1.0  21699
s(dpc).2           0.1  1.0  20441
s(dpc).3           0.1  1.0  15009
s(dpc).4           0.0  1.0  31730
s(dpc).5           0.0  1.0  20009
s(dpc).6           0.1  1.0  17793
s(dpc).7           0.1  1.0  16186
sigma              0.0  1.0  14298
smooth_sd[s(dpc)1] 0.2  1.0   8152
smooth_sd[s(dpc)2] 0.9  1.0  14472
mean_PPD           0.0  1.0  42107
log-posterior      0.1  1.0   6091

Status Group
DPC

0 1 2 3 4 5 6 7 8
Naive Mul 4.037 2.825 13.496 19.132 18.026 17.290 17.128 5.571 2.735
Naive Sin 1.601 3.390 17.005 17.886 13.994 10.178 13.132 3.188 0.479
Vacc Mul 3.066 2.589 22.052 15.681 19.004 20.615 16.491 11.939 2.760
Vacc Sin 2.459 2.144 19.341 15.641 15.096 18.287 13.931 7.194 0.894
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Supplementary 3.1: Serial Radial Haemolysis (SRH) experiments from vaccinated horses in the 
Multi (top) and Single (bottom) transmission groups. Dashed lines denote the date of each 
vaccination. Each point shows the degree of circulating anti-EIV antibodies as represented by 
the size of SRH plaques in response to exposing antisera to viral cultures. 
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Supplementary Figure 3.2: Viral loads obtained from each nasal swab, coloured for the host’s 
position in the transmission chain. Shapes differentiate paired hosts from each other (A or B). 
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Supplementary 3.3: Plot of the residuals from models created using the mean copy numbers of 
samples, demonstrating non-normality in the distribution of residuals. In addition, skew was 
calculated at 5.83 and the kurtosis of the curve was 42.58. Hence, non-parametric tests were 
used in the analyses that followed. 
 

Protein UniProt ID UniProt Accession PDB Reference 

01PB2 >sp|P03429 P26105  6QNW_3 

02PB1 >sp|P03432 P16505  6QNW_2 

03PA >sp|P03429 P13169  6QNW_1 

04HA >tr|Q82847 P17001  4UNW 

05NP >tr|Q1K9H2 P67915  2IQH 

06NA >sp|A0A0C4WXC5 Q07582  5HUK 

07M1 >sp|P03485 Q77ZK7  1EA3 

07M2 >sp|P0DOF5 Q77ZK8  2L0J 

08NEP >sp|P03508 Q77ZM4  1PD3 

08NS1 >tr|Q20NS3 Q20NS3 4OPH 

Supplementary 4.1: Published proteins that were used to map regions of the proteins 
translated from sequence data collected in the transmission experiment.  
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Supplementary 5.1: The simulated genomes used to test Variant Call Tools.  Nucleotides are 
numbered on the first row and cells are filled and labelled to show the frequency of mutant 
reads compared to consensus reads. 
 

Dataset Bioproject Reference Genome NCBI taxID Sequence 
 

SimData - A/Equine/Newmarket/5/03 (H3N8) 568375 ga2  

SimData - A/Equine/Newmarket/5/03 (H3N8) 568375 ns50  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3359624  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3359625  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3359626  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3359627  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3359628  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3360141  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3360142  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3360143  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3360144  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3360149  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3360151  

McCrone2016 PRJNA317621 A/WSN/1933 (H1N1) 382835 SRR3360152  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121274  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121281  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121301  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121368  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121380  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121409  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121620  

McCrone2018 PRJNA412631 A/New York/WC-LVD-15-031/2015 (H3N2) 1895544 SRR6121630  

Han2021 PRJNA722099 A/Brisbane/10/2007 (H3N2) 476294 SRR14242319  

Han2021 PRJNA722099 A/Brisbane/10/2007 (H3N2) 476294 SRR14242328  

Han2021 PRJNA722099 A/Brisbane/10/2007 (H3N2) 476294 SRR14242338  

Han2021 PRJNA722099 A/Brisbane/10/2007 (H3N2) 476294 SRR14242374  

Sequence Read Segment 100 150 200 300 350 400 500 550 600 700 750 800 900 950 1000 1100 1150 1200 1300 1350 1400 1500 1550 1600 1700 1750 1800 1900 1950 2000 2100 2150 2200 2300
01PB2 
02PB1 
03PA 
04HA 
05NP 
06NA 
07MP 
08NS 

01PB2 
02PB1 
03PA 
04HA 
05NP 
06NA 
07MP 
08NS 

01PB2 
02PB1 
03PA 
04HA 
05NP 
06NA 
07MP 
08NS 

flu
sim

_n
s5

0

25% Mutation : 75% Consensus every 200 bases
10% Mutation : 90% Consensus every 100 bases

5% Mutation : 95% Consensus every other 150 bases

10%25%5%10%

25% 10% 5% 25% 10%
25% 10% 5% 25% 10% 5%

25% 10% 5% 25% 10% 5%

25% 10% 5% 25% 10%

10% 5% 25% 10%

25% 10% 5% 25% 10% 5%

25% 10% 5% 25% 10% 5%
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25% 10% 5% 25% 10% 5%
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10% 5% 25% 10% 5%
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a2
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Han2021 PRJNA722099 A/California/04/2009 (H1N1) 641501 SRR6121449  

Han2021 PRJNA722099 A/California/04/2009 (H1N1) 641501 SRR6121456  

Han2021 PRJNA722099 A/California/04/2009 (H1N1) 641501 SRR6121594  

Han2021 PRJNA722099 A/California/04/2009 (H1N1) 641501 SRR6121605  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443362  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443363  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443366  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443370  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443375  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443376  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443382  

Poelvoorde2022 PRJNA692424 A/Victoria/1003/2012 (H3N2) 2044087 SRR13443383  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443356  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443379  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443387  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443390  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443391  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443394  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443397  

Poelvoorde2022 PRJNA692424 A/Bretagne/7608/2009 (H1N1) 1506405 SRR13443399  

Supplementary 5.2: Sequences used to test Variant Call Tools, obtained from previously 
published data or sequences using the ART simulator. 
Supplementary 5.3: Mutation sub-consensus frequency seen on genomic segments 2-7. 
Graphs attempt to show the trajectory of mutations throughout the experiment, hence only 
mutations that broach the consensus level (as illustrated by dashed line) were examined. 
Further, mutations that appear in consensus sequences but are only detectable within the sub-
consensus reads on that day are not shown. Both segment 8 mutations (110 and 113) for 
example were only seen above the limit of detection on the day in which they appeared at the 
consensus level. 
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