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Abstract

The tRNA ligase complex (tRNA LC) is essential in tRNA maturation, stress response pathways

and viral regulation, among others. It comprises proteins with distinct roles, including a

non-canonical GMP-driven RNA ligase, RTCB, a cap-binding protein CGI99, and an ATP-

dependent RNA helicase DDX1. In Sindbis virus (SINV), the tRNA-LC relocalises to viral

replication organelles and interacts directly with viral RNA (vRNA). However, the functional

role of the tRNA-LC in SINV infection remained unclear. This thesis characterises tRNA-

LC interaction dynamics and elucidates its antiviral mechanism during SINV infection. Co-

precipitation and crosslinking mass spectrometry (XL-MS) demonstrated robust inter-protein

interactions, with DDX1, RTCB, and CGI99 forming the core of a tightly coordinated complex.

CGI99 emerged as a central component, corroborated by Alphafold3 (AF3) modelling and

complex destabilisation following a siRNA-mediated knockdown. Novel interactions, such

as those with RPL11 and MYH9, suggest broader functional implications. The tRNA-LC

displayed potent antiviral activity, as depletion of DDX1 and CGI99 significantly increased

viral protein production and downregulated over 11,000 host genes during SINV infection.

These findings indicate that tRNA-LC plays a central role in restricting viral lifecycle, and

in its absence, the cellular microenvironment is more favourable to host viral infection. To

identify the antiviral mechanism exerted by the tRNA-LC, I assessed how its RNA and protein

interaction landscapes were altered during infection. The interaction landscape of the tRNA-LC

analysed via iCLIP2 and protein-protein interaction analysis revealed a transition from cellular

mRNA to vRNA binding during infection, primarily targeting the 5’ UTR and the start of the

coding sequence. Enhanced interactions with ribosomal factors suggested involvement in

translation regulation. Using a SINV replicon system, DDX1 was identified as regulating both

viral replication and translation. This study proposes that the tRNA-LC inhibits vRNA processes

by blocking essential viral factors such as replicase or translation components accessing the

vRNA, offering new insights into its antiviral mechanisms and potential applications against

positive-strand RNA viruses.
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1 Introduction

1.1 Alphaviruses

Alphaviruses are enveloped, single-stranded, positive-sense RNA viruses which are primarily

transmitted through arthropod vectors, predominantly mosquitoes. They are known to cause

various diseases in humans and animals [1, 2]. In humans, typical alphavirus infection can

result in rash, arthritis, encephalitis, and death. They have garnered increasing attention due to

their public health implications, causing worldwide outbreaks with substantial morbidity. Within

the past decade, infection by Chikungunya virus (CHIKV), a member of the genus Alphavirus,

has spread far further than its original discovery in sub-Saharan Africa in the 1950s [3]. CHIKV

has been responsible for two worldwide epidemics with millions of cases in the last 15 years. In

2005, approximately six million cases were reported across 40 countries affecting a large part

of East Africa, India and Southeast Asia, as well as southern Europe [4–9]. In 2013, the second

large-scale epidemic had approximately two million cases across 50 countries, affecting a

large proportion of the Caribbean and disseminated across the American continent [10, 11].

The expansion of the CHIKV vector, Aedes albopictus, poses the emerging threat and risk

of further dissemination worldwide, enabled by climate change, international trade and travel,

globalisation and habitat loss [12]. Understanding alphavirus-host interaction and lifecycle is

essential for developing effective therapeutic interventions. This thesis focuses on the human-

virus interactions.

1.1.1 Taxonomy and geographic distribution of alphaviruses

Alphaviruses were amongst the first arboviruses to be isolated, characterised and assigned

a taxonomic status. They are zoonotic pathogens transmitted through arthropod vectors

infecting rodents, primates, and birds. Alphaviruses are mainly carried by Aedes, Culiseta,

and Culex mosquito species, in which no pathological effect is observed [13, 14]. Part of

the Togaviridae family, there are 30 recognised alphavirus species spread across different

phylogenetic groups [15]. These are then further classed as encephalitic (also known as New

World), arthritogenic (also known as Old World) or aquatic alphaviruses by their geographical

origin, distinct symptomatic manifestations and vector preferences. New World viruses are

characterised by their infection of the nervous system causing meningitis and encephalitis

with potential long-term neurological effects [16]. Meanwhile, Old World viruses cause
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musculoskeletal disease characterised by fever, rash, arthralgia, myalgia, myositis and acute

and chronic polyarthritis [17]. A summary of a selection of alphaviruses, their classification,

geographical dissemination and vector preferences is outlined in Table 1.1.

Encephalitic alphaviruses identified and isolated in the 1930s in the Americas include

Eastern equine encephalitis virus (EEEV) (1933 in New Jersey and Virginia [18]), Western

equine encephalitis virus (WEEV) (1930 in California [19]) and Venezuelan equine encephalitis

virus (VEEV) (1935 in Colombia, Trinidad and Venezuela [20]).

Arthritogenic alphaviruses, which were discovered later, include Chikungunya virus

(CHIKV) (1955 in Tanzania) [3], Ross River virus (RRV) (1949 in Oceania including Australia),

O’nyong’nyong virus (ONNV) (1959 in East Africa [21]), Mayaro virus (MAYV) (1954 in Trinidad

[22]), Semliki Forest virus (SFV) (1942 in Uganda [23]), Sindbis virus (SINV) (1952 in Egypt

[24]) and others. SINV is categorised as an arthritogenic alphavirus, however its genome

similarity marks it as being more closely related to encephalitic viruses in North America. In

mice, SINV has been observed to cause encephalitis, unlike other arthritogenic alphaviruses,

where neuronal progression of the disease is only observed in rare cases [25, 26]. SINV is

commonly employed as a model virus in alphavirus research due to its broad host range and

ability to infect many cell types. It is categorised as a biosafety class 2 agent due to its lesser

pathogenesis, allowing it to be utilised in most laboratories.

Mosquitoes are the primary vectors of alphaviruses, with the exception of aquatic strains:

salmon pancreatic disease virus (SPDV), which infects salmon and trout, causing mortality

in farmed fish [27, 28], and Southern elephant seal virus (SESV). Both of these viruses have

been found within lice, Lepeophtheirus salmonus for SPDV, and Lepidohthirus macrorhini for

SESV [29], which suggests an arthropod-borne cycle. However, no direct arthropod-dependent

transmission has been demonstrated.

The genetic diversity within the Alphavirus genus, revealed through molecular phylogenetic

analyses, underscores these viruses’ adaptability, facilitating their emergence in new

geographic areas and species spread (Table 1.1).
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1.1.2 Pathogenesis of Alphaviruses

The pathogenesis of alphaviruses is a complex interplay between viral factors and host immune

responses, which ultimately determines the clinical outcomes of infection. Alphaviruses

that affect humans and their subsequent pathogenesis are split into two distinct groups:

arthritogenic and encephalitic [30].

Arthritogenic alphavirus infections can range from mild to severe, with manifestations

including fever, rash, and debilitating arthritis in multiple joints, which persists months to years

after the resolution of acute infection. The Chikungunya virus, for example, is classed as the

most dangerous due to its notorious prolonged arthralgia, known as "breakbone fever" [31,32].

SINV is the infectious agent for diseases like Pogosta, Ocklebo, and Karelian fever, all of which

are hallmarked by severe arthralgia-like disease [17]. Infections of the encephalitic alphavirus

exhibit higher mortality despite being comparatively rarer clinically. Patients may experience

neurological symptoms due to the virus’s ability to invade the central nervous system. This

neurotropism is particularly concerning, as it can lead to encephalitis, resulting in significant

morbidity and mortality [16].

Infection with alphaviruses results in a brief period of viremia (usually 5-7 days). Disease

severity and persistence of symptoms are associated with the extension of virus replication

and the presence of inflammatory mediators in the plasma of patients [33,34]. In vertebrates,

initial sites of alphavirus replication include skeletal muscle and Langerhans cells in the skin,

leading to infection of the draining lymph node, although a range of cell types have been shown

to be susceptible to infection [35–37]. Central nervous system invasion may also occur through

endothelial cells or via infected monocytic cells in the blood. Widespread infection of these cells

and the associated inflammatory immune response account for the acute symptoms caused

by these viruses [17].

Infection with alphaviruses is primarily controlled by the host’s immune response, beginning

with an early activation of the innate immune system. Type I interferons (IFN-α/β) play a crucial

role in controlling viral replication during the initial stages of infection [38]. IFNs trigger antiviral

responses in infected and neighbouring cells, through the induction of antiviral proteins that

limit viral replication and promote the clearance of infected cells [39]. IFN-α/β signalling,

for example, induces the expression of interferon-stimulated genes (ISGs) that inhibit viral

replication at multiple levels and recruit immune cells to the site of infection, thereby containing

viral spread within the host [38, 40]. However, despite inducing IFN production, alphaviruses
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are able to antagonize the type I IFN response. This will be explored in more detail later in this

introduction.

As infection progresses, adaptive immunity takes over, with B cells producing virus-specific

antibodies and T cells targeting infected cells. Neutralising antibodies bind to viral particles,

preventing their entry into host cells, which is crucial for clearing the virus from the bloodstream

and controlling infection in tissues. Studies show that the presence of specific IgG and IgM

antibodies correlates with reduced viral loads and milder symptoms, especially in infections

with viruses like CHIKV [41]. Cytotoxic T cells also play a role by recognizing and eliminating

infected cells, thereby limiting viral reservoirs in tissues such as the central nervous system or

joints [42].

1.1.3 Alphavirus lifecycle

After inoculation into the vertebrate host, alphaviruses enter permissive and susceptible host

cells to manufacture new virions. The alphaviruses are noted to have highly efficient infection

[43]. The alphaviral replication process is described in detail here, and a summary can be

found in Figure 1.1. The steps outlined are common to most alphaviruses.

The mature virion is composed of a spherical capsid that encases a single strand of vRNA

and is enveloped by a lipid bilayer coated with viral glycoprotein spikes [44]. The glycoprotein

spike, heterodimer E1 and E2 proteins enable host cell receptor recognition and induction of

endocytosis of the viral particle into the cell [45]. As the virus-containing endosome matures,

it acidifies, which is critical for a major conformational change of the glycoproteins, and the

viral particle undergoes fusion with the endosomal membrane via the fusion peptide of the E1

glycoprotein [46]. The nucleocapsid core is subsequently released into the cytoplasm, which

quickly disassembles to release the vRNA for translation [47]. The vRNA is polyadenylated

and resembles host mRNA, allowing for direct translation by host translational machinery.

Upon entering the cell, alphaviruses rely on their positive-sense genomic RNA (gRNA)

strand for efficient viral synthesis. The vRNA genome (1̃2 kb) encodes four nonstructural

proteins (nsP1, nsP2, nsP3 and nsP4) and five structural proteins (capsid, E3, E2,

6K/TransFrame and E1) [45]. Together, these proteins mediate viral transcription, replication

and host-cell antagonism. The gRNA is divided into two open reading frames (ORFs). The

5’ ORF encodes a nonstructural (ns) polyprotein, nsP1234, which is directly translated from

the gRNA upon release in the cytosol. The second ORF, which encodes structural proteins, is
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Figure 1.1: Alphavirus lifecycle schematic

translated from a subgenomic RNA (sgRNA) transcribed from a negative-strand RNA template

during replication [43, 45]. Genomic organisation and the different RNA intermediaries during

the viral replication cycle are detailed in Figure 1.2.

Following the release of the gRNA, the alphaviral ns polyprotein, nsP123, is translated

from the exposed vRNA as well as an nsP1234 polyprotein due to slippage at the Opal stop

codon [48, 49]. The nsP2 component of the polyprotein (and in isolation as a monomer) is a

protease. The sequential processing of the three cleavage sites by nsP2 within the nsP1234

regulates the synthesis of different vRNA species [50]. NsP4 is proteolytically cleaved from

the polyprotein, releasing it to function as the RNA-dependent RNA polymerase (RdRp).

Together, nsP123 and nsP4 assemble to make the initial replicase complex that synthesises

the negative strand-RNA [51]. The negative-strand RNA serves as the template for the

replication and transcription of the positive-strand gRNA and sgRNA [52]. Its synthesis triggers

the next cleavage of the polyprotein, releasing nsP1. The nsP1-P23-P4 complex serves for

the synthesis of predominantly the negative-strand RNA. The final cleavage forms the fully

processed mature nsP1-nsP2-nsP3-nsP4 replicase complex, which produces positive-strand
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Figure 1.2: vRNA replication and translation schematic

RNA exclusively, with a preference for subgenomic RNA synthesis [53]. The vRNA synthesis

occurs in invaginated spherules derived from cellular membranes, protecting the dsRNA

structure formed during replication from host detection. Synthesised gRNA and sgRNA exit

the replication spherules for host-mediated translation, nucleocapsid packaging and assembly.

The structural polyprotein is translated from the sgRNA strand as a polyprotein. The capsid

protein autoprotelytically cleaves itself off the actively translating polypeptide and interacts with

free gRNA to start forming the nucleocapsid core [54]. Meanwhile, the remaining structural

proteins mature through the engagement of host proteases in the ER, such as furin [55].

These proteins then undergo glycosylation, palmitoylation, and disulfide bond rearrangement

before being trafficked to and displayed on the host cell surface. The capsid protein of the

nucleocapsid core and the cytoplasmic endodomain of the E2 protein then interact, driving the

budding of the newly formed virions from the infected host cell [56].

Alphavirus treatment is symptomatic and supportive, with no specific antiviral available.

Understanding the alphavirus life cycle and how the virus interacts and modulates the host

cell is critical for identifying therapeutic targets and improving clinical outcomes. Research

into the molecular mechanisms of viral-host interactions provides valuable insights that could

inform vaccine development and therapeutic strategies.
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1.2 The emergent roles of RNA-binding proteins (RBPs)

Viruses are obligate obligate intracellular pathogens, that are heavily reliant on host metabolic

capabilities to replicate and spread [57]. They are small pathogens that only encode a few

proteins. It is thus essential that viruses hijack cellular proteins to facilitate every step of the

viral lifecycle: entry, replication, translation, packaging, and assembly of the viral particles

[58–60]. Capturing and understanding these host-virus interactions has been a research topic

of significant interest. vRNA is an essential molecule within the RNA virus lifecycle, as it

functions as a genome, template for replication and transcription, and messenger (m)RNA for

protein synthesis. Therefore, cellular RNA-binding proteins (RBPs) have been identified as

prime targets for facilitating or inhibiting viral replication [61].

1.2.1 RBP structure and function

RBPs are essential to cellular RNA processing RBPs are a group of proteins that interact

with RNA to form ribonucleoprotein (RNP) complexes. These highly dynamic complexes are

essential in regulating RNA fate at every stage of the RNA lifecycle [62]. A review published

in 2015, compared RBPs to the "mRNA’s clothes" [63]. RBPs "dress" and "undress" different

regions of the mRNA, guiding its maturation, processing and functional state. RBPs interact

with RNA from its synthesis and maturation to its degradation, as described in this section.

They associate with RNA immediately after transcription. The nuclear cap-binding complex

(CBC), composed of CBP20 and CBP80, mediates the attachment of the 7-methylguanosine

cap (m7G) to the 5’ end [64]. The cap structure aids in RNA stability, splicing regulation and

nuclear export. Furthermore, it is a crucial binding site for other RBPs, such as eukaryotic

initiation factors (eIFs), that enable translation initiation. Capped RNA undergoes splicing

followed by 3’ end polyadenylation. These processes are closely controlled by the spliceosome

and the poly(A) polymerase in combination with regulatory RBPs. A host of RBPs influence

splice site selection, contributing to alternative splicing, which gives rise to diverse protein

products from the same gene sequence, such as Nova and Fox proteins, among others [65,66].

Many RBPs participate in more than one of these processes. For example, NOVA1 is known

to regulate both poly(A) and splice site selection [67–69].

After nuclear export, RBPs play an essential role in guiding translation initiation by

preparing the mRNA for ribosomal engagement. Translation occurs through recognition of

the cap by the heterotrimeric factor eIF4F, followed by the interaction of the preinitiation 43S
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complex with the mRNA. The eIF4F complex recognises and assembles on the mRNA’s 5’

cap, replacing the nuclear CBC. The eIF4F complex consists of three main components:

eIF4E, which binds directly to the 5’ cap structure; eIF4G, a scaffold protein that interacts

with other initiation factors and RBPs; and eIF4A, an RNA helicase that unwinds secondary

structures in the 5’ UTR of the mRNA. The unwinding of the RNA within the 5’ RNA region

allows for the small (40S) ribosomal subunit, aided by eIF1 and eIF1A, to linearly scan the

leader sequence for the start codon [70,71]. Upon reaching the AUG start codon, eIF2, which

is bound to GTP and methionine-tRNA (Met-tRNAi), pairs with the start codon to establish

the reading frame. The hydrolysis of eIF2-GTP stabilises Met-tRNAi at the P-site of the

ribosome [72]. Subsequently, the 60S large ribosomal subunit is able to bind, forming the

complete 80S ribosome ready for translation elongation. With the translation machinery fully

assembled, the mRNA is primed for sequential codon recognition, peptide chain elongation,

and the synthesis of the encoded protein. Initiation of translation can also occur by other

mechanisms independent of cap recognition, such as internal initiation. In this case, initiation

takes place at an internal sequence located at the 5’ untranslated region (5’-UTR) of the mRNA,

known as the internal ribosome entry site (IRES) [73].

Through this highly orchestrated process, RBPs and initiation factors regulate both the

efficiency and fidelity of translation initiation, enabling cells to precisely control protein

production in response to cellular needs [74]. Upon completing its role in protein synthesis,

mRNA undergoes degradation by proteins such as XRN1, a highly conserved exoribonuclease

[75]. This ensures rapid clearance of spent transcripts and maintenance of cellular

homeostasis.

RBPs regulatory role in RNA metabolism RBPs play pivotal inhibitory roles in RNA

metabolism, adding a crucial layer of regulation to RNA processing and quality control. Beyond

their roles in RNA splicing, transport, and stabilisation, RBPs serve as "gatekeepers" at several

stages of the RNA lifecycle, particularly during RNA maturation and export from the nucleus.

RBPs carefully assess pre-mRNA for structural fidelity and proper processing. Aberrant pre-

mRNA transcripts are retained within the nucleus in order to prevent the accumulation and

expression of defective transcripts. The exosome complex, a multi-protein RBP complex, is

central to nuclear quality control [76]. It is responsible for degrading defective pre-mRNA and

noncoding RNAs, inhibiting their release into the cytosol. Further downstream of the RNA
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lifecycle, the non-sense mediated decay pathway is a regulatory mechanism involved in the

quality control of translation. RBPs within this pathway, like UPF1, detect premature stop

codons and recruit the degradation machinery before the ribosome can translate a faulty,

truncated protein [77]. Finally, RBPs play a critical role in the innate immune response.

Select RBPs are capable of detecting foreign RNA sequences (i.e. vRNA) and inhibiting their

replication and translation. These aspects of innate immunity will be explored in more detail

later on in connection with virus-host interactions (section 1.3).

RNA can regulate RBP function RBP-RNA interactions are not unidirectional. Recent

studies have indicated that RNA can regulate protein function, a process known as

"riboregulation". In riboregulation, RNA can recruit specific proteins, modulate their interaction

and activity, and even alter their localisation and condensation properties, effectively acting as a

regulatory molecule that influences protein dynamics within the cell. For instance, vault RNA1-

1 (vtRNA1-1) has been shown to modulate autophagy by directly binding to the autophagy

receptor protein p62. Through this interaction, vtRNA1-1 affects p62’s oligomerisation, which

in turn controls autophagy initiation and progression in cells [78]. Another compelling example

involves SHMT1, a metabolic enzyme critical in one-carbon metabolism. RNA binding

selectively inhibits SHMT1’s ability to catalyze the conversion of serine to glycine by inducing

a conformational shift in the enzyme’s structure [79]. Alternatively, RNA can recruit and act

as a scaffold in membraneless organelles. NEAT1 is a long noncoding RNA that drives the

formation of paraspeckles through the recruitment of core paraspeckle proteins, including

SFPQ, NONO, and PSPC1 [80]. The formation of paraspeckles sequesters proteins and

affects downstream gene regulation. These examples showcase how RBPs can be altered by

RNA binding, affecting structural and enzymatic functions as well as their cellular localisation.

1.2.2 The expanding repertoire of RBPs and their RNA binding specificity

The conventional understanding of RBP describes their binding affinity to RNA as dependent

on sequence and/or structural motifs in RNA via a limited repertoire of defined RNA-binding

domain (RBD) characteristics [81], such as a DEAD box helicase domain [82], RNA recognition

motif (RRM) [83] or a K-homology (KH) domain [84]. However, recent advances in biochemical,

structural and cellular methodologies and technologies have expanded our knowledge of

Protein-RNA interactions that do not abide by our conventional RBP understanding [85].
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Technical advances uncover novel RBPs Hundreds of novel RBPs were discovered

through in vitro methods using immobilised RNA probes followed by proteoarrays or mass

spectrometry [86, 87]. Although effective in identifying new RBPs, these methods held major

caveats. The absence of a cellular context prevented physiological RNA binding dynamics

from being observed. To address this, RNA interactome capture (RIC) was developed as an

in vivo technique that focuses on native protein-RNA interactions [88, 89]. In RIC, proteins

are covalently crosslinked to RNA in live cells by ultraviolet (UV) irradiation. UV irradiation

only cross-links closely associated proteins and nucleic acids (virtually zero distances; ≤

2 Å). Polyadenylated RNA and its associated protein are then captured using oligo(dT)

beads. Denaturing washes then remove any non-covalent interactions, leading to the protein

eluates being analysed by liquid chromatography-mass spectrometry (LC-MS/MS). With the

publication of the first RIC datasets in 2012, the number of known RBPs increased dramatically:

with 860 classified RBPs in HeLa cells [88] and 791 in HEK293 cells [89], of which 543 were

shared across datasets. This number has continued to increase with the expansion of this and

related methods to diverse species and cellular contexts.

The limitation of poly(A) RNA specificity has led to some alternative techniques being

developed, allowing for the capture of bulk RNP. These techniques include RNA labelling paired

with click chemistry [90,91], solid phase purification [92], and organic phase separation-based

methods [93]. These methodologies have since been applied across different organisms,

expanding the RBPome dataset further. Hentze et al (2018) compiled all published RNA

interactomes into RBP supersets for Homo sapiens (1,914 RBPs in total), Mus musculus

(1,393), Saccharomyces cerevisiae (1,273), Drosophila melanogaster (777), Arabidopsis

thaliana (719) and Caenorhabditis elegans (593) [85].

RNA binding specificity Many of the newly identified RBPs lacked known RBDs. Amongst

the original RIC dataset by Castello and colleagues, a third of the identified RBPs did not

contain conventional RBDs [88]. Orthogonal methods were employed to validate the discovery

of these RBPs, which in turn broadened our understanding of how RBDs interact with RNA.

These orthogonal methods included immunoprecipitation of GFP–RBP fusion proteins and

detection of co-isolated poly(A) RNA with fluorescent oligo(dT) probes [88, 94]. Furthermore,

RBDmap and RBS-ID methodologies were developed to define RNA-binding interfaces on a

proteome-wide scale. RBDmap builds on RIC but employs two successive rounds of oligo(dT)
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capture, interspersed with protease digestion steps to specifically identify the tryptic peptides

that are crosslinked to RNA [95]. RBS-ID uses a combination of crosslink enrichment and

extensive digestion of crosslinked RNA fragments using hydrofluoride to fully cleave RNA into

mono-nucleosides, which can then be detected as variable modifications in mass spectra to

reach single amino acid resolution at the RBP site [96].

To complement the advances in our understanding of the RBPome, an equal number of

high-throughput advances have been made to understand how RBDs give rise to RNA binding

specificity. Classical RBDs often recognise short RNA sequence motifs defined by conserved

amino acids within their structure. However, unorthodox RBDs may behave differently. A

combination of in vitro and in vivo methods has been established to investigate the RBP-RNA

interface.

In vitro methods rely on measuring the relative affinity of purified RBDs to a pool of

RNA oligos. Although successfully employed in SELEX (systematic evolution of ligands by

exponential enrichment) [97] and RNACompete [98] amongst others, they lack cellular context.

The absence of cellular context may lead to missing key cellular functions in proteins that

bind two different sequence regions, NOVA, for example, [67]. Furthermore, RNA secondary

structures are not accounted for, and RBPs involved in dsRNA binding, such as ADAR [99],

would not be captured.

Advances in RNA sequencing allow for the in vivo study of RBP-RNA-bound regions. To this

effect, crosslinking and immunoprecipitation (CLIP)-based sequencing methods are commonly

employed [100,101]. UV-crosslinked RNA and associated protein are purified for specific RBP-

RNA complexes, followed by 5’ radioactive labelling of RNA by T4 polynucleotide kinase (PNK),

reverse transcription PCR or sequencing. In vivo techniques account for many pitfalls explored

in in vitro experiments; however, they, too, have their caveats. These include the requirement

of high amounts of starting material, crosslink and precipitation efficiency of the RBP, with the

potential loss of low-level signal [102].

Individually, in vitro and in vivo techniques have their respective issues; however, combining

methods can provide a more accurate understanding. An exhaustive study to expand on

RBP RNA preferences and systematically map different aspects of RBP activity was published

in 2020. Researchers employed eCLIP with four orthogonal approaches, including in vitro

evaluation of RNA affinity for the same RBPs, chromatin association by ChIP–seq, functional

assessment of transcriptome changes by RBP depletion and RNA-seq and subcellular
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localisation using immunofluorescence [103]. Nostrand et al. (2020) produced 1223 replicated

data sets for 356 RBPs; of these, 150 RBPs indicated a strong correlation across the different

experimental techniques.

Binding prediction using machine learning Computational tools are on the rise to keep

up with the quantity of experimental output and allow for automation in analysis pipelines. For

example, a tool called PRIESSTESS (Predictive RBP-RNA InterpretablE Sequence-Structure

moTif regrESSion) is a computational method that captures sequence and structure specificity

from in vitro RBP-RNA binding data, specifically addressing the diversity of RBP binding [104].

It automates data analysis and produces readily interpretable models, with all available motif

predictions. Furthermore, a new focus of research has been to generate machine learning

models for binding prediction algorithms trained on CLIP and RBP datasets [105]. One such

tool is ASCRB. Developed by Li et al. (2023), ASCRB was developed to predict RNA binding

sites using five feature coding schemes trained on circRNA. CircRNA is a non-coding RNA

with a specific circular structure, which plays a key role in various life activities by interacting

with RNA-binding proteins through its binding sites [106].

A host of factors define the specificity of individual RBPs, from sequence motifs, sequence

context, and secondary structures to protein-protein dynamics. No singular experimental

technique covers all potential outcomes, so orthogonal methods must be employed in tandem.

The advancement of computational tools, however, holds the potential of gathering all factors

in a singular location, enabling more accurate modelling.

1.2.3 Changing cellular landscape, changing RBPome

The binding of RBPs to RNA is highly dynamic, with RNA interactomes being context-

dependent and responsive to various stimuli. One of the earliest studies investigating the

changing RBPome was conducted in Drosophila melanogaster during the maternal-to-zygotic

transition (MZT) [107]. Comparative RNA RIC on samples from early and late embryos

revealed significant changes in the RNA interactome during development. Parallel whole-

proteome analysis determined whether these changes were attributable to alterations in protein

abundance. This enabled the classification of identified RBPs into three groups: RBPs with

unaltered binding, RBPs whose RIC abundance correlated with proteome-level changes, and

RBPs that exhibited altered RIC levels independently of protein abundance. In total, 116 RBPs
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were classified as dynamic, belonging to the last category [107].

A similar study performed in zebrafish a year later identified 24 and 53 RBPs as significantly

changing during the same developmental transition [108]. Among these, Hnrnpa1 was further

analysed using iCLIP. The study revealed that Hnrnpa1 shifts its RNA-binding preferences

during zebrafish MZT, transitioning from binding the 3’ untranslated regions (3’ UTRs) of

maternal mRNAs in the cytosol to interacting with nuclear noncoding RNAs from Chromosome

4, including pri-mir-430. These two studies in MZT transition exemplify the power of combining

RBP and RNA CLIP methods to understand dynamic cellular environments. They highlight the

versatile behaviour of RBPs and their potential roles in regulating cellular changes, particularly

during critical developmental processes.

Viruses drastically change cellular environments, causing full re-arrangement of cellular

functions. Virus’s parasitic nature requires them to uptake cellular factors to add to their

limited repertoire of virus-encoded proteins, such as RBPs. RBPs have been identified as

being involved in almost every step of the viral life cycle, including genome replication, viral

protein synthesis, and assembly of virus progeny [109, 110]. RBPs can also restrict viral

progression as the vRNA is a target of the antiviral innate immune response, and specialised

proteins can detect unusual molecular signatures [111,112]. Understanding how the dynamic

RBPome is modulated during viral infection is paramount in understanding the viral lifecycle

and subsequent development of targeted therapeutics.

1.3 Global analysis of host-virus interactions in alphavirus infection

1.3.1 Protein-wide compositional analysis of viral ribonucleoproteins (RNPs)

vRNAs, central to viral infection, undergo many of the same processes as cellular RNAs,

including translation, localisation, and decay, but they are also involved in virus-specific

functions such as replication and packaging. To mediate and regulate each of these

stages, vRNA assembles with viral and cellular RNA-binding proteins (RBPs) to form viral

ribonucleoproteins (vRNPs) [113, 114]. Comparative RIC studies allow for the capture of full

RBPome changes in this changing environment. Although the relative proportion of mRNA

in this context is vRNA during advanced stages of infection, a subset is also cellular. This

"contaminant", albeit informative, obscures the capture of the vRNPs. Building on RBPome

advancements, various complementary methodologies have been pioneered over the last few
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years to specifically study vRNPs [115].

Comparative proteomics The emergence of novel proteomics and orthogonal methods

described previously can be applied to the changing RBPome that occurs in viral infection.

Indeed, to date, three comparative RIC studies have been carried out in SINV [113], SARS-

CoV2 [116], and Influenza-A virus (IAV) [117]. During advanced infection, it has been reported

that vRNA can represent 70% (in SINV [113]), 20-80% (in SARS-CoV2 [116, 118]) and 50%

(in IAV) [119] of total RNA present in the cell. Therefore, the capture of total mRNAs and their

interacting proteins will also capture vRNPs and can aid in identifying RBPs potentially hijacked

during viral infection.

In the RBPome of SINV-infected cells, a significant change in captured RBP occurs as the

infection progresses. Garcia-Moreno et al. (2019) investigated different time points of infection

and noted that the most remarkable changes occurred at later stages of infection [113]. A

quarter of the RBPome changes at 18h post-infection (hpi) which also corresponds to vRNA

representing 70% of the transcriptome. The significant changes in RBP binding can be largely

attributed by changes in the transcriptome and RNA availability rather than protein abundance

(total proteome). Crucially, RBPs further tested in this study were observed to relocate to viral

factories and potentially have functional changes. Two proteins were highlighted in this study

as modulators of SINV viral fitness. The transcriptome remodelling during infection was largely

attributed to the 5’ to 3’ RNA degradation machinery. The exonuclease XRN1 and its interactor,

PATL1, are stimulated at 18hpi. The subsequent knockout of XRN1 inhibited viral infection

completely. Contrastingly, Gem-associated protein 5 (GEMIN5), an RBP that catalyses the

formation of the spliceosome and binds the RNA cap, was also stimulated at 18hpi [113].

The overexpression of GEMIN5 caused a delay in viral subgenomic gene expression and

inhibited capsid translation. ICLIP of GEMIN5 indicated a switch of RNA binding preferences

from cellular to vRNA. While the protein binds to the 3’ UTR of some host mRNAs, it was

found to interact with the 5’ ends of SINV. GEMIN5 affects viral protein expression through

this interaction at the 5’ end. This study can be used as a springboard for new research

avenues. The newly associated dynamic RBPs can be explored further to characterise their

functional role and mechanism of interaction. However, not all RBPs identified may correspond

to direct viral modulation. Some proteins, although stimulated by SINV, did not relocate to viral

factories, such as NGDN, HNRNPA1 and the mitochondrial translation elongation factor TUFM,
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suggesting that they don’t interact directly with vRNA.

Direct vRNA interactors To explore specific vRNA interactors, novel methods were

developed to capture vRNPs. The high-throughput capture of vRNPs follows a similar workflow

across different methodologies: infection, protein–RNA crosslinking, specific vRNA isolation,

and proteomic analysis. Key differences in each of these steps have created a host of different

variations of protocols, and an equal number of variations in results [115]. The stringency of

the proteomic captures relies heavily on the strict vRNA capture. A common tool is the use

of 4-thiouridine (4SU) RNA labelling, a nucleotide analogue that is taken up by mammalian

cells and is incorporated into nascent RNA when added to culture media [120]. 4SU can be

used to label de novo synthesised vRNAs when added at specific infection time points. Host

transcriptional shut-off at later time points signifies that newly synthesised RNA corresponds

to vRNA. Crosslinking of 4SU is performed at a higher wavelength (365nm), excluding

natural unlabelled RNA-protein crosslinking from occurring. Subsequent 4SU biotinylation

and streptavidin purification, capture specific 4SU/RNA-protein. Alternatively, crosslinking is

followed by the isolation of RNA using single probes or tailing anti-sense probe sets. These

oligos may contain locked nucleic acids (LNAs) for improved double-strand RNA (dsRNA)

invasion.

Three proteome-wide approaches have been recently used to elucidate the composition

of alphavirus RNPs. These include viral crosslinking and solid-phase purification (VIR-

CLASP), crosslink-assisted messenger RNP purification (CLAMP), and vRNA interactome

capture (vRIC). Kim et al (2020) developed a method to capture interactions between incoming

genomic vRNA and cellular proteins, revealing hundreds of early host-virus interactions in

CHIKV [114]. They employed VIR-CLASP, a method that relies on the infection of unlabeled

host cells with 4SU-labelled viral genomes. The subsequent UV irradiation crosslinking and

solid-phase purification enable the sole capture of incoming viral genomes containing 4SU.

Amongst the detected RBPs, they uncovered a previously unreported viral RBP, the fatty acid

synthase (FASN), an enzyme that generates palmitic acid, interacting directly with CHIKV

vRNA. FASN was further characterised as regulating vRNA via its enzymatic activity [114].

Viral replication sites are rich in palmitic acid, which could justify the uptake of this cellular

protein at specific stages of the virus lifecycle. Overall, this method uncovered hundreds of

cellular RBPs functionally important in the initial steps of CHIKV infection. However, the later
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events of viral replication or interactions between vRNA and host proteins are not captured

through this method.

To overcome the limitation of VIR-CLASP, CLAMP focuses on capturing vRNPs at later

time points during infection [121]. This technique treats cells with actinomycin to halt cellular

transcription before 4SU addition. Crosslinking is performed using formaldehyde, and the

vRNPs complexes are purified via the capture of biotinylated sulfhydryl groups in 4SU, by

HPDP-biotin conjugates and streptavidin precipitation. Initially used to study the vRNPs in

SINV [121], it was later employed as a comparative analysis in three alphaviruses (CHIKV,

SINV and VEEV) [122]. The comparative analysis was able to identify 108 conserved RBPs

across the three viruses. HnRNP K protein was identified in both studies and is common across

the three viruses. The protein was evaluated using CLIP-seq and was identified as interacting

with distinct sites on the sgRNA [121]. The disruption of this binding site decreased viral

titer in mammalian cells and intriguingly increased structural protein expression. Both studies

validated hnRNP K beneficial role for Old-World alphavirus infection. Although informative,

CLAMP datasets had a very low incidence of bona fide RBPs, likely due to the promiscuous

nature of formaldehyde crosslinking and/or limited specificity in the purification of vRNA [115].

To complement the gap in capturing post-replicative alphavirus RNPs, a third method

was developed: vRIC. vRIC was originally applied to SARS-CoV-2 [116] and later applied to

SINV [123]. This method employs the use of 4SU-labeled vRNA followed by oligo(dT) capture.

In SINV, vRIC captured 400 cellular RBPs. These vRNPs were characterised against cellular

RNPs to detect notable differences. Enrichment of post-translational modification (PTM)

enzymes, such as kinases, was detected in the vRNP fractions. Meanwhile, a net difference

in translational initiation factors in the two groups was observed, supporting the previously

reported non-canonical cap-dependent translation mechanisms of vRNA in SINV [124–126].

The global capture of dynamic RBPs captured both in comparative RIC and in vRNA-

specific RIC methods expands the repertoire of known RBPs involved in viral infection. The

identified RBPs can subsequently be further characterised to understand their individual

mechanism of viral modulation.

1.3.2 Protein-Protein interaction analysis

The study of the RBPome in viral infection and, subsequently, vRNPs does not fully account

for protein-protein (P-P) interaction dynamics at play. Prior to RNA capture methods, the study
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of viral-to-cellular protein interaction dynamics was fundamental in understanding how viruses

modulate their environment. The most common technique involved the insertion of a reporter

protein or an epitope tag into the target protein, which enabled specific capture of tagged

proteins and their interacting partners for mass spectrometry analysis. Two studies inserted

a GFP-tag into nsP3 of SINV and captured its interactors at different time points of infection

[127,128]. 10 common proteins were identified in both studies. However, technical differences

in controls used in parallel meant that a further 20-25 proteins were identified only in one or

the other study. The most notable proteins were G3BP1/2 and other nsPs. The comparative

study of nsP3 interactors at different times of infection indicated a specific early and persistent

recruitment of G3BP and a later recruitment of 14-3-3 proteins [128]. Almost two decades

later, another nsP3 co-precipitation was carried out employing an intercalated mScarlet tag

[123]. This latter study identified a staggering 378 protein interactors, with G3PB1/2 as one

of the most highly enriched proteins alongside the other nsPs. The significant increase in the

number of detected enriched proteins reflects the advancement of technologies capable of

detecting lower abundance interactors. The interaction with nsPs was consistently detected in

parallel studies, which similarly isolated nsP2 [129] and nsP4 [130] . The crossover of protein

interactants amongst the nsPs indicated they may be integral parts of the replicase complex.

Varjak et al. (2013) endeavoured to specifically study the P-P interactants of the replicase

complex in SFV using an alternative method. Functional intact replicase complexes were

captured using dextran-covered magnetic nanoparticles, which later aided in magnetically

isolating the nanoparticle-containing lysosomes [131]. This method identified 78 cellular

proteins, many of which were previously identified in the above studies, as well as novel

proteins. Interestingly, a third of the proteins were characterised as RBPs. Comparatively,

the most recent nsP3 enrichment identified a quarter of interactors as binding SINV vRNA

when cross-referencing the proteins to the SINV vRIC dataset [123].

P-P interactants of structural proteins have also been studied, although to a lesser

extent. Many of their associated cellular interactants are associated specifically with their

cellular location. The two spike proteins, E2 and E1, interact with cell surface receptors and

components of the actin cytoskeleton to facilitate viral entry and egress. E2 has been shown

to interact with Dendritic Cell-Specific Intercellular adhesion molecule-3-grabbing Non-integrin

(DC-SIGN) [132] and Heparin sulfate [133], among others. The E3 glycoprotein contains the

signal peptide, which interacts with the endoplasmic reticulum (ER) membranes, directing the
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structural polyprotein to the lumen. Here, it is cleaved by host cellular proteases, including

furin and signalase, to render E3, E2, 6K and E1 proteins [134]. 6K is a transmembrane viral

protein that acts as a form of viroporin. Precipitation of biotin-labelled proteins on immobilised

streptavidin-agarose suggested that 6K is associated with glycoproteins at the cell surface,

instrumental in its role in virion budding from the cell [135]. The capsid protein interacts with a

host of cellular factors. In VEEV, for example, capsid protein forms a tetrameric complex with

CRM1 and importin α/β that obstructs nuclear pore complex function [136].

1.3.3 Alphaviral modulation of the cellular environment to favour viral infection

The capture of viral-host P-P interactions and vRNPs reveals the sophisticated strategies

viruses use to hijack host cellular machinery. Numerous host proteins have been identified

that either facilitate or inhibit viral replication, underscoring the dual role of host factors in

viral fitness. Alphaviruses, in particular, are adept at manipulating their environment to favour

infection. This section delves into how alphaviral vRNA and viral proteins coordinate with

host components to orchestrate a productive infection. The particular role of helicases will be

described in section 1.3.4.

Host cellular shut-off Alphaviruses have developed a mechanism to create a favourable

environment for infection, starting with the host cellular transcription and translation shut-off

[137]. This inhibition would interfere with the innate immune system and, subsequently, the

antiviral response. It further serves the virus by repurposing protein-synthesising machinery

to translate sgRNA, increasing its own viral output. The transcriptional shut-off is managed

by the entry of nsP2 into the nucleus in Old World alphaviruses [138–140]. It subsequently

targets the RNA polymerase II subunit RPB1 for degradation, which results in general host cell

transcriptional shut-off and subsequent cytopathic effects in mammalian cells [139]. In New

World alphaviruses, the mechanism of transcriptional inhibition is led by the capsid protein.

Capsid in VEEV has been reported to form a complex with nuclear import and export factors

which obstruct the nuclear pore and, consequently, nuclear trafficking [136].

The abrogation of cellular protein synthesis is orchestrated by a combination of the initiation

factor eIF2α phosphorylation [126, 141], competition of viral mRNA for translation machinery

[45, 142] and the modification of the cytoplasmic ionic environment [143, 144]. Protein kinase

R (PKR) senses dsRNA, an intermediary state during virus replication, and phosphorylates
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eIF2α. This action renders eIF2 unable to be recycled back into its active GTP-bound state,

resulting in a general translational shut-off [145]. Translational shut-off via dsRNA recognition

by PKR can effectively block viral replication [126]. However, the translation of alphaviral

structural proteins from their subgenomic messenger is unaffected by the phosphorylation of

eIF2α. A stable RNA hairpin loop structure in the 26S promoter of the subgenomic mRNA

from SINV and SFV stalls the ribosome on the correct AUG, providing resistance to eIF2α

phosphorylation and thereby enhancing translation of the viral subgenomic mRNA [126,146].

In alphaviruses, translation occurs in a non-canonical manner. Most cellular mRNAs

contain a blocked cap structure at their 5’ end and are translated by the canonical cap-

dependent scanning mechanism. This involves recognition of the cap by eIF4F, followed by

the interaction of the preinitiation 43S complex with the mRNA. The eIF4F complex comprises

the cap-binding factor eIF4E, the helicase and ATPase enzyme eIF4A, and the scaffolding

protein eIF4G [70]. However, SINV sgRNA is translated without the participation of crucial

eIFs such as eIF2 or eIF4A [125]. SINV translation has been found to be resistant to eIF4G

cleavage, which normally disrupts cap-dependent translation [124]. The cleavage of eIF4G

varies depending on the context. In apoptosis, it is part of the cellular process to shut down

protein synthesis during programmed cell death [147]. In viruses with uncapped mRNAs,

like picornaviruses, cleaving eIF4G allows them to hijack the host translation machinery and

preferentially translate their own RNAs [148]. In alphavirus infections, while direct cleavage

doesn’t occur, the disruption of eIF4F complex function may still contribute to host translation

shutdown and promote viral protein synthesis [143]. These mechanisms highlight how viruses

have evolved different strategies to manipulate host translation machinery.

Stress granule (SG) manipulation Biomolecular condensates are prevalent in cells

and critical for various cellular functions, including RNA metabolism, embryonic cell fate

specification, and neuronal activity [149–151]. These condensates are found throughout

eukaryotic cells, including in the nucleus, cytoplasm, and on membranes. Stress granules

(SGs), one of the best-characterised biomolecular condensates, are RNA–protein assemblies

formed in response to a variety of environmental cues [152]. During viral infection, SG

formation and disassembly are tightly regulated by the cellular translation status [126]. In

the early phase of many viral infections, the activation of the PKR pathway by the double-

stranded vRNA also activates the formation of SGs enriched with translation initiation factors
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such as eIF3b. However, in later infection stages, many viruses instead suppress SG formation

or disassemble SGs altogether and utilise the stored proteins [153]. The prevalent protein

identified across all SINV nsP3 P-P were the G3BP proteins. NsP3 in alphaviruses has

been shown to suppress the formation of stress granules by manipulating G3BP1. nsP3

has a conserved N-terminal macrodomain that hydrolyses ADP-ribose from ADP-ribosylated

proteins and a C-terminal hypervariable domain that binds the essential SG component

G3BP1 [154]. The importance of the nsP3–G3BP interaction became apparent in a deletion

mutagenesis study in SFV, where the binding domain of G3BP1 was deleted, and viral fitness

was subsequently reduced [155]. G3BP proteins were further characterised as pro-viral factors

in CHIKV [156, 157]. The depletion of the proteins directly correlated with a reduction in viral

protein expression and progeny viral titer. The sensitivity in CHIKV infection to depletion of

G3BP was due to an Arginine residue at the P4 position of the cleavage site between the nsP1

and nsP2 [157]. This particular residue is not present across all alphaviruses, and in the case

of SINV, it was observed to be partially resistant to G3BP deletion.

Innate immunity vRNA is the target of the antiviral innate immune response because

it typically contains unusual molecular signatures that specialised RBPs can recognise.

Pattern recognition receptors (PRRs) are specialised proteins that detect viral elements.

These pathogen-associated molecular patterns include triphosphate ends, unmethylated caps,

sequence biases, and long dsRNA tracts produced during viral replication [111, 112]. PRRs

initiate a cascade of innate antiviral responses, amongst them, the IFN response is the

most recognised. However, many of the innate immune responses have co-evolved with

viruses. This signifies a dynamic co-evolution between host and virus, where the host

develops mechanisms to suppress viral replication and progression, while viruses evolve

evasion strategies to counteract these defences, ensuring their survival and replication within

the host [158].

IFNs activate neighbouring cells via transmembrane receptors, which cascade down to

the nucleus, resulting in the upregulation of IFN-stimulated genes (ISG) with antiviral activity.

One of the IFN targets is viral translation. PKR is a well-recognised ISG induced by IFN-

I. As previously described, it induces the phosphorylation of eIF2α, a translation inhibitor.

In alphaviruses, this is overcome through the use of non-canonical translation mechanisms,

circumventing the requirement of eIF2 [125].
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IFN further induces proteins with tetratricopeptide repeats (IFITs) as antiviral factors that

interact with alphaviruses. They actively block viral translation by binding to specific regions

of the vRNA [112]. In most viruses, IFIT1 binds to unmethylated cap structures of vRNA,

which prevents the binding of translation initiation factors. IFIT1 recognizes specifically vRNA

lacking 2’-O-methylation of the 5’ cap, a modification that is common in cellular RNAs but not in

many viral RNAs. However, alphaviruses, which have a 5’ cap lacking 2’-O-methylation, have

evolved to evade IFIT1 restriction by encoding stable secondary structures (like stem-loops)

within their 5’UTR. Mutations within the 5’UTR that disrupt these RNA structural elements

enable the antiviral restriction by IFIT1, demonstrating the importance of these structures in

IFIT1 evasion [159].

The zinc finger antiviral protein (ZAP or ZC3HAV1) is an ISGs involved in inhibiting

alphaviruses. It has been shown to bind to vRNA, restricting replication and translation through

inducing RNA degradation. The vRNA specificity is achieved through recognition of CpG

dinucleotides, which are underrepresented in mammalian transcriptomes, suggesting that ZAP

has evolved to exploit this feature for distinguishing self from non-self RNA [160]. Another well-

characterized ISG, the 2’-5’-oligoadenylate synthetase (OAS), activates RNase L upon sensing

viral dsRNA, leading to widespread RNA degradation, including that of vRNA. Alphaviruses

form replication organelles, restricting access of host factors to detect the formation of dsRNA

during viral replication, thus reducing the efficiency of OAS-associated pathways at later stages

of infection [161].

Although viruses can sometimes circumvent individual ISGs, a recent study on VEEV

demonstrated the impactful combinatorial role of multiple key ISGs in limiting viral progression

[162]. This study identified ZAP, IFIT3, and IFIT1 as dominant effectors that restrict VEEV,

while comprising only < 0.5% of the total ISGs. Moreover, pretreatment with IFNs and the

subsequent expression of ISGs significantly reduce viral fitness, emphasising their critical

antiviral function. A more nuanced understanding of the IFN response in innate immunity

has revealed that its effects extend beyond stimulating ISG transcription. Recent studies have

shown that IFN-I can induce changes in transcript processing [163], translation control [164],

protein-protein interactions [165], and post-translational modifications outside the JAK/STAT

signalling cascade [166]. These diverse regulatory mechanisms not only shape ISG activity but

can also enhance the antiviral properties of non-ISGs. This multifaceted regulation provides a

potential explanation for how innate immunity remains active even during viral-induced cellular
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shutoff. However, the detailed specificities of IFN regulation are beyond the scope of this

introduction.

These examples illustrate a range of host strategies to inhibit viral replication via recognition

of RNA structural or sequence motifs. The role of RNA-binding restriction factors such as

ZAP is particularly relevant to the current study, which aims to understand host proteins with

RNA-binding capacity that may act as antiviral restriction factors. Given the evolutionary

pressure viruses face to avoid or counteract such host defenses, identifying additional RNA-

targeting mechanisms could shed light on both viral evasion strategies and underexplored host

restriction pathways.

1.3.4 Alphaviral RNA interactome – Helicases as key RBPs

In the study of alphavirus-host interactions, several RBPs have been identified as critical

players in mediating host responses to infection [61, 167]. These RBPs, which can modulate

viral replication and host immune defences, often interact directly with vRNA, enabling the

host cell to sense and respond infection. Among these RBPs, helicases have emerged as a

particularly important class due to their ability to bind vRNA and potentially modulate vRNA

structures, thus influencing viral replication and host antiviral signalling [168,169].

Helicases are a family of enzymes known for their role in unwinding RNA or DNA duplexes,

an activity crucial for numerous cellular processes, including transcription, translation, and

RNA metabolism [170]. DEAD/H box proteins (DDX) form the largest helicase family, with

41 members in humans, and are characterised by the presence of an Asp-Glu-Ala-Asp/His

(DEAD/H) motif. DDX proteins have essential physiological roles in cellular RNA metabolism

[82]. In the context of alphavirus infection, several DDX proteins have been identified as

significant players within the vRNA interactome. These helicases not only bind vRNA but often

recognise conserved RNA structures, enabling them to act as regulators of the viral life cycle

and modulators of the host antiviral response [169]. Their functional variability arises from

the diverse cellular roles that helicases fulfil and the unique strategies alphaviruses employ to

exploit, repurpose, or evade cellular machinery for their own benefit [171]. In the SINV vRIC

dataset, 14 DDX proteins are enriched in the vRNPs, suggesting their integral role in vRNA

regulation [123].
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Figure 1.3: Antiviral role of DEAD/H helicases proteins in alphavirus infection schematic Examples of

antiviral roles of DDX proteins in alphavirus infection. IFN pathway helicases include RIG-I, MDA5 that recognise

and bind dsRNA. The former is supported by DDX60 and DDX6. Combined, they trigger MAVS coordinated with

DDX3, which triggers a IFN cascade. Alternatively, dsRNA is detected by the DDX1/DDX21/DHX36 complex and

triggers TRIF. Among the IFN-independent antiviral DDX proteins, DDX39A binds 5’CSE, DDX42 binds conserved

G-quadruplex structures, and DDX56 binds viral stem-loops.

Antiviral factors Certain DDX proteins actively contribute to the host’s antiviral defences

by detecting and responding to foreign vRNA. They can coordinate their antiviral impact

by working with innate immunity sensors that stimulate interferon-mediated and other

inflammatory responses, inhibiting viral replication and marking infected cells for immune

clearance [172]. RIG-I, also known as DDX58, and MDA5 are DDX helicases widely known

for their role in the IFN-I pathway [173]. Both proteins detect dsRNA in the cytoplasm and

trigger an inflammatory response. Both RIG-I and MDA5 are equally important in the initial

response to alphavirus infection. The concentration of these receptors at the time of infection

determines the rate, time, and scale of type I IFN induction [174]. While RIG-I and MDA5 have

many similarities, they also have different ways of recognising pathogens and host species.

RIG-I recognises short RNA ligands with 5’-triphosphate caps, while MDA5 recognises longer

genomic RNA and replication intermediates [175]. Other DDX proteins can also act as

additional viral sensors or regulators of the RIG-I-associated IFN activation. DDX6 and DDX60

interact directly with RIG-I and enhance its signalling or dsRNA binding, respectively [176,177].

An alternative interferon mediated response has been observed through the TRIF adaptor.

A complex of three helicases, DDX1-DDX21-DHX36, has been reported as a dsRNA sensor
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that interacts and stimulates the TRIF adapter and subsequent type I IFN signalling [178].

Although this complex has not been reported as a regulator in alphaviruses, TRIF has been

identified as a key regulator of RRV, and in its absence, viral production increases [179].

DDX1 and DDX21 have both been identified in the SINV vRIC, indicating potential interesting

interaction which requires further research.

Some DDX proteins have been identified as antiviral factors independently of inteferon

pathway. In CHIKV, DDX39A was observed to re-localise to the cytoplasm and inhibit viral

replication [180]. Upon further investigation, DDX39A was identified as binding CHIKV

vRNA and interacting with the 5’ conserved sequence element (5’CSE). The most conserved

structural RNA element across the alphavirus genus is the 5’CSE, which is important for the

replication of CHIKV, SINV, and VEEV. The binding of this conserved region coupled with the

antiviral effect suggests DDX39A hinders the recognition and binding of the viral replicase.

Similarly to DDX39A, DDX42 and DDX56 have been identified as antiviral factors independent

of IFN signalling, driven by their binding specificity. DDX42 was previously identified as binding

specifically to G-quadruplex motifs [181]. In parallel, the viruses DDX42 inhibited contained G4

structures within their genome, such as CHIKV, which strongly suggests a functional link [182].

Meanwhile, DDX56 antiviral activity is associated with its binding of a stem-loop encoded in

the CHIKV genome, causing vRNA destabilisation and affecting replication [183].

Pro-viral factors DDX proteins are often linked to antiviral defences. However, they can

paradoxically support the viral lifecycle in some instances. Viruses have evolved mechanisms

to exploit helicases such as DDX3 and DDX5. DDX3 is a multi-faceted helicase involved

in transcription and translation and regulates cellular processes like cell cycle progression,

apoptosis and innate immunity [184]. In VEEV, DDX3 was identified with DDX1 to interact

with the nsP3 protein [185]. The knockdown of both DDX1 and DDX3 proteins resulted in a

decrease in infectious viral titers. The nsP3-DDX3 interaction was further characterised as

being crucial for viral translation initiation through its association with translation machinery.

DDX5 has recently been characterised as a pro-viral protein in SINV infection [186]. Depletion

of the protein negatively impacted the viral replication cycle, while its overexpression had a

pro-viral effect. DDX5 as one of the factors associated with the SINV replication complex by

dsRNA-IP coupled to mass spectrometry [187]. Furthermore, the DDX5 co-factor DDX17,

was also shown to display a pro-viral phenotype. The two proteins were identified as close
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interactors with nsP2, which modulates viral-induced host-transcriptional shut-off [186]. DDX5

is involved in host transcriptomic regulation [188], and thus, we can speculate that the nsP2-

DDX5 association is linked with restricting cellular transcription during infection.

Altogether, helicases are capable of not only detecting vRNA but also playing active roles

in blocking viral replication directly, either by destabilising vRNA structures or promoting

degradation. However, viruses have developed methods to recruit these proteins to benefit

their own lifecycle. Overall, helicases are extremely diverse and adaptable proteins that play a

central role in alphavirus regulation.

1.4 Discovery of DDX1 as a host regulator of virus infection

An interesting protein that deserves attention is the DDX1 helicase. It has multiple functions

within host cells and, interestingly, has recently been identified in viral interactomes. The

regulatory role and mechanism behind its modulation of alphavirus is yet unexplored. The

RNA helicase has, however, been identified to play diverse roles in viral infections, interacting

with various viral proteins and affecting viral replication and host immune responses.

1.4.1 Proteome-wide approaches reveal a functional link between DDX1 and RNA

viruses

In the comparative RIC of SINV, DDX1 appears as a highly enriched RBP at the late stages

of infection [113]. The increased binding activity correlates with increased vRNA in the

cell. Furthermore, DDX1 co-localises with viral factories during infection suggesting a close

regulatory role in viral infection. In SINV vRIC, DDX1 appears as a highly enriched protein that

interacts directly with vRNA [123]. Beyond SINV, DDX1 has been captured to interact directly

with a variety of viruses from different viral families. In the comparative analysis performed

by Iselin et al. (2022), where different viral interactome capture methods were benchmarked

against one another, DDX1 appeared in every study [115]. This suggests that DDX1 is a direct

interactor with the vRNA of SINV, CHIKV, ZIKV, DENV and SARS-CoV-2.

Functional studies have identified DDX1 in regulating various virus infection outcomes.

Depending on the virus studied, DDX1 has been identified to either have a pro- or anti-viral

function. DDX1 was first identified as a viral regulator in HIV-I infection. The helicase was

identified as a key cellular co-factor of Rev. Fang et al. (2004) found that DDX1 is required for
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efficient Rev function and proper nuclear localisation of Rev in mammalian cells [189]. Small

interfering RNA (siRNA) targeting DDX1 provided strong evidence that DDX1 is required for

both Rev activity and HIV production from infected cells [190]. A later study evaluated the

mechanism through which DDX1 modulates Rev-mediated replication. DDX1 was found to

act through the Rev Response Element (RRE) RNA to accelerate the nucleation step of the

Rev-RRE assembly process [191]. This interaction is essential for efficient vRNA export and

subsequent virus production.

In VEEV, DDX1 was observed to interact directly with nsP3, and further characterisation

indicated that the absence of DDX1 significantly inhibited viral titers [185]. Confocal microscopy

revealed that DDX1 and VEEV nsP3 co-localise in infected cells, further supporting the

interaction between these proteins during VEEV infection. While the exact mechanism is

not fully elucidated, it is proposed that the nsP3-DDX1 complex may interact with the host

translational machinery, which is essential for the viral life cycle.

In coronavirus infectious bronchitis virus (IBV) and SARS-CoV-1, DDX1 was observed to

interact directly with nsP14 [192]. In both viruses, the viral protein is essential for efficient vRNA

synthesis and may be involved in RNA proofreading. Manipulation of DDX1 expression, either

by siRNA-induced knockdown or by overexpression of a mutant DDX1 protein, indicated that

DDX1 promotes viral proliferation. The interaction with nsP14 suggests DDX1 is aiding in the

coronavirus RNA replication stage of infection [192]. Furthermore, DDX1 has been observed

as a regulator in SARS-CoV-2 infection. The protein was observed to relocate to viral factories

when studied by confocal microscopy. The exact role is debatable, as differing phenotypes

have been observed in the absence of the protein [116, 193]. However, this will be explored

further in this thesis in relation to the technical application of DDX1 knockdowns.

Two other positive-strand RNA viruses have identified DDX1 as an inhibitory factor in their

lifecycle. In contrast to its pro-viral role in coronaviruses, DDX1 interacts with Transmissible

Gastroenteritis Virus (TGEV) nsP14 and induces the host’s innate immune response [166]. It

was observed through the knockdown of DDX1 by targeted siRNA, that nsp14-induced IFN-

β production was significantly decreased. Similarly, in the Foot-and-Mouth Disease Virus

(FMDV), the porcine DDX1 has also been characterised to stimulate IFN-β activation and

ISG expression [194]. DDX1-dependent inhibition of FMDV replication relied, in part, on its

ATPase/helicase activity, as observed when employing a DDX1 catalytic mutant. Helicases

have a crucial regulatory role in innate immunity, and DDX1 is shown to be no different in the

50



context of these viruses.

A complex, including DDX1, was identified to regulate innate immunity and IFN signalling.

Indeed, DDX1, DDX21, and DHX36 form a complex that binds viral dsRNAs and induces

IFN signalling through the TRIF adapter [178]. This complex was then further identified as

regulating Influenza A virus (IAV) infection. The absence of DDX1, in this instance, increased

viral proliferation [195]. Moreover, in Newcastle Disease Virus (NDV), Avian Influenza Virus

(AIV) and Vesicular Stomatitis Virus (VSV), chicken DDX1 (chDDX1) was observed to be

significantly upregulated after infection [196]. The upregulation was in direct correlation with

the expression of IFN-β, IFN-stimulated genes (ISGs), and proinflammatory cytokines. The

knockdown of chDDX1 increased the viral yield of NDV and VSV while the overexpression

of chDDX1 inhibited viral replication. In vitro precipitation of chDDX1 with poly(I:C) indicated

a strong and direct interaction, suggesting that chDDX1 acts as an RNA PRR during IFN

activation.

Overall, DDX1 has been reported to have a multitude of functions in regulating viral

infections. Understanding the protein and RNA interactors can help elucidate its effect on

the viral lifecycle.

1.4.2 DDX1 as part of the tRNA ligase complex (tRNA LC)

Within the comparative RIC and vRIC datasets generated in SINV and SARS-Cov-2, besides

DDX1 explored above, two additional notable proteins were reported to increase their binding

affinity: RTCB (HSPC117) and FAM98A [113, 116, 123]. Furthermore, immunofluorescence

analysis revealed RTCB, like DDX1, re-localised in proximity to viral replication organelles of

of SINV and SARS-Cov-2 infected cells. This indicated their potential modulation of vRNA

and viral fitness. The presence of RTCB and FAM98A was intriguing as, together with DDX1,

they have been reported as being part of an essential cellular complex named the tRNA ligase

complex (tRNA-LC) [197].

The tRNA-LC is an established complex consisting of 4 principal proteins: DDX1, RTCB,

FAM98A or FAM98B and CGI99 (RTRAF), and 2 transiently associated proteins, Ashwin

(ASW) and Archease [197, 198]. Individually only DDX1 and CGI99 have been reported as

involved in viral regulation, the latter as a modulator of IAV infection. CGI99 was identified

in interacting with the PA subunit of the influenza polymerase and plays a significant role

in transcription regulation by modulating RNA Polymerase II (RNAP II) activity, an essential
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factor in mRNA synthesis [199]. The silencing of CGI99 significantly reduced RNAP II-

mediated transcription. This suggests that CGI99 has a role in cellular transcription and is

potentially hijacked by IAV viral proteins to repurpose CGI99 for its own vRNA transcription.

Intriguingly, a later study by the same group identified CGI99 as incorporated into IAV virions

[200]. Both human and avian influenza viruses of various subtypes increased CGI99 protein

levels. Confocal microscopy identified CGI99 as colocalising and interacting with vRNPs in

the nucleus and cytoplasm during infection. Furthermore, the tRNA-LC member was detected

in purified vRNP purifications from virions as well as observed as colocalising inside virions

by immunogold labelling and electron microscopy [200]. It is worth noting that the above

researchers employed antibody-based approaches, which would not capture the presence of

other tRNA-LC members.

The identification of three components of the tRNA-LC within the SINV vRNP screening

suggests that the complex is involved altogether in the modulation of viral infection. The

specificities of SINV regulation by DDX1 and the tRNA-LC will be explored in detail in this

thesis.

1.4.3 DDX1 and the tRNA-LC roles in cell biology

Figure 1.4: Overview of tRNA-LC cellular functions schematic Brackets signify whether the function was

associated with the tRNA-LC or solely to a specific protein

DDX1 is a versatile protein with functions spanning RNA metabolism, stress response, and

viral and immune regulation summarised in the schematic of Figure 1.4. Its diverse roles make

it an important player in maintaining cellular homeostasis and responding to various cellular

challenges. The close association with the tRNA-LC signify that many of these processes are
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associated with this ligase complex.

DDX1 and the tRNA-LC play important roles in RNA-related processes such as mRNA and

tRNA processing. The RTCB ligase, and subsequently the tRNA-LC, was identified in 2011

as the ligase responsible for tRNA maturation. Researchers identified RTCB as the protein

responsible for the unusual ligation of RNA with 3’ ends containing a 2’,3’-cyclic phosphate

(2’,3’-cP) with an RNA fragment with a 5’-hydroxyl (5’-OH) [197]. These RNA termini occur

specifically during tRNA intron excision. Archease was found to be required for tRNA-LC ligase

activity and jointly with DDX1, facilitated the formation of an RTCB-guanylate intermediate

essential for RNA ligation [198]. Indeed, Archease depletion impaired pre-tRNAs’ maturation,

as seen in depleted RTCB experiments. An RTCB kinetic experiment showed the stalled

formation of ligation products after initial enzyme addition. This was subsequently rescued

by adding Archease, indicating its presence is essential for enzymatic turnover. The RTCB

ligase activity depends on the formation of Rtcb-guanylate intermediates that subsequently

can transfer GMP to the 3’-end of the spliced RNA molecule, permitting ligation. This activity

was further shown to be enabled by ATP binding to DDX1. Depletion of DDX1, or mutagenesis

affecting ATP binding and hydrolysis, impacted the turnover of RTCB activity. Overall, the

activity of RTCB depends on Archease and DDX1, which facilitate its guanylation after a single

turnover, thus enabling another round of catalysis [198].

The tRNA-LC proteins have been further characterised in modulating RNA transport. The

tRNA-LC is located both in the nucleus and cytoplasm. tRNA-LC proteins have been observed

shuttling back and forth depending on transcriptional requirements in the nucleus [201]. RTCB,

DDX1 and CGI99 were characterised as essential components involved in RNA-transporting

granules in neurons [202]. These granules contribute to maintaining RNA stability, indicating

that the tRNA-LC proteins are essential for this function.

The tRNA ligase has been linked not only to tRNA processing but also to other cellular

functions, particularly its involvement in the unfolded protein response (UPR). Indeed, RTCB is

critical in the activation of X box-binding protein 1 (XBP1) mRNA, a key step in UPR [203,204].

During ER stress, the sensor protein IRE1α undergoes dimerisation and phosphorylation,

which activates its RNase function, enabling the removal of an intron from XBP1 mRNA. This

splicing event allows XBP1 to produce a functional transcription factor that upregulates genes

involved in protein folding, degradation, and ER quality control [205]. The splicing by IRE1α,

creates RNA termini identical to the ones observed during tRNA maturation. Studies show
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that depletion of RTCB or co-factor, Archease, leads to incomplete XBP1 mRNA splicing,

emphasising RTCB’s role in this essential cellular process [203]. Furthermore, DDX1 has

been associated with stress granule formation. It is recruited to stress granules when cells

are exposed to various environmental stressors such as oxidative stress [206]. Proteomic

analysis of SG components indicates that DDX1 is located in the SG core [207]. During stress

conditions, DDX1 binds to and protects specific target mRNAs in the cytoplasm. The amount

of target RNAs bound to DDX1 increases when cells are exposed to stress, and the overall

levels of these RNAs are increased during stress in a DDX1-dependent manner [206].

DDX1 has been shown to function as both a pro- and antiviral factor across various

viral infections, either facilitating viral replication and translation or inhibiting progression by

promoting innate immune responses. DDX1 and the tRNA-LC have an extremely versatile

role in cellular processes, which viruses could repurpose or alter to support infection. The

specific roles of DDX1 and the tRNA-LC in alphavirus infection remain unexplored. This thesis

will examine how these proteins may be diverted to influence infection dynamics in SINV,

expanding our understanding of DDX1 and tRNA-LC in viral contexts.
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1.5 Aims

The tRNA-LC proteins have been identified as dynamic RBPs in the SINV comparative RIC

experiment [113] and direct interactors of SINV vRNA [123]. Furthermore, individual proteins

of the complex, such as DDX1, have been highlighted as crucial players in aiding or inhibiting

a range of viruses. I hypothesise the tRNA-LC multi-faceted functions in cellular biology

are repurposed during SINV infection to restrict viral fitness. This thesis aims to extend our

understanding of the tRNA-LC’s behaviour under homeostatic conditions and determine how

and to what end this behaviour might be altered during SINV infection.

1. AIM 1: Understand the interwoven nature of the tRNA-LC in cellulo. Chapter 4 captures

the co-dependency of the tRNA-LC proteins in complex formation. It furthermore

expands on our understanding of the complex’s structure using experimental and

computational methods.

2. AIM 2: Explore the role of the tRNA-LC during SINV infection. Chapter 5 explores how

the knockdown of key tRNA-LC proteins affects viral fitness and whether the enzymatic

activity of the complex can elucidate a functional role in virus infection. Transcriptomic

changes that occur during viral infection in the absence of key tRNA-LC proteins are

further explored.

3. AIM 3: Capture the tRNA-LC interactome in the presence or absence of infection.

Chapter 6 investigates the wider protein and RNA interaction interface of the tRNA-LC.

This expanded dataset hints at the mechanism behind viral modulation. Furthermore,

viral replication and translation can be pried apart to elucidate which process the tRNA-

LC is involved in regulating.
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2 Materials

2.1 Reagents & Consumables

Reagent Supplier Identifier

10x Tris/Glycine/SDS Running buffer BioRad 1610732

2X Phusion HF PCR Master mix NEB M0531L

4–15% Mini-PROTEAN TGX Precast

Protein Gel

Bio-Rad 4561084

5’ Deadenylase NEB M0331S

96-well, Cell Culture-Treated, Black Flat-

Bottom Microplate

Greiner 10369081

Acetic acid glacial Fisher Chemical A/0360/PB17

AEBSF BioChemica A14210100

Ampure XP beads Beckman Coulter A63881

Ammonium persulfate Thermo Fisher 17874

BamHI NEB R3136

Benzonase Nuclease Millipore E1014

Colour prestained protein standard, broad

range

NEB P7719S

DH5α E. coli NEB C2987H

DMEM Thermo Fisher 11995065

DMEM (no phenol red) Thermo Fisher 21063029

DMSO Sigma-Aldrich D2260

DpnI NEB R0176S

DTT Sigma Aldrich D1532

DSS Thermo Fisher A39267

Dynabeads MyOne Silane Thermo Fisher 37002D

EDTA Millipore 324503

Ethanol absolute

ERCC spike-in Thermo 4456740

Table 2.1: Reagents & Consumables (Part 1)
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Reagent Supplier Identifier

EvaGreen Biotium 31000

FastAP alkaline phosphatase Thermo Fisher EF0654

FBS Sigma F9665-500ML

GFP-Trap agarose beads Chromotek gta-20

HiScribe T7 Arca NEB E2065

Hygromycin B Thermo Fisher J60681.MD

IGEPAL CA-630 Sigma-Aldrich I8896

Lipofectamine 3000 Invitrogen L3000008

Lipofectamine RNAiMax Invitrogen 13778075

Lipofectamine messenger Max Invitrogen LMRNA003

Luna Universal One-step RT-qPCR kit NEB E3005E

NuPage LDS Sample Buffer Invitrogen NP0007

NuPAGETM4-12% Bis-Tris 1mm gel Invitrogen NP0322BOX

NotI NEB R3189

Oligo(dT)25 beads NEB S1419S

Opti-MEM reduced serum Medium Gibco 31985062

PBS Life technology 10010056

Penicillin/streptomycin Sigma P4458-100ML

PFU Turbo DNA polymerase Agilent 600252

Phenol:Chloroform:Isoamyl Alcohol Sigma-Aldrich P3803

Pierce control agarose resin Thermo Fisher 26150

PNK New England Biolabs M0201L

Table 2.2: Reagents & Consumables (Part 2)
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Reagent Supplier Identifier

ProNex Promega NG2001

Protein Lobind tubes 1.5 ml Eppendorf 0030108116

Proteinase K Roche 3115828001

Qubit HS RNA Assay Kit Invitrogen Q32855

Qubit HS dsDNA Assay Kit Invitrogen Q33230

Qubit Protein Broad Range Assay Kit Invitrogen A50669

RecJf endonuclease New England Biolabs M0264S

RiboLock RNase Inhibitor Thermo Fisher EO0381

Ribonucleoside Vanadyl Complex NEB S1402S

RNase I Thermo Fisher AM2294

SilverQuest staining kit Invitrogen LC6070

Sodium Pyruvate Thermo Fisher 11360070

SpeedBeads Magnetic Carboxylate

Modified Particles

Sigma-Aldrich GE651521

05050250

SpeI NEB R3133

Superscript IV Thermo Fisher 18090010

T4 DNA ligase NEB M0202S

T4 RNA ligase Thermo Fisher EL0021

Triton X-100 Promega H5141

TruSeq Stranded mRNA Library Prep Illumina 20020594

Trypan Blue Stain (0.4%) Invitrogen T10282

TrypLE Express Enzyme Gibco 12604013

TurboDNase Thermo Fisher AM2238

Tween-20 Sigma Aldrich P1379

XhoI NEB R0146S

Table 2.3: Reagents & Consumables (Part 3)
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2.2 In-House Buffers

Buffer Composition

RIPA lysis buffer 10 mM Tris HCl pH 7.5, 150 mM NaCl, 0.5 mM EDTA, 0.1%

SDS, 1% Triton X-100, 1% sodium deoxycholate

IP lysis buffer (mild lysis) 10 mM Tris HCl pH 7.5, 150 mM NaCl, 0.5 mM EDTA, 0.5

% IGEPAL

IP wash buffer 10 mM Tris HCl pH 7.5, 150 mM NaCl, 0.05 % IGEPAL, 0.5

mM EDTA

iCLIP 5x PNK buffer 350 mM Tris HCl pH 6.5, 50 mM MgCl2, 25 mM DTT

iCLIP higher salt buffer 1M NaCl, 1 mM MgCl2, 50 mM Tris HCl pH 7.5, 0.05%

NP40, 0.2% SDS, 1 mM DTT, 1x AEBSF

iCLIP medium salt buffer 250 mM NaCl, 20 mM Tris HCl pH 7.5, 1 mM MgCl2, 0.05%

NP40, 1x AEBSF

iCLIP PK-SDS solution 10 mM Tris HCl pH 7.4, 100 mM NaCl, 1 mM EDTA, and

0.2% SDS

iCLIP PNK buffer 20 mM Tris HCl pH 7.5, 10 mM MgCl2. 0.2% Tween-20

Denaturing buffer 1 50mM Tris HCl pH 7.5, 2M NaCl, 1mM EDTA pH 8, 1%

NP40, 0.1% SDS, 0.5% sodium deoxycholate, 1x AEBSF

Denaturing buffer 2 50mM Tris HCl pH 7.5, 1M NaCl, 1mM EDTA pH 8, 1%

NP40, 0.2% SDS, 0.5% sodium deoxycholate, 1x AEBSF

Denaturing buffer 3 10mM Tris HCl pH 7.5, 150M NaCl, 0.5mM EDTA pH 8,

0.05% NP40, 4M Urea

Denaturing buffer 4 10mM Tris HCl pH 7.5, 150M NaCl, 0.5mM EDTA pH 8,

0.05% NP40, 10mM DTT

Table 2.4: In-House Buffers
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2.3 Antibodies & Dyes

Reagent Supplier Identifier

beta-actin primary antibody Sigma A1978

GFP primary antibody chromotek 3h9-100

RFP primary antibody chromotek 5F8-100

IRDye 680RD Donkey anti-Rabbit IgG LI-COR Biosciences 926-68073

IRDye 680RD Goat anti-Mouse IgG LI-COR Biosciences 926-68070

IRDye 800CW Donkey anti-Rabbit IgG LI-COR Biosciences 926-32213

IRDye 800CW Goat anti-Human IgG LI-COR Biosciences 926-32232

IRDye 800CW Goat anti-Rat IgG LI-COR Biosciences 926-32219

oligo(dT) stellaris probe Biosearch tech N/A

DDX1 primary antibody Atlas Antibody HPA008320

RTCB primary antibody CusAb CSB-

PA897546LA01

CGI99 primary antibody Abcam ab188326

FAM98A primary antibody Avivasbio ARP55265

EiF2-alpha phospho primary antibody Cell Signaling 9721S

SINV Capsid primary antibody Lab of L. Carrasco N/A

Table 2.5: Antibodies & Dyes
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2.4 Plasmids

Plasmid Backbone Source

pcDNA5-FRT-TO-DDX1-GFP pcDNA5-FRT-TO Castello Lab

pcDNA5-FRT-TO-RTCB-GFP pcDNA5-FRT-TO Castello Lab

pcDNA5-FRT-TO-CGI99-GFP pcDNA5-FRT-TO Made in this project

pcDNA5-FRT-TO-FAM98A-GFP pcDNA5-FRT-TO Castello Lab

pcDNA5-FRT-TO-FAM98B-GFP pcDNA5-FRT-TO Biobasic

pcDNA5-FRT-TO-ASW-GFP pcDNA5-FRT-TO Biobasic

pcDNA5-FRT-TO-ANGEL2-GFP pcDNA5-FRT-TO Made in this project

pOG44 Flp-recombinase expr vector pOG44 Thermo Fisher

pT7-SVmCherry pTE3’2J1 Castello lab

pT7-SVnsP3Scarlet pTE3’2J1 Castello lab

pT7-SVwt pTE3’2J1 Lab of L. Carrasco

SINV-reporter-luc pMC-GTU Lab of A. Merits

SINV-p1234-luc pUC57 Lab of A. Merits

pT7-SINV-nsp3TAA-luc pTE3’2J1 Made in this project

pT7-SINV-nsp3-luc pTE3’2J1 Made in this project

pLKO-tet-on-shDDX1 pLKO-tet-on Castello lab

pLKO-tet-on-shCGI99 pLKO-tet-on Made in this project

pLKO-tet-on-shFAM98A pLKO-tet-on Castello Lab

pLKO-tet-on-shRTCB pLKO-tet-on Made in this project

pLKO-tet-on-shFAM98B pLKO-tet-on Made in this project

VSVG pLP Castello Lab

PAX2 Castello Lab

Table 2.6: Plasmids
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2.5 Oligonucleotides

Oligonucleotide Sequence

L01clip2.0 NNNNATCACGNNNNNAGATCGGAAGAGCGTCGTG

L02clip2.0 NNNNCGATGTNNNNNAGATCGGAAGAGCGTCGTG

L03clip2.0 NNNNTTAGGCNNNNNAGATCGGAAGAGCGTCGTG

L04clip2.0 NNNNTGACCANNNNNAGATCGGAAGAGCGTCGTG

L05clip2.0 NNNNACAGTGNNNNNAGATCGGAAGAGCGTCGTG

L06clip2.0 NNNNGCCAATNNNNNAGATCGGAAGAGCGTCGTG

L07clip2.0 NNNNCAGATCNNNNNAGATCGGAAGAGCGTCGTG

L08clip2.0 NNNNACTTGANNNNNAGATCGGAAGAGCGTCGTG

L09clip2.0 NNNNGATCAGNNNNNAGATCGGAAGAGCGTCGTG

L10clip2.0 NNNNTAGCTTNNNNNAGATCGGAAGAGCGTCGTG

L11clip2.0 NNNNATGAGCNNNNNAGATCGGAAGAGCGTCGTG

L12clip2.0 NNNNCTTGTANNNNNAGATCGGAAGAGCGTCGTG

L13clip2.0 NNNNAGTCAANNNNNAGATCGGAAGAGCGTCGTG

L14clip2.0 NNNNAGTTCCNNNNNAGATCGGAAGAGCGTCGTG

L15clip2.0 NNNNATGTCANNNNNAGATCGGAAGAGCGTCGTG

L16clip2.0 NNNNCCGTCCNNNNNAGATCGGAAGAGCGTCGTG

L17clip2.0 NNNNCAACTANNNNNAGATCGGAAGAGCGTCGTG

L18clip2.0 NNNNGTCCGCNNNNNAGATCGGAAGAGCGTCGTG

L19clip2.0 NNNNGTGAAANNNNNAGATCGGAAGAGCGTCGTG

L20clip2.0 NNNNCACCGGNNNNNAGATCGGAAGAGCGTCGTG

Table 2.7: iClip barcodes
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Oligonucleotide Sequence

L3-App AGATCGGAAGAGCGGTTCAG

P3Solexa-FWD CAAGCAGAAGACGGCATACGAGATCGGTCTCGGCATTC

CTGCTGAACCGCTCTTCCGATCT

P3Solexa_s - FWD CTGAACCGCTCTTCCGATCT

P5Solexa-REV AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTA

CACGACGCTCTTCCGATCT

P5Solexa_s -FWD ACACGACGCTCTTCCGATCT

RToligo - REV GGATCCTGAACCGCT

ddx1-FWD GAACCTTCCCGGGAGTTAGC

ddx1-REV AGTCTTCCCGGAGTACCTACA

cgi99-FWD GACCATGTTCCGACGCAAGT

cgi99-REV CAAAGAACTTGGGCCAGTCG

archease-FWD-1 ATCAAGGCCAAGTATCCGCC

archease-REV-1 TCTCCCCATGCGTGTAACTG

archease-FWD-2 CAGAAGGCGATCAAGGCCA

archease-REV-2 CAGAGTATCTCCCCATGCGT

SINV-nsp2-FWD GGAGGGGCTCCAGGCGGACATCG

SINV-nsp2-REV GCTCCTCTTCTGTATTCTTGGCG

SINV-capsid-FWD GAACGAGGACGGAGATGTCATCG

SINV-capsid-REV CAGCGCCACCGAGGACTATCGC

beta-actin-FWD CGCGAGAAGATGACCCAGAT

beta-actin-REV TCACCGGAGTCCATCACGAT

gapdh-FWD ATGGGGAAGGTGAAGGTCG

gapdh-REV GGGGTCATTGATGGCAACAATA

Table 2.8: Oligonucleotides
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2.6 Silencing targets

Target Sequence

shDDX1 GAUGUGGUCUGAAGCUAUUAA

siDDX1-PF GAUGUGGUCUGAAGCUAUUAA

siDDX1-2 GAGCCACAUUAGAACUGAU

siDDX1-3 GGAGUUAGCUGAACAAACU

siCTRL TTCTCCGAACGTGTCACGT

siCTRL (pool) Dhermacon [D-001810-10-05]

siDDX1 (pool) Dhermacon [L-011993-01-0005]

siCGI99 (pool) Dhermacon [L-020723-01-0005]

siRTCB (pool) Dhermacon [L-017647-00-0005]

siArchease (pool) Dhermacon [L-017915-01-0005]

Table 2.9: Silencing targets
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2.7 Cell lines

Cell line Source Modified?

HEK293 ECACC #85120602 Parental

HEK293T Castello lab Parental

HEK293 Flp/In T-Rex (FITR) Thermo Fisher #R78007 Parental

VeroE6 Castello lab Parental

BHK Castello lab Parental

BSR-T7 Lab of R. Elliot Modified

HEK293 FITR DDX1-GFP Castello lab Modified

HEK293 FITR DDX1-K52A-GFP Castello lab Modified

HEK293 FITR RTCB-GFP Castello Lab Modified

HEK293 FITR RTCB-C122A-GFP Castello Lab Modified

HEK293 FITR CGI99-GFP Made in this project Modified

HEK293 FITR FAM98A-GFP Made in this project Modified

HEK293 FITR FAM98B-GFP Made in this project Modified

HEK293 FITR ASW-GFP Made in this project Modified

HEK293 FITR shDDX1 Made in this project Modified

HEK293 FITR shCGI99 Made in this project Modified

HEK293 FITR shFAM98A Castello Lab Modified

Table 2.10: Cell Lines
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2.8 Instruments & Equipment

Instrument Supplier

Clariostar platereader BMG LABTECH

Countess II FL Automated Cell Counter Thermo Fisher

EVOS M5000 Thermo Fisher

GelDoc Imaging System BioRad

NanoDrop Microvolume Spectrophotometer Thermo Fisher

Odyssey CLx Imaging System LiCor

NextSeq500 Illumina

TapeStation 4000 Agilent

PCR machine ABI

PowerPac Basic Power Supply BioRad

QuantStudio real-time PCR system Applied Biosystems

Qubit Fluorometer Thermo Fisher

Transblot Turbo Transfer System BioRad

254nm UV Crosslinker Roth Selection

GloMax Promega

NextSeq 550 Illumina

Table 2.11: Instruments & Equipment
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3 Methods

3.1 Cell Biology

3.1.1 Maintenance of Cells

All cells were kept at 37◦C with 5% CO2. Cells were maintained in Dulbecco’s modified eagle

medium (DMEM) with 10% fetal bovine serum (FBS) and 1x penicillin-streptomycin. In addition

to standard culture conditions, HEK293 Flp/In T-REx stable cell lines were kept in 150 µg mL−1

hygromycin B and 5 µg mL−1 blasticidin and HEK293/HeLa shRNA stable cell lines were kept

in 1 µg mL−1 puromycin. Cells were passaged regularly to maintain a confluency of <90%. To

split cells, media was removed and cells were washed once with 1x PBS. 1x TrypLE Express

enzyme was then added and cells were incubated for 2 min at 37◦C with 5% CO2. Cells were

resuspended in 10% FBS DMEM and seeded at the desired density. When required, cells

were counted using Trypan Blue Stain (0.4%) and the Countess II FL automated cell counter.

3.1.2 Stable Transfection of HEK293 Flip/In T-REx

2×106 HEK293 Flip/In T-REx parental cells were seeded in a T25 flask in DMEM (10% FBS, 1x

P/S). 24 hours after seeding and 1 hour before transfection, tissue culture media was changed

to fresh DMEM (10% FBS, 1x P/S). Transfection was performed using a Lipofectamine 3000 kit

following manufacturer guidelines. Two tubes of reaction mix were prepared as below, mixed,

and incubated at RT for 10-15 minutes. The DNA-lipid complex was then pipetted directly onto

cells.

Component Amount

Opti-MEM Medium 750 µL

Lipofectamine 3000 Reagent 45 µL DNA

Table 3.1: Lipofectamine 3000 transfection Tube 1
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Component Amount

Opti-MEM Medium 750 µL

pOG44 Flp-recombinase expression vector 5.33 µg

pcDNA5-FRT-RBP plasmid 0.67 µg

P3000 Reagent 2 µL µg−1 DNA

Table 3.2: Lipofectamine 3000 transfection Tube 2 - FITR

After 24 hours, the media was changed to fresh DMEM (10% FBS, 1x P/S). After a further

24 hours, cells were split into a T75 flask, and 150 µg mL−1 hygromycin B was added to cell

culture media for cell selection.

3.1.3 siRNA Knockdowns

7.5×104 HEK293 Flip/In T-REx parental cells per well were seeded in a 24 well plate

in 1ml DMEM (10% FBS, 1x P/S). 24 hours after seeding, 500 µL media was removed

from each well and replaced with 500 µL serum-free DMEM. Transfections were performed

using Lipofectamine RNAiMAX transfection reagent following the manufacturer’s guidelines

(Thermo). First, 3 µL RNAiMax reagent was combined with 50 µL OptiMEM. In a separate tube

1 µL 25 µM siRNA was combined with 50 µL OptiMEM. The two mixtures were then combined

and incubated for 5min at RT before being pipetted drop-wise onto cells. Cells were incubated

for 48 hours before being infected with SINV at an MOI of 0.1. For infection, 500 µL media was

removed from each well and 500 µL of serum-free media (with virus) was added. Cells were

incubated for 18 hours. To harvest, cells were washed in 1x PBS and lysed in RIPA buffer

before being processed for western blot. Protein concentrations were measured using Qubit

Protein BR assay, and loading volumes were normalised to the lowest protein concentration.

3.1.4 Generation of viruses

SINV was either generated directly from the plasmid or through the expansion of a pre-existing

virus stock. For production from plasmid, the plasmid was first linearised by restriction digest

with XhoI.

70



Component Amount

DNA 1 µg

10X rCutSmart Buffer 5 µL (1X)

XhoI 1 µL

Nuclease Free Water Up to 50 µL

Table 3.3: Linearisation reaction mix

Plasmid was incubated in the above mix for 15 minutes at 37◦C, then at 65◦C for 20 minutes.

mRNA was then synthesised by incubating linearised plasmid at 37◦C for 30 minutes with T7

RNA polymerase mix.

Component Amount

DNA 1 µg

2X ARCA/NTP Mix 10 µL

T7 RNA Polymerase Mix 2 µL

Nuclease Free Water Up to 20 µL

Table 3.4: T7 RNA polymerase mix

DNase I was then added and the mixture was incubated for 15 minutes at 37◦C. RNA was

purified using RNeasy Mini Kit and quantified using nanodrop. 2.5 µg mRNA was transfected

into BHK21 cells at 70-90% confluency in a 10cm dish. Lipofectamine 3000 reagents were

mixed as above with the adjustment of Tube 2 as below:

Component Amount

Opti-MEM Medium 750 µL

RNA 2.5 µg

P3000 Reagent 2 µL µg−1 DNA

Table 3.5: Lipofectamine 3000 transfection Tube 2 - Virus RNA

Cells were incubated for 24-48h (37◦C, 5% CO2). Cells were monitored regularly and pH

was buffered with HEPES if media became too acidic. The supernatant was harvested when

nearly all cells were showing cytopathic effects. To harvest, supernatant was transferred to

a centrifuge tube and HEPES solution was added to a final concentration of 500 mM. The

supernatant was centrifuged at 1000rpm for 5 minutes to remove cell debris and was then
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passed through a 0.45 µm filter. Single-use aliquots were stored at -80◦C. For expansion

stocks, a T175 flask of BHK21 cells were infected with virus at an MOI of 0.1 in 15ml DMEM.

Cells were incubated for 48 hours (37◦C, 5% CO2) and harvested as described above. No

more than one round of expansion was performed for tagged virus stocks.

3.1.5 Titration of viruses

SINV was titrated by plaque assay. 1×105 Vero cells per well were seeded in a 24-well plate

in DMEM (2% FBS, 1x P/S) and incubated overnight. Serial dilution of virus stock or viral

supernatant was prepared in DMEM (2% FBS, 1x P/S). Media was carefully removed from 24-

well plate and 100 µL of virus stock serial dilution was added to each well. Cells were incubated

for 1 hour at 37◦C, before 0.5 µL of prepared 0.6% Avicell overlay was added. Cells were gently

shaken to distribute the overlay evenly. After 3 days of incubation (37◦C, 5% CO2), Avicell was

removed and 500 µL 10% Formaldehyde was added to each well. Plates were incubated in the

fume hood for 1 hour, then rinsed twice with PBS. Coomassie blue stain was added and plates

were incubated for 1 hour, before plates were washed in water and plaques were counted.

Titer was calculated as follows:

PFU/ml = Average number of plaques
Dilution of stock×Volume of inoculum

3.1.6 Platereader assay

4×104 HEK293 cells or 2×104 HeLa cells per well were seeded on a black, clear-bottomed

96 well plate in 100 µL colourless DMEM (5% FBS, 1x P/S). When using an inducible cell line,

media for the ‘induced’ condition was supplemented with 1 µg mL−1 doxycycline. 24 hours after

seeding, 100 µL colourless DMEM (0% FBS, 1x P/S) containing virus at the desired MOI was

added. Cells were then incubated at 37◦C with 5% CO2 in a CLARIOstar fluorescence plate

reader. mCherry/ mScarlet signal was measured every 15 min over a 24-hour period to give a

read-out of virus replication.

3.2 Biochemical and molecular biology techniques

3.2.1 Western blotting

Samples were prepared by mixing with NuPAGE 4x LDS sample buffer (Invitrogen) and heated

to 95◦C for 5 minutes. Proteins were then loaded into 1.5mm SDS- polyacrylamide gels (10%),
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prepared using the TGX FastCast acrylamide kit (Bio-Rad). Proteins were separated by SDS-

PAGE for 55 minutes at 180V and transferred to nitrocellulose membranes using the Trans-Blot

Turbo Transfer System (Bio-Rad). Membranes were blocked for 1 hour at RT or overnight at

4◦C. 5% skim milk prepared in 0.1% PBS-T was used for blocking and for preparing antibody

dilutions. Membranes were incubated with primary antibody either for 1 hour at RT or overnight

at 4◦C. After three washes in 0.1% PBS-T, membranes were incubated with the relevant

secondary antibodies for 1 hour at RT. Membranes were then washed three more times in

0.1% PBS-T before imaging. Imaging was performed on the LI-COR Odyssey Fc or LI-COR

Odyssey CLx.

3.2.2 Silver staining

Samples were prepared by mixing with NuPAGE 4x LDS sample buffer (Invitrogen) and heated

to 95◦C for 5 minutes. Proteins were then loaded into 1.5mm SDS-polyacrylamide gels (10%)

and prepared using the TGX FastCast acrylamide kit (Bio-Rad). Proteins were separated by

SDS-PAGE for 55 minutes at 180V and then washed briefly in ultrapure water. Staining was

performed using the SilverQuest silver staining kit, according to their basic staining protocol.

3.2.3 Quantitative reverse transcription polymerase chain reaction (qRT-PCR)

Samples were extracted using the QIAGEN Rneasy kit. RNA was quantified using Nanodrop.

100ng of RNA was added to selected primers and LunaScript One-Step RT-PCR Kit. Following

the manufacturer’s guidelines, PCR cycling was set up as follows:

Step Number of Cycles Temperature (°C) Time

Reverse Transcription 1 55 10 min

RT inactivation / Initial Denaturation 1 98 1min

Denaturing 35 98 10 s

Annealing 62 30 s

Extension 72 30s

Final extemsion 1 72 5min

Table 3.6: PCR mutagenesis thermocycling conditions
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3.2.4 Cloning

DNA sequence for Renilla luciferase was amplified from a pRL-null vector (Promega) using

Renilla FWD and Renilla REV or Renilla-TAA REV primers in PCR. The PCR product was

separated on a 0.8% agarose gel, and the Renilla band was cut out and purified using a

Qiagen QIAquick gel extraction kit. The purified Renilla fragment and pt7-SINV-WT vector

were digested using SpeI restriction enzyme as per manufacturer instructions. The digested

products were separated on a 0.8% agarose gel and then purified using the QIAquick gel

extraction kit. The purified vector was then dephosphorylated using antarctic phosphatase

and 20 ng of Renilla fragment was ligated into 50 ng vector backbone using T4 DNA ligase

as per manufacturer instructions. The assembled plasmid was transformed into DH5α E. coli

and resulting colonies were screened for successful transformation via PCR. After confirmation

with sequencing, the pT7-SINV-nsp3TAA-luc plasmid was prepared using the Qiagen Plasmid

Maxiprep kit.

3.2.5 Dual luciferase assay - replicase

7.5×103 HEK293 cells were seeded were seeded in a 24-well plate in DMEM (10% FBS,

1x P/S) and incubated overnight. 24 hours after seeding, half the media was removed from

each well and replaced with serum-free DMEM. Transfections of siRNAs were performed using

Lipofectamine RNAiMAX. After 48h of incubation, half the media was removed from each well

and replaced with serum-free DMEM. Transfection of replicase replicons were prepared using

Lipofectamine 3000. Lipofectamine 3000 reagents were mixed as above with the adjustment

of the volume so the total volume of tube 1 transfectant was 100 µL and Tube 2 consisted of:

Component Amount

Opti-MEM Medium 50 µL

DNA replicase - SINV-P1234 / or SINV-P1234-GAA 0.125 µg

DNA reporter - SINV Fluc-Gluc 0.25 µg

P3000 Reagent 2 µL µg−1 DNA

Table 3.7: Lipofectamine 3000 transfection Tube 2 - Translation replicon

Cells were incubated for 18h (37◦C, 5% CO2). Supernatant was removed and 100 µL of

prepared Promega dual fluorescence assay 1x Passive lysis buffer was pipetted on cells. Plate
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was placed on rocker at RT for 15min. 20 µL of lysed cells were pipetted into a clear bottomed

black 96 well plate, along with 100 µL of prepared Luciferase Assay Buffer II. Plate well was

measured using a Promega Glo-Max for Firefly luciferase luminescence. After the first reading,

100 µL of prepared Stop & Glo reagent was added to wells and a second reading was taken to

measure Renilla luciferase.

3.2.6 Dual luciferase assay - translation

In vitro transcription pT7-SINV-nsp3TAA-luc and pT7-SINV-nsp3-luc were linearised using

XhoI as previously outlined. In vitro transcription was performed using the HiScribe T7 Arca

kit, followed by DNase treatment. RNA was purified using QIAGEN RNeasy kit and quantified

by Nanodrop.

Transfection 1.5×104 HEK293 cells were seeded were seeded in a 12-well plate in DMEM

(10% FBS, 1x P/S) and incubated overnight. 24 hours after seeding, half the media was

removed from each well and replaced with serum-free DMEM. Transfections of siRNAs were

performed using Lipofectamine RNAiMAX. After a further 48h of incubation, half the media

was removed from each well and replaced with serum-free DMEM. Transfection of translation

replicons was prepared using Lipofectamine messengerMax following the manufacturer’s

guidelines. First, 6 µL messengerMax reagent was combined with 100 µL OptiMEM. In a

separate tube 1 µg of in vitro transcribed RNA was combined with 100 µL OptiMEM. The two

mixtures were then combined and incubated for 5min at RT before being pipetted drop-wise

onto cells. Cells were incubated for 4 hours.

Dual fluorescence harvest Supernatant was removed and 200 µL of prepared Promega

dual fluorescence assay 1x Passive lysis buffer was pipetted on cells. The plate was placed

on a rocker at RT for 15min. 20 µL of lysed cells were pipetted into a clear-bottomed black

96 well plate, along with 100 µL of prepared Luciferase Assay Buffer II. followed by 100 µL of

prepared Stop & Glo reagent. Plate wells were measured using a Promega Glo-Max for Renilla

luciferase luminescence.
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3.3 DSS crosslinking protein-protein

Sample harvesting 8×106 HEK293 Flp-In T-REx DDX1-eGFP and HEK293 Flp-In T-REx

parental cells were seeded per condition in a 10cm dish in DMEM (10% FBS, 1x P/S). Cells

were further induced with 1 µg/ml of doxycycline overnight. After 24h incubation, cells were

washed in 5ml PBS, followed by a 10min incubation at RT with 2ml diluted dissolved DSS

crosslinker (4mM DSS dissolved in PBS). Crosslinker activity was subsequently quenched with

100 µL 1M Tris pH 7.4 (final concentration 50mM Tris to 4mM DSS) and was further incubated

at RT for 5min. Cells were harvested using a cell scraper and transferred into a centrifugation

tube. Samples were centrifuged for 5 min (1000rpm, 4◦C) to sediment cells. Sedimented cells

were resuspended in RIPA lysis buffer and incubated for 15min at 4◦C. Lysates were spun for

15 minutes (max speed, 4◦C). The supernatant was transferred to another fresh tube, snap

frozen on dry ice and stored at -80◦C.

Immunoprecipitation Thawed samples were immunoprecipitated using GFP-trap agarose

beads followed by five RIPA washes. To elute, beads were resuspended in 50 µL 1% SDS and

incubated for 5 minutes at 55◦C with rotation (1100rpm). Samples were then spun down for

2 minutes (RT, 2500xg) and the eluate was transferred to a fresh tube. Elution was repeated

once more, and eluates were combined.

Mass Spectrometry Eluates were transferred to the Rosalind Franklin Centre for mass

spectrometry. Analysis of peptides was carried out using an Ultimate 3000 nano-LC 1000

system coupled to an Orbitrap Fusion Ascend Tribrid Mass Spectrometer (Thermo Fisher

Scientific).

3.4 RNA sequencing

Sample harvesting 1.5×104 HEK293 cells were seeded were seeded in a 12-well plate in

DMEM (10% FBS, 1x P/S) and incubated overnight. 24 hours after seeding, half the media was

removed from each well and replaced with serum-free DMEM. Transfections of siRNAs were

performed using Lipofectamine RNAiMAX. Cells were incubated for 48 hours before being

infected with SINV at an MOI of 0.1. For infection, 500 µL media was removed from each well

and 500 µL of serum-free media (with virus) was added. Cells were incubated for 18 hours.

To harvest the cells, wells were washed in PBS and resuspended in RLT buffer. RNA was
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extracted from the lysed cells using the Qiagen RNeasy extraction kit.

Library preparation and sequencing RNA was quantified by Qubit Fluorometer 4 (Life

Technology) using the HS RNA assay kit and dsDNA HS assay kit. RNA quality was verified

via Tapestation 4200 (Agilent) using HS RNA Screen Tape assay. Mild DNAse treatment

was performed to obtain ≤ 5% DNA contamination in the examples. Total RNA (500 ng)

was mixed with the ERCC spike-in control according to the manufacturer’s guidelines (1:100

dilution). The obtained mix was used to prepare libraries for sequencing using the the Illumina

TruSeq Stranded mRNA Library Prep kit and SuperScript II Reverse Transcriptase according

to the manufacturer’s instructions. The PCR amplified dual indexed libraries were cleaned

up with Agencourt AMPure XP magnetic beads, quantified using Qubit Fluorometer 4 and

Qubit dsDNA HS Assay Kit. Their size distribution was assessed using a 4200 TapeStation

System with a High Sensitivity D1000 Screen Tape assay. Libraries were pooled in equimolar

concentrations and sequenced using a 75bp single read high-output cartridges on an Illumina

NextSeq 550 sequencer. A Q score of ≥30 was presented in at least 94% of the sequencing

reads generated.

3.5 Protein-protein interaction analysis

Sample harvesting 8×106 HEK293 Flp-In T-REx DDX1-eGFP and HEK293 Flp-In T-REx

parental cells were seeded per condition in a 10cm dish in DMEM (10% FBS, 1x P/S). Cells

were further induced with 1 µg/ml of doxycycline overnight. For the infected condition, cells

were infected with a MOI of 3 for 8h or 18h. When harvesting, cells were washed in 5ml

PBS, then resuspended in 1ml PBS and transferred to a 1.5ml Eppendorf. Samples were

spun down for 5 minutes (1500rpm, 4◦C) and PBS was removed. 1000 µL IP lysis buffer was

added, and samples were incubated on ice for 30 minutes. Samples were centrifuged for 3

minutes (2000rpm, 4◦C) to seperate the nuclei. The cytosol fraction in the supernatant was

transferred to a fresh tubes and was spun for 15 minutes (max speed, 4◦C). The supernatant

was transferred to another fresh tube, snap frozen on dry ice and stored at -80◦C.

co-IP Samples were first incubated 25 µL with agarose control beads for 30 minutes with

rotation at 4◦C to pre-clear them. They were then incubated with 30 µL GFP-Trap beads

for 2 hours. Samples were spun down (2500xg, 4◦C, 5 minutes) and the supernatant was
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removed. Beads were resuspended in 1ml IP Wash Buffer and divided between two tubes,

one for Benzonase treatment and one to be left untreated. Tubes were then spun down again,

as above, and beads were resuspended in either 500 µL IP Wash Buffer supplemented with

1 µL mL−1 Benzonase or in wash buffer without Benzonase. Benzonase-treated samples were

incubated for 15 minutes at 37◦C and untreated samples were stored on ice. All samples were

then washed five more times in 500 µL IP Wash Buffer. To elute, beads were resuspended in

50 µL 1% SDS and incubated for 5 minutes at 55◦C with rotation (1100rpm). Samples were

then spun down for 2 minutes (RT, 2500xg) and the eluate was transferred to a fresh tube.

Elution was repeated once more, and eluates were combined.

Mass Spectrometry Eluates were transferred to the Rosalind Franklin Centre for mass

spectrometry. Analysis of peptides was carried out using an Ultimate 3000 nano-LC 1000

system coupled to an Orbitrap Fusion Ascend Tribrid Mass Spectrometer (Thermo Fisher

Scientific).

3.6 iCLIP2

Sample harvesting For IP samples, 5×106 HEK293 Flp-In T-REx RBP-eGFP cells were

seeded per condition in a 10cm dish in DMEM supplemented with 2% FBS. Cells were induced

with 1 µg/ml of doxycycline overnight. For the infected condition, cells were infected with 3 MOI

of SINV 9 hours before harvesting. For the IFN-treated condition, cells 500U/ml IFNA2 was

added to media 20 hours before harvesting. For Size Matched Input (SMI) samples, parental

HEK293 Flp-In T-REx cells were seeded and treated in the same way. Next, cells were washed

twice in 1X PBS and crosslinked at 0.3 J/cm2 UV light irradiation at 254 nm. Cells were then

lysed in 1 ml RIPA buffer (50 mM Tris pH 7.5, 150 mM NaCl, 1% Triton X-100, 0.1% SDS,

0.5% wt/vol Na deoxycholate and 0.2 mM AEBSF). Lysates were incubated for 30 min on ice,

then homogenized by passing through a 27G needle five times. Finally, lysates were cleared

by centrifugation (18000xg for 10 min at 4°C), snap-frozen in dry ice, and stored at -80°C until

use.

iCLIP2 4 U TurboDNase and 5 U RNase I were added to lysates. These were mixed by

vortexing and incubated for 3 min at 37°C (1100 rpm). 200 U RiboLock RNase Inhibitor was

then added, and lysates were incubated for a further 3 min on ice. Lysates were pre-cleared
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with 25 µL of pre-equilibrated control agarose beads for 30 min at 4°C with gentle rotation

followed by centrifugation at 2500xg for 2 min. Lysates were transferred to fresh tubes and

incubated with 25 µL of pre-equilibrated GFP_Trap agarose bead slurry for 2 h at 4°C with

gentle rotation. Beads were washed twice with 900 µL of cold high-salt wash buffer, twice with

900 µL of cold medium-salt wash buffer, and twice with 900 µL of cold PNK wash buffer. RNA

3’-end dephosphorylation was performed at 37°C for 40 min (1100 rpm) in 5x PNK buffer with

5 U PNK, 0.25 U FastAP alkaline phosphatase, 0.5 U TurboDNase and 20 U RNasin. Beads

were washed once with 500 µL cold PNK wash buffer, twice with 900 µL of cold high-salt wash

buffer, and twice with 900 µL cold PNK wash buffer. L3-IR-App adapter [208] ligation was

performed overnight in the dark (16°C, 1100 rpm) in a mixture composed as outlined in Table

3.8. Beads were then washed once with 500 µL PNK wash buffer, twice with 900 µL of high-salt

wash buffer, and twice with 900 µL PNK wash buffer.

Component Concentration/Amount

L3-IR-App adapter 125 nM

T4 RNA ligase 30 U

Ribolock RNasin 20 U

T4 PNK 4 U

PEG8000 22.5%

DMSO 5%

10x Ligation buffer 1x

Table 3.8: L3-IR-App adapter ligation mix

IP and SMI samples were denatured in 1X NuPage LDS Sample Buffer with 100 mM DTT

for 5 min at 70°C. IP samples were spun down for 2 min at 2500xg and eluate was transferred

to a fresh tube. Elution was repeated once more and eluates were combined. Samples were

separated on a 4–15% Mini-PROTEAN TGX Precast Protein Gel for 65 min at 180 V. Protein-

RNA complexes were transferred onto an iBLOT2 nitrocellulose membrane using the Bio-Rad

Trans-blot Turbo (1.5mm gel setting) and visualized on a LI-COR Odyssey Fc imaging system.

The region corresponding to the RBP-eGFP band and above was cut (for both IP and SMI

samples) and digested using 350 µg Proteinase K in 180 µL PK-SDS solution for 60 min at 50°C

(1100 rpm). RNA was purified by adding 1X volume of Phenol:Chloroform:Isoamyl Alcohol pH

6.6-6.9, incubating for 10 min at 37°C (1100 rpm) and centrifugation at 16000xg for 5 min in
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MaxTract tubes. RNA was cleaned using Zymo RNA Clean & Concentrator-5.

For SMI library preparation, SMI control samples were then treated with 5 U PNK, 0.5 U

FastAP, and 20 U RNAsin in PNK buffer pH 6.5 for 40 min at 37°C (1100 rpm). RNA was

cleaned up with Dynabeads MyOne Silane. L3-IR-App adapter ligation was performed with 45

U T4 RNA ligase in 1X T4 RNA Ligase Reaction Buffer with 2% DMSO, 27% PEG8000, and

133 nM L3-IR-adapter for 75 min at room temperature, followed by MyOne bead purification.

SMI samples were then treated with 25 U 5’ Deadenylase and 15 U RecJf endonuclease in 1X

New England Biolabs buffer 2 with 20 U RNAsin and 20% PEG8000 for 1 h at 30°C and then

30 min at 37°C (1100 rpm), followed by a MyONE clean-up. RNA from IP and SMI samples

were reverse transcribed using Superscript IV reverse transcriptase and hydrolyzed by adding

1.25 µL of 1 M NaOH for 15 min at 85°C, before neutralization with 1.25 µL of 1 M HCl.

cDNA was purified using MyOne silane beads. L#clip2.0 adapters with barcodes for

multiplexing [209] were ligated to cDNA by mixing 2 µL of 10 µM adapter with 5 µL of cDNA,

adding 1 µL of DMSO, and incubating at 75°C for 2 min before placing on ice. Then, ligation

mix (45 U T4 RNA ligase in 1X RNA ligase buffer with 22.5% PEG8000) was added to the

cDNA-bead solution and incubated overnight at 20°C (1100 rpm). cDNA was cleaned up with

MyONE beads before PCR amplification.

Pre-amplification was performed using 2X Phusion HF PCR Master mix with P5Solexa_s

and P3Solexa_s primers for six cycles, followed by ProNex size-selective purification. Optimal

qPCR cycles were determined by Real-Time qPCR, using EvaGreen, 2X Phusion HF PCR

Master mix, and P5/P3 Solexa primers. Final PCR products were purified using two

consecutive rounds of ProNex Size selection.

Sequencing Samples were quantified using Qubit DNA HS and library size was measured

using High Sensitivity D1000 TapeStation. Each group of samples was pooled equimolarly and

then mixed at the following proportions: 60% IP library pool, 40% SMI library pool. Sequencing

was performed on a NextSeq 550 sequencer with a 75 cycle High-output kit v2.5.

3.7 Data analysis

General GO enrichment analyses were performed using clusterProfiler in R [210]. A p-value

cut-off of 0.01 and a q-value cut-off of 0.05 were used and the Benjamini-Hochberg method was

used to correct for multiple testing. Non-unique GO terms were collapsed using clusterProfiler’s
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simplify function.

Principal component analyses were performed using the base R package on log2

transformed values. Data was filtered to exclude NAs and normalised and batch corrected

to match limma analysis processing where appropriate.

XL-MS analysis Protein identification and quantification were performed using Andromeda

search engine implemented in MaxQuant [211]. Peptides were searched using the Human

Uniprot database. False discovery rate (FDR) was set at 1% for both peptide and protein

identification and ‘match between runs’ was turned on. Otherwise, default parameters were

used. Filtered proteins found in the peptide list were further analysed using the software pLink

2.0 (v2.3.4) [212] to identify the cross-links with an integrated false discovery rate (FDR) of 5%

at the spectrum level.

RNA sequencing The RNA-Seq reads were aligned to the Homo sapiens genome

(GRCh38.110) downloaded via Ensembl using Hisat2 [213]. After the alignment, FeatureCount

[214] was used to count reads that mapped to gene annotation files. Differential expression

analysis was performed on sample groups using the R package DESeq2 [215]. DESeq2

estimates variance-mean dependence in data counts from high-throughput sequencing data

and tests for differential expression based on a model using the negative binomial distribution.

The External RNA Controls Consortium (ERCC) spike-ins were added to the sample before

library preparation. The ERCC spike-in sets were used for the normalisation of gene

expression value.

Protein-protein interaction Protein identification and quantification were performed using

Andromeda search engine implemented in MaxQuant [211]. Peptides were searched using

the Human Uniprot database with viral proteins added. False discovery rate (FDR) was set

at 1% for both peptide and protein identification and ‘match between runs’ was turned on.

Otherwise, default parameters were used.

Data analysis of ProteinGroups file from MaxQuant was performed in R. For DDX1-GFP

/ parental comparison and benzonase / no-benzonase, no normalisation was performed. For

mock / SINV comparison, data was normalised using the ‘vsn’ package. For benzonase /

no-benzonase and mock / SINV comparisons, data was filtered to include only proteins that

reached the 0.01% FDR threshold in at least one DDX1-GFP v parental comparison. Rows
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were filtered to remove any with >2 NA values in each condition under study. Minimum value

imputation was performed for on/off changes (all NA values in one condition and <2 NA values

in the other). Only values for replicates corresponding to non-NA values in the other condition

were imputed. Fold-changes and p values were calculated using the limma package [216] and

FDR was calculated from p values using the fdrtool package.

To generate interaction networks, protein IDs were imported into string-db [217] and

interactions were filtered to include only those with a confidence score >0.4. Networks were

plotted using Cytoscape.

iCLIP Raw FASTQ files were demultiplexed using the Je Suite [218] and adapters were

trimmed using Cutadapt [219]. STAR was used to align reads to a concatenated human

(GRCh38, ENSEMBL Release 106) and SINV (pT7-SVwt) genome in end-to-end alignment

mode [220]. Only uniquely aligned reads were retained for downstream analysis. PCR

duplicates were collapsed using unique molecular identifiers (UMIs) with the Je Suite. The

crosslink truncation site for each read (-1 from the 5’ start site of the read) was extracted using

BEDTools [221].

Peak calling was performed with HTSeq-clip and the R/Bioconductor package, DEW-seq

[222]. HTSeq-clip was used to generate a sliding window annotation of the human and SINV

genome (50nt window, 20nt step size) and calculate the frequency of crosslink truncation sites

within each window. DEW-Seq was then used to calculate the differential enrichment of each

window relative to size-matched input control samples, with a cut-off of ≥2 log2 fold change and

≥0.01 adjusted p-value. Multiple hypothesis correction was performed using the Independent

Hypothesis Weighting (IHW) method [223]. Overlapping windows were merged to form binding

regions.

PCA was performed using DESeq2 [215]. Following size correction and variance

stabilisation, the 1000 most variable sliding windows were selected and used for PCA plotting.

Binding site properties, including gene name, biotype, and gene feature, were extracted

from the ENSEMBL genome annotation using the GenomicRanges package. Metagene

analyses were performed using functions from the cliProfiler package.

Sequences for motif prediction and secondary structure prediction were defined for each

binding site as a 50-nucleotide region, centered on the peak in BigWig signal. For motif

prediction, a gene and gene region-matched background sequence was extracted for each
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binding site to allow for differential enrichment analysis. Enrichment analysis was performed

using STREME from the MEME suite [224]. Universalmotif was used for motif processing and

motifStack was used to cluster and plot motifs.

SINV genome coverage in reads per million was calculated using BEDTools [221]. Percent

of total signal was then calculated at each position in the IP and SMI samples. SMI signal was

subtracted from IP signal for plotting.
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4 Revealing the composition and in situ properties of the tRNA

ligase complex

4.1 Introduction

Proteins within the cellular environment form intricate assemblies that underpin a wide

range of biological processes, driving the regulation of pathways and networks essential

for cellular function. Our understanding of life at the molecular level relies heavily on

elucidating the structures and mechanisms of macromolecules and their interactions. This field

has advanced through structural biology techniques such as X-ray crystallography, nuclear

magnetic resonance (NMR), and electron microscopy (EM). These methods have provided

atomic-scale insights into protein architecture and function. Despite their power, traditional

structural techniques often face limitations. Strict requirements for high-purity samples,

difficulties with unstable proteins or complexes, mass constraints, and challenges in achieving

high resolution can limit their applicability [225]. Integrative approaches have emerged as

valuable complements to address these issues. These methods include homology modelling,

site-directed mutagenesis, biochemical interaction assays, co-immunoprecipitation (Co-IP),

affinity purification-mass spectrometry (AP-MS), and cross-linking mass spectrometry (XL-

MS) [226]. Collectively, they enhance our capacity to investigate dynamic and complex protein

systems.

XL-MS, first utilised in pioneering studies in the early 2000s, has revolutionised the study of

protein conformations and interactions [227–229]. This technique uses cross-linking reagents

to covalently bond amino acid residues in close proximity, followed by mass spectrometry. By

imposing spatial constraints based on the cross-linkers spacer-arm length, XL-MS provides

invaluable structural data about proteins, complexes, and interaction networks. Advances

in MS-compatible cross-linkers [230], instrumentation [231], and computational tools have

expanded the biological applications of XL-MS, making it a versatile tool for exploring large

protein assemblies and conformational states [226].

The rise of computational tools, particularly AlphaFold2 (AF2) [232] and its successors,

AlphaFold3 (AF3) [233], AlphaFold-Multimer [234, 235], has further transformed structural

biology. These algorithms leverage deep learning to predict protein structures with remarkable

accuracy, even for proteins lacking homologous templates. AlphaFold2 has enabled the

modelling of over 200 million protein sequences from UniProt, providing structural insights
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at an unprecedented scale [236].

However, each technique has inherent limitations. For example, AlphaFold excels at

predicting ordered protein domains but struggles with flexible or disordered regions [237,238].

XL-MS depends on the characteristics of the cross-linker used, the depth of biological coverage

in the MS, and the ability to capture interaction stoichiometry accurately [239]. Similarly,

Co-IP relies heavily on antibody specificity and may overlook transient or weak interactions.

Integrating these diverse techniques can overcome their individual limitations, offering a

more comprehensive and accurate representation of molecular events. For example, the

combination of AF2 and XL-MS has been employed to distinguish the open and closed

structures of luciferase and glutamine-binding periplasmic protein [240]. Furthermore, novel

protein-protein interactions were discovered in mitochondria through the use of XL-MS and

subsequently examined using AF2 structural predictions [241]. The 3-dimensional architecture

of larger protein complexes is more challenging; however, Khan et al. (2022) were able

to capture the 11-protein multi-tRNA synthetase complex using XL-MS, and the resulting

crosslinks were mapped onto AF2-predicted models for structural context [242]. In both

studies, AF2 predictions provided a visual framework for interpreting crosslinking data and

highlighted possible limitations of the models in capturing dynamic or flexible regions.

Proteins operate within complex assemblies, such as the tRNA-LC (tRNA ligase complex),

a highly stable 200 kDa protein complex established in 2011 [197]. This complex consists of

the RTCB ligase protein, the DEAD-box helicase DDX1, the RNA transcription, translation, and

transport factor (RTRAF/CGI99), FAM98B, and Ashwin. Over the last decade, investigations

into the tRNA-LC have clarified its composition and stability. Co-IP studies initially highlighted

RTCB’s role in forming a stable complex with these proteins in cells, while knockdown

experiments revealed that loss of DDX1, FAM98B, or CGI99 destabilises the assembly [197].

In vitro XL-MS with disuccinimidyl suberate (DSS) cross-linking elucidated the interaction

interfaces among complex members in both cytoplasmic and nuclear forms of the tRNA-

LC [243]. The cytoplasmic complex includes CGI99, FAM98B, DDX1, and RTCB, while the

nuclear form adds ASW to this core. This study identified the existence of a stable sub-complex

which excluded RTCB. However, the cellular context is absent and consequently omits the

capture of novel interactions or environmental factors that may drive complex assembly. Partial

structural resolutions have been achieved for several components, including RTCB [243,244],

CGI99 [243] and DDX1 [245]. Unfortunately, the complete complex resolution remains elusive.
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Furthermore, recent studies have highlighted the dynamic conformational changes within

RTCB during Archease-mediated recycling, showing that Archease promotes the formation

of a covalent RTCB-GMP intermediate through GTP and metal ion coordination [244]. The

dynamic modelling in RTCB indicates a potential dynamic conformation of the larger complex

in cellulo.

This chapter focuses on elucidating the tRNA-LC’s structural dynamics in situ using an

integrative approach. First, I performed protein-specific co-IP of each individual component

of the complex. Systematic knockdown experiments with DDX1, RTCB, and CGI99 further

characterised the proteins’ interdependencies and their roles in maintaining a stable tRNA-LC.

Finally, I employed XL-MS coupled with AF3 to map the structural interfaces and hierarchical

interactions within the tRNA-LC, shedding light on its tightly regulated assembly.
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4.2 Results

4.2.1 The tRNA-LC is formed by tightly interacting proteins with DDX1 as one of the

core components

tRNA-LC has largely been studied in vitro, highlighting a need to elucidate the properties of the

complex in a cellular model. In order to characterise the individual proteins that compose the

tRNA-LC, the generation of tagged proteins that can positively and consistently be captured

was necessary. I generated stable cell lines with inducible expression for each member of

the tRNA-LC: DDX1, RTCB, FAM98A, FAM98B, CGI99 and Ashwin. To simplify detection

and enable biochemical characterisation, they were fused to the enhanced green fluorescent

protein (eGFP). The linker between the protein and the tag consists of Glycine (Gly) and Serine

(Ser) rich amino acids for independent folding of the protein and tag. To generate stable cell

lines, I utilised a HEK293 Flp-In T-Rex cell line, which contains a single integrated flippase

(Flp) Recombination Target (FRT)/lacZ-Zeocin construct at a transcriptionally active genomic

locus, with a Tetracycline (Tet) repressor under the cytomegalovirus (CMV) promoter. I co-

transfected the cloned pcDNA5/FRT plasmids containing the tagged tRNA-LC proteins with

the pOG44 plasmid containing the Flp recombinase into the parental cell lines. Together,

these two plasmids allow the insertion of the gene of interest at the single FRT site, replacing

the parental zeocin resistance with hygromycin resistance for cell selection. Selected cells

are expected to be isogenic because of the single integration site, resulting in homogenous

levels of protein expression. The obtained cell lines were tested using doxycycline, which is

similar to tetracycline in terms of tetR binding but has longer stability in cells. Western blotting

against GFP of the induced cell lines indicated that all fusion proteins were expressed at their

expected molecular weights (Figure 4.1). The expression was lower for FAM98B than for the

other proteins, possibly due to lower protein stability.

Different protein-protein interaction studies have consistently reported that DDX1, RTCB,

CGI99, FAM98B, and ASW interact, forming the tRNA-LC [197, 198, 243, 246]. The presence

of a GFP tag in my constructs enabled me to perform immunoprecipitations (IPs) with very

high specificity and affinity using the GFP-Trap, allowing me to further characterise the native

interactions of each protein in cellulo.

To preserve native interactions, lysis and IPs were performed in buffers with physiological

salt concentrations (150mM). To assess the quality of the IP, I analysed input (whole cell

88



Figure 4.1: tRNA-LC inducible expression cell lines

Western blot of HEK293 FITR inducible expression cell lines after 24h of doxycycline induction. In order: parental,

GFP only, DDX1-GFP, RTCB-GFP, FAM98A-GFP, FAM98B-GFP, CGI99-GFP and Ashwin-GFP cells.

lysates) and eluates using the standard protein staining method, silver staining (Figure 4.2A).

The banding pattern indicated enrichment of a predominant polypeptide at the expected

molecular weight of the targeted protein. Interestingly, the protein banding pattern showed

consistency across all of the proteins except for FAM98A. Moreover, the molecular sizes of

these bands match those of the known components of the tRNA-LC. These results suggest

that the IP enriched the eGFP-tagged protein, along with the rest of the tRNA-LC components.

To verify the specific enrichment of tRNA-LC proteins, I performed a western blot on the inputs

and eluates (Figure4.2B). DDX1, RTCB and FAM98B were highly enriched in all IPs with the

exception of the FAM98A IP. In addition, DDX1-GFP, RTCB-GFP and CGI-99-GFP enriched

for all tested tRNA-LC proteins (DDX1, RTCB, FAM98A, FAM98B and CGI99) detected by

western blot. Meanwhile, IPs performed in cell lines erexpressing FAM98A, FAM98B, and

ASW captured fewer tRNA-LC partners. This suggests that DDX1, RTCB, and CGI99 are core

tRNA-LC components.
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Figure 4.2: Proteins of the tRNA ligase complex

A HEK293 FITR inducible expression cell lines of parental, GFP only, DDX1-GFP, RTCB-GFP, FAM98A-GFP,

FAM98B-GFP, CGI99-GFP and Ashwin-GFP cells induced for 24h with doxycycline and harvested for IP. Silver

stain of whole cell inputs (left) and IP eluate (right) washed in mild buffer (150mM NaCl). B Western blots of whole

cell inputs (left) and IP eluates (right). Antibodies for tRNA-LC proteins: DDX1, RTCB, FAM98A, FAM98B, CGI99,

β-actin and GFP. Note: the FAM98B antibody binds to FAM98A at lower specificity.
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Figure 4.3: DDX1 and RTCB denaturation by stringent wash buffers

A and D HEK293 FITR DDX1-GFP and RTCB-GFP cells induced for 24h with doxycycline and harvested for IP

and washed in mild buffer (150 mM NaCl). Silver stain of eluates with protein ladder. Protein bands enriched during

IP labelled with expected protein sizes of tRNA-LC as indicated in [197]. B-C HEK293 FITR DDX1-GFP and E-F

RTCB-GFP cells induced for 24h with doxycycline and harvested for IP. INPUT samples refer to samples prior IP

and ELUATES are samples after IP. Six different buffers were used for washes during IP as follows: (1) 2M NaCl,

0.1% SDS. (2) 1M NaCl, 0.2% SDS. (3) 150mM NaCl, 4M Urea. (4) 150mM NaCl, 8M DTT. (5) 1M NaCl, 0.1% SDS

(RIPA buffer). (6) 150mM NaCl (Mild wash buffer). B Silver stain of DDX1-GFP samples in all 6 IP wash buffers.

C Western blot of DDX1-GFP of IP eluates and INPUT sample, with antibody against GFP (detecting DDX1-GFP),

RTCB and β-actin. E Silver stain of RTCB-GFP samples in all 6 IP wash buffers. F Western blot of RTCB-GFP of

IP eluates and INPUT sample, with antibody against GFP (detecting RTCB-GFP), DDX1 and β-actin.

DDX1 and RTCB, together with CGI-99, are considered core members of the tRNA-LC

based on in vitro assays [197,198,243]. Under physiological salt concentrations, all members

of the tRNA-LC co-precipitated (Figure 4.2 and Figure 4.3A and D). To assess the strength

of the interactions between the components of the tRNA-LC, I next tested whether these

interactions were preserved under progressively more stringent wash conditions. Focusing on

DDX1 and RTCB as central components, I used six different buffers with a variety of reagents

that impair protein-protein interactions, including denaturing agents (Figure 4.3 B-C and E-F).

The concentration of the reagents was selected considering the maximal tolerance of GFP-
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Trap agarose. Even under the most stringent wash conditions, including high sodium chloride

(NaCl, ionic strength), high SDS (chaotropic detergent), high DTT (reducing agent), and urea

(denaturing agent), the bands at the molecular weight of the tRNA-LC proteins were still visible.

These results indicated that the tRNA-LC is a very stable and remarkably sturdy complex.

4.2.2 tRNA-LC inter-protein dependency

Figure 4.4: siRNA targeting DDX1 schematic

Schematic of DDX1 mRNA with indicated coding sequence (amber arrow). SiDDX1 target sequences labelled

across gene. In yellow is the siDDX1 from the Proudfoot lab that is established both as a si/shRNA. In blue are

single siDDX1 targets. In orange, are 4 siDDX1 targets within a single pool.

The co-precipitation of the tRNA-LC proteins indicated the strong interaction of its components.

Original characterisation of the complex in 2011 showed in Hela cells that the knockdown

of RTCB and CGI99 affected secondary proteins of the complex [197]. This suggested

that the stability of the components of the tRNA-LC is tied to their assembly into a higher-

order molecular machinery. I thus sought to characterise the tRNA-LC protein dependency

in HEK293 cells using a siRNA knockdown system. I first targeted DDX1 only, using three

different single gene targets, depicted in Figure 4.4. The first siRNA is a well-established target

sequence in an shRNA system previously used in the Castello and Proudfoot labs [113, 247].

The second and third siRNAs have been employed in various studies aiming to characterise

DDX1 in different contexts [193,248]. The knockdown of all 3 siRNA led to a similar reduction

of the other proteins in the tRNA-LC, of which two were significant (siDDX1_1 and siDDX1_3).

This indicated that the effects of DDX1 knockdown were robust and reproducible. RTCB and

CGI99 levels were also tested, resulting in a milder reduction of the other proteins of the

complex, specifically CGI99 by siDDX1_1 and siDDX1_2 (Figure 4.5).
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Figure 4.5: Knockdown of DDX1 by single target siRNA

A Western blot images of single target siDDX1 after 48h transfection. No-siRNA refers to mock transfected cells

(water only). A dilution of 10% and 50% of the lysates was performed to to infer the quantitative accuracy of the

assay. Antibodies for DDX1, RTCB, CGI99 and β-actin were done to study the knockdown on DDX1 and secondary

proteins of the tRNA-LC. B Relative quantification of western blot protein signals from 3 independent biological

replicates. Normalised to β-actin signal levels, followed by a log2 fold change quantification against the signal of the

no-siRNA control sample. Statistical significance was tested using two-tailed T-test (P ≤0.05 *, ns: not-significant).

The knockdown of DDX1 by the single target siRNA was not permissive to other

components of the tRNA-LC as previously observed in HeLa cell [197]. To corroborate whether

the observed effect was due to technical differences in siRNA or to biological differences in cell

lines, I next used the previously established siRNA pools with higher knockdown efficiency

(Dhermacon [197]), focusing on the three key tRNA-LC proteins: DDX1, CGI99 and RTCB.

A pool of four siRNAs per gene increases knockdown efficacy. The lower concentration of

each sequence target within the pool reduces the potential off-target effect and decreases the

likelihood of cell toxicity.

I determined the effect of each siRNA pool by western blotting and quantified the signal of

the protein bands (Figure 4.6), revealing a pronounced reduction in the level of the targeted

protein (indicated in blue in Figure 4.6B). Knockdown of the target protein had a secondary

effect on the other proteins in the tRNA-LC. The knockdown of DDX1 induced a significant

decrease in CGI99 protein levels. The increased significance in CGI99 knockdown with the

siDDX1 pool, as oppose to the single siRNA target, suggests that effective depletion of this

protein is required to cause effects in the other proteins of the complex. With the siCGI99 and

particularly siRTCB pools, I observed a significant decrease in DDX1, RTCB and CGI99. This

suggests that the stability of tRNA-LC proteins is dictated by the assembly of the complex. I

93



hypothesise that the absence of tRNA-LC constituents necessary for complex assembly results

in protein degradation. Moreover, CGI99 and RTCB had a stronger overall effect on complex

stability, suggesting a more central role in the complex organisation.

Figure 4.6: Knockdown of tRNA-LC proteins by an siRNA pool

A Western blot images of siRNA pools targeting DDX1, CGI99 and RTCB after 48h transfection. No-siRNA refers to

mock transfected cells (water only) and siCTRL refers to siRNA scramble pool. Antibodies for DDX1, RTCB, CGI99

and FAM98A and β-Actin were used to study the knockdown of secondary proteins of the tRNA-LC. B Relative

quantification of western blot protein signals from 3 independent biological replicates. Normalised to β-actin signal

levels, followed by a log2 fold change quantification against the signal of the no-siRNA control samples. Statistical

significance was tested using two-tailed T-test comparing to siCTRL sample (P ≤0.001 ***, P ≤0.01 **, P ≤0.05 *).

4.2.3 Elucidating the tRNA-LC interfaces in cellulo using disuccinimidyl suberate

(DSS) and mass spectrometry reveals a CGI99-centric complex

The tRNA-LC has been analysed by XL-MS in vitro, with minimal components and lacking

other cellular proteins that may engage with it in cells [243]. Although this has provided

valuable insight into the direct interaction dynamics of the established complex components

and their structural hierarchy, it does not account for novel protein interactors not previously

characterised. Moreover, the lack of full-length proteins in some instances may lead to the

loss of key interactions in cellulo. Here, I sought to elucidate the protein-protein interactions of

the tRNA-LC, focusing on the core component DDX1, and aiming to obtain all potential protein

interaction partners, binding interfaces, complex topology, and dynamics. In collaboration with

Dr Marko Noerenberg, DDX1-GFP was expressed and crosslinked to its partners in cells using

DSS, followed by GFP-trap IP with stringent washes. In parallel, the parental cell line with an

empty FITR cassette was used as a background control. In collaboration with Prof Shabaz

Mohammed and Dr Yana Demyanenko at the Rosalind Franklin Institute, the eluates were
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analysed by liquid chromatography-tandem mass spectrometry (LC-MS/MS).

Figure 4.7: Schematic of XL-MS/MS analysis pipeline

A Schematic DSS crosslinker with lysine side chains. B Schematic of XL-MS/MS experimental and analysis

pipeline.

DSS is a molecular crosslinker and cell-permeable, allowing for in vivo crosslinking that

allows for the study of intracellular interactions. DSS reacts specifically with lysines on

proteins, forming covalent bonds with a reaching distance of 26.2Å (distance outlined in

schematic Figure 4.7A). Importantly, the DSS-mediated crosslinks are non-cleavable and are

stable under the conditions used in the MS analysis. This allows for the search of hybrid

peptides (sequences mapping to 2 proteins) plus the crosslinker to identify the interfaces. The

workflow of this experiment is outlined in Figure 4.7B. Crosslinking peptides can occur between

proteins (inter-protein) and are indicative of protein-protein interaction dynamics. Intra-protein

crosslinks occur between adjacent lysines within the same protein and can be used to aid

protein folding by implementing distance constraints to AI structural models. They can also

reflect multimeric states of a given protein, and in this case, they would be inter-molecular

even if they are mapping to a single protein.

MS data was analysed using the software pLink 2.0 (v2.3.4) [212] to identify the cross-links

with an integrated false discovery rate (FDR) of 5% at the spectrum level. I identified 124

cross-linked peptides, constituting 1.9% of the obtained spectra. Despite the substoichiometric

nature of crosslinked peptides, I robustly pinpointed several interactions with a minimum of
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Figure 4.8: Crosslink peptides identified across replicates

(A) Total count of unique crosslinks identified in each replicate visualised by a venn diagram to show

unique/common found crosslinks. (B) Stacked barplot of total crosslinks identified in each replicate split across

counts of intra-protein sites and inter-protein sites.

two independent replicates. In Figure 4.8A, I illustrate the total obtained crosslinks in each

replicate and their interconnections. Notably, some crosslinks were exclusive to specific

biological replicates. This is expected as the identification of crosslinking peptides is extremely

challenging, and it is suggested that a substantial random sampling between replicates is

performed due to the lack of depth. Identification of a crosslink site by two replicates is

within the standards in the field and is commonly found as a cutoff across published XL-MS

datasets [240, 243, 249]. IP stringency was validated by the lack of crosslinked peptides in

the control samples. Naturally, intra-protein crosslinks are more readily captured, as reflected

by their higher representation across the different replicates (Figure4.8B). However, the more

challenging inter-protein crosslinks were also present.

Inter-protein cross-linked peptide pairs provide evidence of direct, bona fide protein

interactions. The unique capabilities of XL-MS allow for the capture of not only stable but also

transient protein interactions, although the abundance of cross-linked peptides from transient

interactions is typically low. Given the qualitative nature of the crosslinking data in this analysis,

any single or multiple crosslinking occurrences that exceed the statistical threshold (5% FDR)

were considered valid indicators of direct interactions. To maximise coverage and insight, I

pooled crosslinked sites from all three biological replicates and represented them in the chord

diagram (Figure 4.9).

Inter-protein sites identified amongst tRNA-LC proteins place CGI99 at the epicentre of the

complex, with all components of the tRNA-LC solely interacting with CGI99. CGI99 is a small
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Figure 4.9: Inter-protein crosslinks identify CGI99 centric crosslinking

Chord diagram showing inter-protein crosslinks identified in DSS XL-MS data. In dark purple are tRNA-LC proteins.

Chord width indicates number of crosslinks within two protein sequences, and the protein sizes indicate the total

number of identified inter-protein crosslinks.

protein, hence the number of cross-links identified is not biased by a large molecular weight.

The central nature of CGI99’s is also supported by its importance in tRNA-LC complex stability

previously identified in the siCGI99 western blots. Unsurprisingly, crosslinks between GFP

and DDX1 were also identified. The DDX1-GFP protein, although fused through a flexible

arm described previously, folds as two independent but linked proteins. The crosslinking

identified between GFP and DDX1, although categorised as inter-protein crosslinking, must

be considered intra-protein in this case.

Strikingly, two proteins outside the canonical tRNA-LC, MYH9 and RPL11, were found to

crosslink with RTCB and CGI99, respectively. This observation suggests potential novel tRNA-

LC partners and indicates possible functional engagement with other large complexes, such as

the ribosome and intermediary filament networks. In addition to these direct interactions, other

proteins were enriched but did not crosslink directly to tRNA-LC members. These proteins

were detected in the DDX1-GFP IP, suggesting their indirect association with the tRNA-LC.

Among these enriched proteins, EIF3A and RPL7A, both critical components of the translation

machinery, formed direct crosslinks with ENO1. ENO1, recently described as a moonlighting
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RNA-binding protein (RBP) involved in gene expression regulation [250], may play a role in

translational control based on its interactions observed here. These findings hint at a broader

functional network involving the tRNA-LC.

Figure 4.10: tRNA-LC XL-MS intra- and inter- rotein crosslinking sites

Intra- and inter-protein cross-links between tRNA-LC proteins, as well as MYH9, RPL11 and GFP identified in XL-

MS. TRNA-LC protein lengths are proportional to each other. MYH9, RPL11 and GFP are in circular format. Lysine

residues are marked in light blue inside each linear representation of the protein to indicate a potential crosslinking

site. Identified crosslinks are labelled: Intra-protein crosslinks in purple, inter-protein crosslinks in green.

By studying the crosslink locations across proteins, it is possible to reveal the protein folding

structures and protein-protein interfaces, including those where multiple proteins bind at the

same site. In Figure 4.10, I mapped the position of the identified crosslink sites. Theoretically,

all protein lysines hold the potential of being crosslinked; however, upon mapping lysine

residues across the proteins, very few are captured as crosslinking two peptides (either with

the same protein: intra-protein, or different protein: inter-protein). The lack of crosslinking of

all lysines can be due to the inability of the crosslinker to access the lysines due to protein

structural restriction and space, or the limited data capture. Interestingly, among the inter-

protein crosslinking sites, I observed overlapping crosslink sites. Overlapping sites indicate

that more than one protein interacts with a given interface. For example, the homologues
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FAM98A and FAM98B crosslink exactly at the same amino acids of CGI99 (108aa and 187aa),

suggesting mutually exclusive binding (Figure 4.10). DDX1 and FAM98B also compete for

the same site on CGI99 (234aa). Furthermore, three proteins (DDX1, RTCB and FAM98B) are

identified as crosslinking the same 241aa on CGI99. These crossover interactions can indicate

the tRNA-LC flexible reorganisation to allow for different functions through sub-complexes with

slightly different compositions. Another indication of alternative complex structures is portrayed

by the dual crosslinking of RTCB and RPL11 on CGI99 (at 185aa). RPL11 is a novel direct

interactor of CGI99 and could reflect a role for CGI99 in the absence of RTCB.

Figure 4.11: Schematic of multi-protein crosslink interfaces

Overlapping crosslinking sites can be a product of potentially three reasons outlined in the

schematic of Figure 4.11. Firstly, crosslinking can occur at the interface of multiple close amino

acids of more than two proteins, generating a multi-protein junction. Secondly, overlapping

crosslinks can signify competitive binding and the existence of distinctly different complexes.

Finally, conformational changes in the complex assembly can signify that the same protein

combination is interacting at different locations. A combination of all three possibilities outlined

can also occur. In the case of the tRNA-LC, remodelling is known to occur during RTCB

recycling by Archease [244], or by DDX1 during RNA unwinding [251]. The tRNA-LC has also

been previously observed to change interaction dynamics in the presence or absence of ASW

in vitro [243].

4.2.4 XL-MS data correlates with Alphafold3 prediction

Recent advancements in machine learning-based protein folding prediction tools have

significantly improved our ability to predict protein structures and the dynamics of complex
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Figure 4.12: Alphafold3 predicts tRNA-LC proteins and complex assembly

A Alphafold3 prediction of tRNA-LC proteins: CGI99, FAM98B, FAM98A, DDX1 and RTCB. B and C Step-wise

complex building of tRNA-LC with FAM98B (B) or FAM98A (C). From left to right: CGI99 and FAM98B/A interaction

prediction, DDX1 is added, and finally RTCB is added.

assembly. RTCB, DDX1, and CGI99 have fully or partially resolved structures, which

enhances the reliability of prediction softwares [243–245]. In collaboration with Rozeena Arif,

I utilised AlphaFold3 (AF3) software [233] to predict the individual structures of the tRNA-LC

proteins and subsequently model their potential complex assembly. By incorporating the PDB-

deposited resolved structures of RTCB, DDX1, and CGI99, I achieved high accuracy in our

protein structure predictions (Figure 4.12A). Reference sequences (from NCBI’s RefSeq) were

employed to predict the structures of FAM98A and FAM98B. Both proteins exhibited a high

prevalence of disordered regions and showed overall structural resemblance for their globular

domains, consistent with their sequence similarity.

Complex assembly was conducted using the informed structural dynamics outlined in

Kroupova et al. (2021) [243]. Two simulations were performed, incorporating either FAM98A

or FAM98B as part of the complex (Figure 4.12B and C). Initially, the interaction dynamics

between CGI99 and FAM98A or FAM98B were analysed. In the AF3 prediction of the complex,

CGI99 and FAM98A/B form coiled coils in their C-terminal domains, which associate to create
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a helical bundle. Additionally, the two proteins form a heterodimer through an independent

interface involving their N-terminal domains. Subsequently, a new simulation was conducted

to include DDX1. The incorporation of DDX1 into the two-protein complex highlighted the α-

helical C-terminal regions of DDX1, FAM98A/B, and CGI99 as key points of interaction. Finally,

a simulation of the four-protein structure, including RTCB, was performed. RTCB is predicted

to occupy a central position within the complex, as AF3 suggests that it inserts itself into the

gap formed between the CGI99/FAM98A/B bundle and the connective C domain of DDX1.

Notably, both tRNA-LC structures with either FAM98 proteins displayed similar interaction

domains. A simulation, including both FAM98 proteins within the full complex structure (not

shown here), indicated identical location and interaction interfaces with only disordered region

differences outside of the core complex. The FAM98 proteins’ similar structure and overlapping

assembly within the tRNA-LC indicated the likely competitive binding within the complex and

the formation of distinct structures.

Figure 4.13: Inter- and intra-protein XL-MS data corroborated in Alphafold3 tRNA-LC prediction

A Alphafold3 prediction of four protein tRNA-LC: CGI99, FAM98B, DDX1 and RTCB. Experimentally derived inter-

protein crosslinks are overlayed and coloured by Cα–Cα distance (blue: ≤30 Å, red : ≥30 Å). B Alphafold3

prediction of DDX1 with experimentally derived inter-protein crosslinks overlayed. Crosslink distances of Cα–Cα

are indicated. In the final panel, the numbers in the blue circle correspond to the lysine residue position.

Structural predictions generated by AF3 can be cross-referenced using known intra- and

inter-protein crosslinking sites identified by XL-MS. DSS has a maximum crosslinking distance
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of 30Å, as discussed in a mathematical model considering molecular dynamics simulations

[240, 252]. This distance is based on the length of two extended lysine chains and the DSS

spacer length (as seen in the schematic in Figure 4.7A). In my dataset, I observed that most

crosslink sites were within the 30Å restrictions in the inter-protein tRNA-LC prediction (figure

4.13A) and intra-protein DDX1 prediction (Figure 4.13B). This indicated strong experimental

and computational correlation. Furthermore, the majority of crosslinks were clustered at the

centre of the complex, which our predictions indicate to be the primary interaction interface.

Only two crosslinks are outside of the 30Å distance constraint, suggesting a dynamic shift in

protein assembly or a transient structure in which the proteins are in closer proximity.

The primary region of intra-DDX1 crosslinks is localised around the protein’s N-terminal

region, with crosslinked lysines indicated by numbered residues (Figure 4.13B). This region

corresponds to the SPRY domain which has a resolved structure, in which there are two layers

of stacked concave, anti-parallel β-sheets and a third β-sheet beneath the β-sandwich [253].

This structural feature is rich in lysines [254], which might account for the high density of

crosslink sites.

In conclusion, the systematic knockdown of tRNA-LC proteins indicated a strong co-

dependency and inherent co-regulated stability. The strong interaction between tRNA-LC

components was further validated by the co-IP assay, which demonstrated interactions even

in very harsh buffers. These two observations correlate well with my structural predictions that

reveal a highly interconnected protein complex with CGI99 at its epicentre.
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4.3 Discussion

Over the last decade, insight into the tRNA-LC structure and molecular behaviour has grown;

however, many elements remain unclear. Deciphering the complex’s intricate structure could

enable the individual understanding each protein and its role within the complex.

4.3.1 tRNA-LC co-dependency and inter-Protein Interactions

The tRNA-LC relies heavily on strong inter-protein interactions, specifically between its core

components. This was observed in the IP assay of each tRNA-LC member, which consistently

co-precipitated the same protein interactors. Published co-precipitation of CGI99 and RTCB in

native conditions with and without RNAse treatment reported DDX1, RTCB, CGI99, FAM98B

and ASW as their primary interactors and the interaction was not mediated by an RNA bridge

[197,201]. This protein-protein network was "rediscovered" in the DDX1 and RTCB IP carried

out here under very stringent conditions. The tRNA-LC proteins remain closely interacting

irrespective of the experimental conditions, indicating robust interactions within the complex.

The siRNA knockdown underscores a persistent co-dependency among the tRNA-LC

partners, revealing that the absence of core proteins DDX1, RTCB, and CGI99 leads to

the destabilisation of the entire complex. Interestingly, the stability of the tRNA-LC varies

between HEK293 cells analysed here and published HeLa cells, despite using the same

siRNA sequences in both cases [197]. This variation suggests that cellular context plays a

critical role in modulating complex stability and inter-protein dependencies. In both cell lines,

RTCB knockdown impacts the complex entirely, while DDX1 impacts only itself and CGI99.

The main difference between HEK293 and HeLa is in the knockdown of CGI99. The siCGI99

had little to no effect on RTCB in HeLa, whereas in HEK293 it significantly influenced the

subsequent protein levels of RTCB and DDX1. CGI99’s central role is further confirmed in

published HEK293T cells, where the knockdown using a different siCGI99 displays a similar

pattern to what was observed here [201]. Interestingly, outside of the cellular context, affinity

purifications from insect cells infected with expression constructs lacking one of the tRNA-LC

subunits revealed that deletion of any of RTCB, DDX1, FAM98B, or CGI-99 resulted in failure

of the remaining four subunits to form a stable complex [243]. This suggests that different cell

lines maintain and balance the complex asymmetrically, potentially dependent on the cellular

environment and influences. However, I can conclude that in HEK293 cells, CGI99 and RTCB,

and to a lesser extent DDX1, are key tRNA-LC scaffold proteins keeping the complex stable.

103



4.3.2 CGI99, an essential protein in the tRNA-LC structure

Depletion of CGI99 leads to the destabilisation of the tRNA-LC, as demonstrated by siRNA

knockdown experiments. XL-MS data further emphasises CGI99 as a structural pillar of

the complex, facilitating critical interaction interfaces. Notably, CGI99 primarily exists as a

monomer, as suggested by prior studies, indicating that only one CGI99 molecule integrates

into the tRNA-LC [201]. This limited molecular ratio may contribute to the complex’s

susceptibility to destabilisation. XL-MS findings reinforce AF3 predictions, which identify

CGI99’s C-terminus as a pivotal interaction hub for other tRNA-LC components.

However, in in vitro studies, the cross-linking dynamics observed differ somewhat from

in vivo data, likely due to the absence of cellular factors in the test tube [243]. CGI99-

centric crosslinks are significantly less pronounced outside the cellular environment. For

example, when analysing minimal component tRNA-LC consisting of DDX1, RTCB, CGI99,

and FAM98B, in vitro data showed FAM98B crosslinking exclusively to CGI99 and a broader

crosslinking amongst DDX1, RTCB, and CGI99. This is distinctly different from the in vivo

patterns, where DDX1 and RTCB selectively interact with only CGI99. Interestingly, when

Ashwin (initially reported as a tRNA-LC component in [197]) was added to the in vitro model,

the cross-linking landscape significantly shifted, producing an Ashwin-centric pattern, with no

other inter-protein crosslinks observed [243]. Ashwin is only reported to be present in the

tRNA-LC when localised in the nucleus [255]. The absence of Ashwin in the in vivo data

may stem from low nuclear tRNA-LC abundance or from the limited MS depth in my data,

which limited Ashwin’s detection. Furthermore, the significantly higher crosslinks identified

in the in vitro study reflect the much higher difficulty of identifying crosslinking in cellullo as

the crosslink capture and permeability while maintaining physiologically relevant crosslinks

restricts the amount of crosslinks identified.

The in vitro study further analysed the required domains of each protein that would enable

complex structure by performing a systematic deletion of different regions. Researchers

identified the C-terminal region of each tRNA-LC protein as the essential subunit regions

required for the formation of the minimal tRNA-LC. The complex architecture defined in this

study aligns with the AF3 prediction generated here, which identified the C-terminal regions as

the essential binding platform supported by CGI99. In future work, I would cross-validated the

in vitro data to both my in vivo data as well as map the combination on the AF3 simulation.

However, cross-linking dynamics observed in vitro differ notably from those seen in vivo,
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likely due to the absence of cellular factors and physiological conditions in the test tube

environment [243]. In particular, CGI99-centric crosslinks appear significantly diminished

outside the cellular context. For instance, in the minimal in vitro tRNA-LC composed of

DDX1, RTCB, CGI99, and FAM98B, crosslinking was primarily observed between FAM98B and

CGI99, while broader crosslinking occurred among DDX1, RTCB, and CGI99. This contrasts

with the in vivo data presented here, where DDX1 and RTCB show more selective interactions

with only CGI99.

Interestingly, the addition of Ashwin, previously reported as a nuclear-specific tRNA-LC

component [197], to the in vitro reconstitution resulted in a dramatic shift in the crosslinking

landscape. An Ashwin-centric pattern emerged, with no other inter-protein crosslinks detected

[243]. This finding supports the notion that Ashwin-containing forms of the tRNA-LC may

be nuclear-specific, consistent with previous reports of its nuclear localisation [255]. The

absence of Ashwin in the current in vivo dataset could be due to a combination of factors,

including low abundance of the nuclear-localised tRNA-LC or limited detection sensitivity

due to mass spectrometry depth. Moreover, the higher number of crosslinks identified in

vitro reflects the technical ease of crosslink capture in purified systems, where crosslinker

accessibility and reaction efficiency are maximised [243]. In contrast, in vivo crosslinking must

balance permeability and physiological integrity, which inherently limits the crosslinking yield

and complexity of the data.

The in vitro study also mapped domain contributions to complex assembly through

systematic deletion analysis [243]. It revealed that the C-terminal regions of each subunit

are essential for minimal complex formation. This structural model closely mirrors the

AF3 prediction generated here, which similarly identified the C-terminal domains as a key

interaction interface. In future work, I aim to integrate these findings by mapping both in

vitro and in vivo crosslink data onto the AF3 structural model to further validate the predicted

architecture and explore context-dependent dynamics of the tRNA-LC.

4.3.3 FAM98A/B competitive binding and the existence of a sub-complex

XL-MS data can reveal protein competition for specific interfaces by identifying two or more

proteins crosslinking at the same position within the target protein. While this cannot be readily

done in vitro, my in vivo XL-MS data revealed several positions in CGI99 where competition

may exist. My data shows that CGI99 is the central component of the tRNA-LC. Notably,
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there are overlapping crosslink sites for FAM98A and FAM98B on CGI99. Because there is

a single molecule of CGI99 within the tRNA-LC [199], FAM98A/B may be in competition for

the same interface. This is supported by the substantial sequence homology between the

two proteins and their similar subcellular localisation. However, little is reported about how

the two proteins differ and whether the presence of FAM98A or FAM98B changes the role

and function of the tRNA-LC. Unfortunately, FAM98A is not routinely reported as a protein

within the tRNA-LC and was omitted in the in vitro XL-MS study [243]. The silver staining

of the FAM98A IP indicated the lowest enrichment of tRNA-LC proteins. Nonetheless, my

in vivo XL-MS data suggest that it is associated with the tRNA-LC at least to some degree.

The AF3 prediction of FAM98A/B indicated intrinsically disordered regions (IDRs) in their

C-terminus, which are longer in FAM98A. IDRs are enabled with high intrinsic capacity to

establish molecular interactions with other proteins and with RNA [256]. I speculate that these

differential IDRs could play a crucial role in establishing distinct interaction networks. The

longer length of FAM98A IDR suggests a larger interaction platform than that of FAM98B, and

indeed, the IDR of FAM98A has been described as binding RNA [88].

A smaller complex has been identified in cellulo involving DDX1, CGI99, FAM98A and

FAM98B, and PRMT1, an antitumorigenic agent, [257]. The in vitro XL-MS data identified a

primary complex involving the same combination of proteins, DDX1, CGI99 and FAM98B [243].

My in vitro XL-MS data, unfortunately, cannot distinguish between sub-complexes present

in vivo, as it is not quantitative . However, the AF3 prediction indicated a semi-flexible

arrangement which allows the insertion of RTCB into the tRNA-LC as a final component. The

flexible organisation could potentially indicate a sub-complex as identified in other datasets.

4.3.4 XL-MS may capture complex dynamics

AF3 and in cellulo XL-MS dataset showed a strong correlation between experimental and AI-

based predictions. However, a few crosslinks were further than the 30 Å distance restraint

of the DSS crosslinker. These longer-distance crosslinks suggest either the existence of

dynamic conformational changes or potential AF3 inaccuracies. Notably, conformational

changes have been previously observed for DDX1 and RTCB when interacting with ATP/ADP

or GTP/GDP, respectively (deposited DDX1-ADP structure in PDB by Zhang et al. in 2023, and

[244]). Conformational flexibility is not unexpected among RNA helicases, including DEAD-box

proteins, which undergo structural rearrangements when unwinding RNA [251]. Among DEAD-
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box proteins, DDX1 is unique due to the presence of an SPRY domain inserted between

the Q-motif and the N-terminal domain. This domain is thought to mediate protein–protein

interactions [258] and contribute to enzymatic activity. Furthermore, ATP and RNA binding

induce a transition from an open to a closed conformation of the helicase core, stabilising

interdomain interactions. Kellner et al. (2015) proposed a model in which ATP or RNA binding

alone can partially shift the equilibrium towards the closed state [245]. Interestingly, DDX1

exhibits an unusually high affinity for ADP, approximately threefold greater than its affinity

for ATP, potentially locking the enzyme in a dead-end ADP-bound state under physiological

conditions. Recycling DDX1 may, therefore, require active nucleotide exchange to restore

its functional state [245]. RTCB structure alone or with recycling factor Archease has been

resolved, revealing minor conformational changes during activation by Archease [244]. RTCB

also undergoes catalytic rearrangements to facilitate GDP release and protein recycling

mediated by Archease, consistent with its role in the tRNA-ligase complex. XL-MS has the

potential to capture multiple conformations, particularly those that are longer-lived or that

result in optimal lysine configurations. Future applications of XL-MS could model all potential

configurations of the tRNA-LC, offering valuable insights into its structural dynamics.

Machine learning advances have exemplified how the marriage between experimental and

computational tools can aid in future research. Indeed, here, I showed a proof of concept

where I could accurately determine experimental crosslinks on the structural prediction of the

tRNA-LC. Learning models can actively be trained on experimental data, with as little as a

single crosslink improving prediction software drastically. Distance restraints can be leveraged

to improve AF models, as shown through the use of Alphalink and, its extension AlphaFold-

Multimer [235]. Conformational changes of complexes and proteins have been explored by the

Topf group. They have developed a pipeline to model the structure of proteins with multiple

conformations, called XLMS-tools [240]. The pipeline consists of two main steps: generation

using AF2, followed by a conformer selection using XL-MS data. For conformer selection,

mathematical modelling of the monolink probability score and the crosslink probability score,

both of which are based on residue depth from the protein surface, is used [240]. This

highlights the DDX1 XL-MS unexplored dataset of monolinks. Monolinks are single-ended

crosslinks which can be representative of surface structure. The focus of this study was to

capture the inter-protein networks of the tRNA-LC. However, future work could explore the

surface structure of the complex and whether it aligns with computational prediction.

107



4.3.5 Novel tRNA-LC interactors identified: RPL11 and MYH9

The strength with in cellulo XL-MS is the detection of all potential forms of tRNA-LC as well as

other novel interactors, without the limitation of the proteins that "one adds to the test tube" and

maintaining subcellular localisation and molecular functions. Two proteins, RPL11 and MYH9,

crosslinked with CGI99 and RTCB, respectively. These direct interactions indicate that the

tRNA-LC associates with other complexes and is involved in a wider range of functions beyond

tRNA maturation and Xbp1 splicing [197, 203]. While I cannot distinguish the prevalence

of these interactions or whether they occur on the same complex at the same time, the

detection of these direct binders supports an intimate association that is prominent enough

to be captured.

The tRNA-LC, specifically CGI99, has cap-binding activity and positively modulates mRNA

translation [246]. Furthermore, DDX1 has been identified as a key regulator of insulin

translation [259]. It is thus not surprising to identify ribosomal proteins RPL11 and RPL7 in the

enriched crosslinking dataset, and the translation initiation factor EIF3A that bridges the 40S

ribosomal subunit with the mRNA. Intriguingly, RPL11 crosslinks directly with CGI99, indicating

a direct association between the 60S ribosomal subunit and the tRNA-LC. The crosslink of

RPL11 or GGI99 overlaps with that of RTCB, indicating that they are either mutually exclusive

interactions or form a tripartite protein interface. The existence of the previously described sub-

complex, including DDX1, CGI99 and FAM98A/B, supports the exclusion possibility [243,257].

However, further investigation is required, as this crosslink site could also represent dynamic

structural reconfiguration to allow for novel protein interactions to occur. The tRNA-LC includes

several molecular functions that can be associated with its individual components: RNA

ligation by RTCB [197, 198, 203], cap-binding by CGI99 [246], and RNA unwinding by DDX1

[253, 260, 261]. I speculate that the tRNA-LC reconfigures its structure while performing each

task, exposing the necessary protein regions for the appropriate process. Meanwhile, the other

proteins may remain "silent", providing structural integrity to the complex. This suggests that

in a larger multi-protein assembly, such as the tRNA-LC, conformational changes may occur to

allow for different interfaces and molecular functions to carry out their functions, for example,

to establish new interactions with the translation apparatus or interact with RNA.

The tRNA-LC operates across both the nucleus and cytoplasm, fulfilling distinct roles such

as tRNA maturation, translational control, and ER-mediated stress responses [197, 203, 204,

246, 259]. My findings reveal RTCB’s interaction with MYH9, a cytoskeleton-associated motor
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protein, suggesting the complex engages directly with the cytoskeleton to mediate transport

or regulate mRNA movement. Previous studies also link CGI99 with MYLK2 (myosin light

chain kinase II), which modulates myosin activity, and demonstrate the involvement of RTCB,

DDX1, and CGI99 in neuronal RNA transport granules [201, 202]. The shuttling of tRNA-LC

components between compartments is a dynamic process potentially regulated by proteins

like CGI99 and Ashwin. CGI99 interacts with MYLK2 which supports its role in cytoplasmic

translocation [201], while Ashwin may direct nuclear localisation due to its nuclear signals

and basic amino acid profile [262]. Inhibiting transcription reduces the nuclear translocation

of RTCB, DDX1, and CGI99, indicating transcriptional activity is in part responsible for their

cellular localisation [201]. Future studies should explore whether these dynamics involve post-

translational modifications, such as phosphorylation, or signalling pathways, like the unfolded

protein response or neuron translation requirements, to fully elucidate the mechanisms driving

tRNA-LC movement.

In conclusion, the tRNA-LC is a strongly bound and intricately organised complex that

harbours multiple functions in cell biology. Direct protein crosslinking has identified novel

interactors, expanding our knowledge of this complex’s biological roles. To contextualise

these interactions, Chapter 6 carries out a wider protein-protein and protein-RNA interactome,

exploring more broadly the scope of proteins and RNAs that interact with the tRNA-LC.
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5 Characterising DDX1 phenotype in infection

5.1 Introduction

The tRNA-LC components have previously been identified in regulating viral lifecycles. The

most well-characterised protein in the complex is DDX1, which has been observed to inhibit

or promote infection depending on the specific virus. DDX1 promotes HIV, SARS-CoV-1 and

VEEV through direct interaction with their respective viral proteins Rev, nsP14 and nsP2 [185,

189,191, 192]. Meanwhile, DDX1 has been observed to inhibit TGEV, FMDV and IAV through

its crucial involvement in IFN-β stimulation [166, 194, 195]. Moreover, DDX1 was captured

as a direct interactor with a host of different vRNAs. The comparative analysis performed by

Iselin et al. (2022) compared different viral interactome capture methods and identified DDX1

consistently across the different studies [115]. This indicated that DDX1 is a direct interactor

with the vRNA of SINV, CHIKV, ZIKV, DENV and SARS-CoV-2.

CGI99 has also been implicated in the regulation of IAV infection. Contrary to DDX1, it

was characterised as an essential factor for viral transcription and proliferation. During IAV

infection, CGI99 interacts with the viral polymerase subunit PA and contributes to increased

viral polymerase activity, enhanced vRNA transcription and augmented viral replication [199].

The absence of CGI99 significantly reduced IAV production. Crucially, CGI99 co-localises with

vRNP inside IAV virions [200]. The identification of CGI99 in these IAV regulatory roles did not

capture tRNA-LC members. However, the researchers did not specifically test for the presence

of tRNA-LC members as they employed a predominantly antibody-based approach focused on

CGI99. The previous chapter highlighted the importance of CGI99 in the tRNA-LC structure,

and I suspect CGI99 was not singularly associated with IAV vRNPs in the virion, although

further investigation is required. To note, the inhibitory effect of DDX1 in IAV infection was

associated with a different complex, the DDX1-DDX21-DHX36 complex, involved in triggering

the TRIF pathway, which activates type I IFN [178]. The DDX1-DDX21-DHX36 complex was

not identified in the HEK293 DDX1 DSS crosslinking in the previous chapter and, as such, may

be related to the specific stimulus (IAV infection) or to the cell type (dendritic cells).

More recently, DDX1 and other components of the tRNA-LC were involved in the SINV

lifecycle. DDX1, RTCB and FAM98A were captured as having increased RNA binding activity

over the course of SINV infection and were further identified as direct vRNA interactors

[113, 123]. DDX1 and RTCB have both been observed to re-localise to viral replication
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organelles during SINV infection [113]. The roles of the tRNA-LC in SINV infection remain,

however, uncharacterised. In this chapter, I employed various knockdown techniques to

uncover the regulatory functions of tRNA-LC proteins during SINV infection. Building on the

findings of the previous chapter, I hypothesise that the proteins within the complex orchestrate a

coordinated regulatory mechanism. To explore this, I examined the enzymatic activities critical

to the complex’s function, including RTCB’s ligase activity facilitated by Archease recycling and

DDX1’s helicase activity. Additionally, I characterized the effects of previously used siRNAs

through whole-cell transcriptome analysis of uninfected and infected cells. This analysis

highlighted RNA-level changes resulting from the absence of two core proteins, DDX1 and

CGI99, shedding light on their potential roles in infection.
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5.2 Results

Proteome-wide analyses have identified components of the tRNA-LC as regulators of virus

infection [113] and recent work from our lab has shown that they interact directly with SINV

vRNA [123]. However, the impact of the tRNA-LC has not yet been assessed in alphaviruses,

and its regulatory role, if any, has not yet been characterised. In order to understand

how the tRNA-LC modulates alphavirus infection, I used two chimeric SINV constructs

previously generated in the Castello lab. Using a chimeric virus that expresses mScarlet

from the fusion with the non-structural protein 3 (SINVnsp3−mScarlet), I can observe the early

translation of non-structural proteins (Figure 5.1A). This provides a proxy for the early stages

of infection. Alternatively, I can use a chimeric virus that expresses mCherry from a duplicated

subgenomic promoter (SINVmCherry), a proxy for subgenomic translation, to assess late viral

gene expression (Figure 5.1B).

Figure 5.1: SINV chimeric viruses schematic

A Schematic of SINV virus with an nsP3 intercalated mScarlet tag (SINVnsp3−mScarlet). B Schematic of SINV virus

with mCherry tag under a duplicated subgenomic promoter (SINVmCherry).
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5.2.1 HEK293 inducible shDDX1 cell line reveals viral inhibition

Figure 5.2: HEK293 shDDX1 indicates viral inhibition in absence of DDX1

A Western blot of HEK293 shDDX1 cell lines, either induced for 48h (doxycyline induction) or uninduced. Cells

were infected with SINVnsp3−mScarlet at an MOI of 0.1 and harvested at Mock, 4hpi, 8hpi and 18hpi. Antibodies for

DDX1, RFP (indicative of the viral tagged Nsp3-mScarlet protein), SINV Capsid and β-actin were used. B Relative

quantification of 18hpi protein signal from western blot protein signals from 4 independent biological replicates.

Normalised to β-actin signal levels, followed by a log2 fold change quantification against the signal of the uninduced

cell line. C HEK293 shDDX1 cell lines were seeded and grown with or without doxycyline (uninduced labelled ctrl,

and induced labelled +dox) for 48h. Cells were infected with SINVmCherry (mCherry) and SINVnsp3−mScarlet

(mScarlet) at an MOI of 0.1. Fluorescence measurements were taken every 15 minutes for 24 hours by BMG

Clariostar plate reader. Fluorescence intensity was normalised as follows: minimum signal level set to 0, and

maximum signal set to 10000 for the control uninduced wells; doxycyline induced wells were normalised relative

to control. Error bars represent standard deviation across the 3 technical replicates from each condition, and 3

biological replicates from independent plates. Statistical significance was tested using two-tailed T-test comparing

to the uninduced control (P ≤0.01 **, P ≤0.05 *, P ≤0.1).

HEK293 cells induce a robust and comprehensive antiviral response against SINV infection

[113]. Interestingly, DDX1, RTCB and FAM98A have also been observed to have increased

RNA-binding activity in HEK293 cells following SINV infection. To determine whether the

knockdown of DDX1 in HEK293 cells altered infection outcomes, I first employed a previously
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inducible cell line that expresses short hairpin RNAs (shRNA) targeting DDX1 [116]. The

inserted shRNA construct is induced by the addition of tetracycline (or the more stable

doxycycline). I infected the shDDX1 line with SINVnsp3−mScarlet after 48 hours of induction.

The knockdown of DDX1 was achieved to a high level (around 90% reduction compared to

the uninduced). Furthermore, the absence of DDX1 elicited a decrease in the viral protein

produced, observed by the lower quantity of nsP3 produced as early as 8hpi and the lower

levels of capsid proteins at 18hpi (Figure 5.2A). The relative quantification of the protein

signal at 18hpi (Figure 5.2B) indicated a significant decrease of DDX1 and capsid protein.

To further validate this effect, I assessed the dynamics of viral growth using a live cell plate

reader, Clariostar, which allowed for a time course observation of viral fitness measured by

red fluorescent signal emitted from the chimeric viruses as a proxy of viral gene expression.

This assay showed a significant difference between the 2 conditions in both viruses, further

validating the western blot results (Figure 5.2B).

In addition to assessing protein levels in the HEK293 inducible shDDX1 cell lines,

transcriptome analysis was conducted both in the presence and absence of SINV infection.

The results (not shown) revealed no significant off-target effects of the shRNA beyond DDX1.

As expected, DDX1 was the most significantly downregulated transcript, confirming the

specificity of the knockdown. Moreover, the SINV vRNA is significantly downregulated in the

doxycycline-induced shDDX1 lines compared to the uninduced control, consistent with the

decreased viral protein expression observed in Figure 5.2B.

5.2.2 HEK293 siRNA targeting tRNA-LC indicates a viral increase in the absence of

these key proteins

To validate the observed phenotype using the shDDX1 knockdown, I next employed single

siRNA knockdown system previously described in Chapter 4. Briefly, I selected three different

siRNAs targeting DDX1 (Figure 4.4). Notably, one of the siRNAs corresponds to the sequence

in the shDDX1 system developed by the Proudfoot lab (referred to as siDDX1_1).
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Figure 5.3: Knockdown of DDX1 by single target siDDX1 suggest viral protein increase

A Western blot images of single target siDDX1 after 48h transfection followed by SINV infection with an MOI 0.1

SINVnsp3−mScarlet infection for 18h. No-siRNA refers to mock transfected cells (water only). A dilution of 10% and

50% of the lysates was performed to infer the quantitative accuracy of the assay. Antibodies for DDX1, RTCB, RFP

(indicative of the viral-tagged Nsp3-mScarlet protein), SINV Capsid and β-actin were used to study the knockdown

effect. B Relative quantification of western blot protein signals from 3 independent biological replicates. Normalised

to β-actin signal levels, followed by a log2 fold change quantification against the signal of the no-siRNA control

sample. Statistical significance was tested using two-tailed T-test against siCTRL samples (P ≤0.001 ***, P ≤0.01

**, P ≤0.05 *, NS: non-significant).

As previously, the knockdown experiments revealed consistent DDX1 suppression across

all three siRNAs, with only mild secondary effects on the levels of RTCB and CGI99 (Figure

5.3). However, viral protein levels were remarkably different when I challenged the DDX1-

knockdown cells with SINV infection. The results were the opposite of the shRNA-induced

phenotype previously observed. Interestingly, the depletion of DDX1 by siDDX1-1 (same

sequence as the shDDX1) slightly enhanced viral protein production compared to the siCTRL

(Figure 5.3B). The two other siRNAs (siDDX1-2 and siDDX1-3) showed a clear upregulation

of viral protein expression, with capsid levels in siDDX1-2 being statistically significant. The

contradictory results between the shRNA and siRNAs call for further experiments to determine

whether DDX1 is a dependency or an antiviral factor.
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Figure 5.4: siRNA pools targeting tRNA-LC proteins exhibit antiviral role by DDX1 and CGI99

A Western blot images of siRNA pools targetting DDX1 (siDDX1), CGI99 (siCGI99), RTCB (siRTCB) and Archease

(siArchease) after 48h transfection (MOCK samples) followed by MOI 0.1 SINVnsp3−mScarlet infection for 18h (SINV

samples). No-siRNA refers to mock-transfected cells (water only). B and C Relative quantification of western

blot protein signals from 3-5 independent biological replicates in uninfected mock samples (B) and SINV infected

samples (C) (n=3 for siDDX1 and siCGI99, n=5 for siRTCB). Western blot protein signal normalised to β-actin signal

levels, followed by a log2 fold change quantification against the signal of the no-siRNA control sample. Statistical

significance was tested using two-tailed T-test against siCTRL samples (P ≤0.001 ***, P ≤0.01 **, P ≤0.05 *). In

blue, siRNA target protein; in red, viral protein; and in grey, secondary proteins quantified.

Due to the discrepancy in phenotype when using single DDX1 sequence targets, I decided
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to use the siRNA pool for DDX1, CGI99 and RTCB protein knockdown, as previously used in

Chapter 4. I challenged the respective knockdowns to SINV and analysed by western blotting

tRNA-LC proteins as well as viral proteins (Figure 5.4A). siRNA pools for tRNA-LC proteins

led to a pronounced and statistically significant reduction in levels of the target protein and

in some cases, other members of the complex, suggesting higher efficiency than individual

siRNAs (Figure 5.4B and C). The siDDX1 had a secondary effect on CGI99 protein levels. The

siCGI99 reduced the levels of DDX1, RTCB and FAM98A. Meanwhile, siRTCB significantly

reduced the relative levels of DDX1 and CGI99. The secondary effect on other proteins in

the tRNA-LC indicates a strong co-dependence for complex stability in the hierarchical order

previously outlined in Chapter 4. Knockdown of DDX1 and CGI99 led to a significant increase

in the amount of nsP3-scarlet and capsid protein (Figure 5.4C), which is consistent for DDX1

with the individual siRNAs. No significant effects in viral protein expression were observed

in the siRTCB knockdown samples. Noting that siRTCB also reduced DDX1, my results

add further complexity to the tRNA-LC effect in SINV infection. However, an antiviral role is

consistently displayed across several siRNAs against DDX1 and CGI99. The siRTCB pool

may have confounding effects difficult to control, which may translate to different effects in viral

proteins.

The direct knockdown of tRNA-LC proteins exhibited a puzzling array of phenotypes. Using

an orthogonal approach to decipher the regulatory role of the complex in SINV infection, I

next investigated whether a tangible effect on the catalytic function of the tRNA-LC could be

detected. Archease is closely associated with the tRNA-LC and is an essential RTCB cofactor

as it promotes catalytic recycling. In conjunction with DDX1, Archease enables the turnover of

GTP/GMP on RTCB after a ligation reaction [198].

To investigate if the catalytic function of the tRNA-LC affects SINV infection, I aimed to

inhibit the ligase recycling ability through the knockdown of Archease. To assess the impact of

Archease depletion on viral fitness, I employed a siRNA pool specifically targeting Archease.

Using quantitative real-time PCR (qRT-PCR), I measured knockdown efficiency. Two distinct

primer sets used in [198] were employed, resulting in varying knockdown levels (80% or 50%,

depending on the primer pair) (Figure 5.5A). In both cases, Archease mRNA levels significantly

decreased compared to control samples treated with siCTRL, which indicates that knockdown

occurred. Notably, the knockdown of Archease nearly tripled the quantity of vRNA detected

compared to the control siRNA. This suggests that Archease inhibits infection, consistent with
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Figure 5.5: siArchease impact on tRNA-LC and viral fitness

A Relative mRNA levels measured by qRT PCR of siCTRL and siArchease in SINV infection. RNA isolated from

48h siRNA transfection and 18h SINV infection. Two different primer sets used targeting Archease mRNA (Primer

1 and Primer 2), and primer set targeting SINV Capsid mRNA. Ct values from 4 biological replicates, normalised

to housekeeping GAPDH Ct value, were used for ∆∆ Cq calculation of siArchease over siCTRL. B and C Relative

quantification of western blot protein signals from 5 independent biological replicates of siCTRL and siArchease in

uninfected mock samples (B) or 18hpi SINV infected samples (C). Protein signal normalised to β-actin signal levels,

followed by a log2 fold change quantification against the signal of the no-siRNA control sample. Representative

Western blot image in Figure 5.4. Statistical significance was tested using two-tailed T-test comparing to the siCTRL

(P ≤0.001 ***, P ≤0.01 **, P ≤0.05 *)

the effects observed with siDDX1 (pool) and siCGI99.

While the interaction between Archease and the tRNA-LC is transient, its importance in

activating RTCB may affect the conformation of the complex. Hence, I tested if the knockdown

of Archease had an effect on the abundance of the tRNA-LC components. Additionally, I tested

whether the knockdown affected viral protein expression. I performed western blot analysis on

siArchease lysates, specifically probing for tRNA-LC proteins (Figure 5.5B and C). Under mock

and infected conditions, there were no significant changes in the protein levels of DDX1, RTCB,

CGI99 and FAM98A when compared to the siCTRL levels. However, I observed a significant

increase in SINV nsP3 and capsid. This further indicated that the inhibition of Archease did

not affect the stability of the tRNA-LC, yet increased vRNA and protein production.

In total, I have observed CGI99 and DDX1, two essential tRNA-LC proteins, significantly

upregulating viral proteins when absent. CGI99 significantly destabilises other proteins of the

tRNA-LC, and in the previous chapter, it was observed to be central to the complex’s structure.

This suggests that the tRNA-LC is a regulator of SINV, inhibiting viral fitness. Furthermore, the

absence of Archease, the ligase’s essential co-factor, causes a significant stimulation of viral

gene expression and translation. This indicated that the catalytic function of the complex may
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be necessary for the antiviral effect.

Figure 5.6: Stress response detected by phosphorylated eiF2α

Western blot of siRNA transfected samples, probing for phosphorylated eiF2α to verify stress response. The full

panel of siRNA in mock conditions and a single no-siRNA sample in SINV condition as a positive control was used.

Protein signal of eIF2α-phospho normalised to β-actin signal levels, followed by a ratio calculation to the MOCK

no-siRNA control.

siRNA transfections can elicit undesirable secondary responses from the cell, such as

off-target silencing or activation of stress response pathways [263]. The integrated stress

and the antiviral responses are characterised by the phosphorylation of eukaryotic initiation

factor-2α (eIF2α) to arrest protein synthesis [264–266]. I subsequently aimed to verify if

the baseline stress/antiviral response is triggered by siRNA transfection. Phosphorylation

of eIF2α was assessed by western blot following depletion of various proteins in uninfected

cells. SINV is known to induce robust phosphorylation of eIF2α [126, 267, 268], so samples

without siRNA under mock and SINV-infected conditions were included as negative and

positive controls, respectively (Figure 5.6). As expected, in the absence of siRNA, eIF2α

phosphorylation was low under mock conditions (normalized to 1) and increased approximately

threefold upon SINV infection. Across all siRNA treatments tested, including the siCTRL,

eIF2α phosphorylation levels remained largely unchanged compared to the no-siRNA control.

While siRNA transfection can cause cellular stress that might influence experimental outcomes,

in this case, the stress appears to be uniform across all conditions. Notably, differential

phenotypes were still observed for specific siRNAs. For example, siRTCB did not produce

an observable phenotype, and eIF2α phosphorylation levels remained comparable to both

siCTRL and no-siRNA controls. These results suggest that the mild phosphorylation of eIF2α

induced by siRNA transfectant does not significantly affect SINV infection outcomes.
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5.2.3 Assessing the importance of the tRNA-LC catalytic activity in SINV infection

The knockdown of Archease indicated that the tRNA-LC catalytic activity correlates with the

antiviral effects of DDX1 and CGI99. Archease has not been reported to be involved in any

other pathway other than the RTCB ligase recycling reaction. The cooperation of DDX1 and

Archease in ligase recycling and the similarities of their phenotypes represent an interesting

connection to explore.

To further characterise DDX1’s involvement in viral fitness and specifically its role in the

activity of the tRNA-LC, I next expressed a DDX1 catalytic null mutant in cells. DDX1 is an

ATP-dependent helicase, and a mutation from a lysine to an alanine at position 52 of the

Walker A motif involved in ATP binding and hydrolysis (K52A) renders the helicase catalytically

inactive [253]. I employed an inducible cell line established in the Castello laboratory, where

the DDX1-K52A mutant with a GFP tag was introduced into a HEK293 FITR cell line. The cell

line enabled me to study the impact of viral fitness in the presence of the catalytic null mutant.

I induced the expression of the mutant protein for 24h before challenging the cells with

SINV. In parallel, I subjected wild-type DDX1-eGFP (previously used in Chapter 4) to the

same treatment for comparison. I assessed the levels of DDX1, RTCB and the viral proteins

Nsp3 and Capsid by western blot (Figure 5.7A). Interestingly, I noticed that DDX1-eGFP

variants replace the endogenous DDX1. This is consistent with the need for assembly into

the tRNA-LC to be stable and thus limited to the other proteins’ stoichiometry. DDX1-K52A-

eGFP replaced the endogenous more efficiently, which could be explained by the fact that

the helicase activity of the tRNA-LC becomes locked in a "no go" conformation (Figure 5.7A).

The mutant outcompeting the endogenous functional protein is characteristic of a dominant

negative behaviour. The levels of RTCB protein remained stable in the DDX1-GFP cell line

in both conditions. However, I noticed a slight reduction in RTCB levels following infection

in the DDX1-K52A-eGFP expressing cells. Notably, the viral proteins nsP3 and Capsid

levels decreased in DDX1-K52A expressing cells. This indicated that the mutant protein

inhibited viral protein synthesis. I further examined the dynamics of chimeric SINVmCherry

and SINVnsp3−mScarlet viruses in a live cell plate reader assay (Figure 5.7B). The plate reader

indicated mild differences between the cells expressing DDX1 or DDX1-K52A, suggesting

lower effects in the fluorescent protein expression. These results with the catalytic mutants

were not consistent with the role of DDX1 as an antiviral protein. However, side effects of an

assembled tRNA-LC with a "poisoned" helicase may have broader cellular consequences that
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Figure 5.7: Impact of DDX1 catalytic mutant K52A in infection

A Western blot image of HEK293 FITR cell lines with either wild type GFP tagged DDX1 (DDX1-GFP) or with

catalytic null mutant GFP tagged DDX1-K52A (DDX1_K52A-GFP). Samples were induced for 24h with doxycyline

and harvested (MOCK) or subsequently infected with SINVnsp3−mScarlet for 18h (SINV) with MOI 0.1. Antibody

against DDX1 indicated endogenous DDX1 and the heavier DDX1-GFP proteins, expressed from doxycyline

treatment. Further antibodies used included: RTCB, RFP (as proxy of the viral tagged Nsp3-mScarlet protein)

and SINV Capsid.

B HEK293 FITR DDX1-K52-GFP cell lines were seeded and grown with or without doxycyline (uninduced

labelled ctrl, and induced lablled +dox) for 24 hours. Cells were infected with SINVmCherry (mCherry) and

SINVnsp3−mScarlet (mScarlet) at an MOI of 0.1. Fluorescence measurements were taken every 15 minutes for

24 hours by BMG Clariostar plate reader. Fluorescence intensity was normalised as follows: minimum signal level

set to 0, and maximum signal set to 10000 for the control uninduced wells, and doxycyline induced wells were

normalised relative to control. Error bars represent standard deviation across the 3 technical replicates from each

condition, and 3 biological replicates from independent experiments. Statistical significance was tested using two-

tailed T-test compared to uninduced control (P ≤0.001 ***, P ≤0.01 **, P ≤0.05 *, P ≤0.1, ns: not-significant) at

16hpi and 24hpi.

are difficult to control and identify.

It was still unknown whether SINV infection had any effect on the tRNA-LC activity. To

this effect, I measured the ligation of an in vitro transcribed substrate incubated with cellular

extracts from uninfected and SINV-infected cells. This assay enabled the discovery of RTCB

in 2011 [197], whereby cell lysates were incubated with 3’-phosphorylated (3’P), 5’-OH dsRNA

molecules, which, in the presence of RTCB, became covalently linked (schematic in Figure

5.8A). This work was carried out in collaboration with the Martinez laboratory, particularly Dr.

Stefan Weitzer, who performed the ligation assay. The radiolabelled dsRNA was incubated with

cell lysates from 5 conditions: mock, mock 18h, SINV 4hpi, SINV 8hpi, and SINV 18hpi. The

resulting samples were visualised by denaturing gel electrophoresis (Figure 5.8B). I observed
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Figure 5.8: tRNA-LC ligase activity inhibited at late stages of infection

A Schematic of dsRNA substrate with a 5’-OH and 3’-P RNA oligonucleotides (in gray; with yellow marking the

radiolabel), which becomes covalently linked after incubation with cell lysates containing RTCB ligase. B Gel

electrophoresis image of 2mg/ml HEK293 wild type lysates collected at 4, 8 and 18h post infection and control mock

samples collected at points of infection, incubated with dsRNA substrate for 30min. Unligated substrate travels to

the bottom of the gel, whilst the interstrand ligation travels higher in the gel (labelled). C Relative quantification of

signal from interstrand ligation products at each timepoint from 3 biological replicates. Log2fold change calculated

relative to respective mock control samples and interlinked to show kinetic. Statistical significance was tested using

two-tailed T-test comparing to respective mock samples (P ≤0.001 ***, P ≤0.01 **, P ≤0.05 *, P ≤0.1, N.S: not-

significant)

that the levels of the ligated product increased slightly at the start of the infection (4hpi).

However, as the infection progressed, the amount of ligated substrate significantly decreased

(Figure 5.8C). This suggested that the tRNA-LC is inhibited in the late stages of SINV infection.

As the inhibition of ligase activity is observed only at the later time points, this effect could be

linked to the increase of vRNA levels in the lysates. Since the tRNA-LC binds to vRNA, it

might get trapped on the vRNA and subsequently be unable to reassociate with new RNA,

in this case, the radiolabelled RNA substrate. DDX1 and RTCB have both previously been

characterised to co-localise with SINV viral factories [113] , which may correlate with vRNA

saturation. The following chapter will explore the specific RNAs bound by the tRNA-LC in mock

and infected conditions. Alternatively, the tRNA-LC is susceptible to oxidative inactivation [269].
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During infection, an increase in reactive oxygen species may inhibit the ligase activity of RTCB.

5.2.4 Transcriptomic changes induced by tRNA-LC knockdown in uninfected and

infected conditions

The observed tRNA-LC antiviral function may be due to cellular changes in the transcriptome

induced by alteration of the abundance of its components. To investigate whether the

knockdown of the tRNA-LC, namely DDX1 and CGI99, reflected a transcriptome-wide change

in uninfected and infected cells, I next carried out an RNA sequencing experiment. Firstly,

I focused on the mRNA changes that occurred upon siDDX1 or siCGI99 transfection in

uninfected cells by comparing these samples to the siCTRL. Secondly, I sought to investigate

the SINV-specific mRNA changes in each of the siRNA backgrounds by determining the

transcriptomic changes occurring with these siRNAs in SINV-infected cells.

RNA was isolated from HEK293 cells transfected with siCTRL, siDDX1, and siCGI99.

These RNA samples were harvested in parallel to the protein samples previously analysed

in Figure 5.4 , where I observed a significant knockdown of the target proteins DDX1 and

CGI99 and a significant increase in viral proteins nsP3 and Capsid. I prepared sequencing

libraries specifically enriching mRNA via oligo d(T) capture and then sequenced them using a

state-of-the-art Illumina sequencer, NextSeq 550.

Figure 5.9: Principal Component Analysis of siRNA RNA sequencing data PCA of mRNA sequencing data

from siRNAs targeting siDDX1, siCGI99 and siCTRL (scramble sequence) in mock or SINV conditions. The first

two principal components were plotted as a 2D scatter plot, with the percentage of variance explained by each

component given in brackets in the axes’ titles. siCGI99 samples are represented in pink, siCTRL in grey and

siDDX1 in blue. Circles represent uninfected mock samples, while triangles represent SINV-infected samples.

To increase the quality of my analysis and to capture genuine changes in the transcriptome,
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I used an RNA spike-in pool, which allowed for accurate normalisation. During SINV infection,

global cellular RNA degradation [113]. Therefore, standard normalisation to housekeeping

genes does not accurately reflect the transcriptome changes [270]. An average of 18 million

75bp single reads per sample was obtained with a Q30 score over 94%. The obtained high-

quality sequencing data was analysed with the help of the Bioinformatics Group at the CVR,

particularly Srikeerthana Kuchi. Unfortunately, three samples had insufficient reads, failed our

quality checks, and were omitted from the downstream analysis. To assess the quality of the

data, I performed a principal component analysis (PCA) (Figure 5.9). The siDDX1-transfected

samples clustered separately from the other groups, and they also separated depending on

whether the cells were infected or not. The high divergence of siDDX1 samples over the other

samples suggested a significant change in the transcriptome upon depletion of DDX1 that

did not occur in the other conditions. Interestingly, siCGI99 samples clustered closer to the

siCTRL samples than to the siDDX1 ones. The siCTRL samples did not separate greatly in

the PCA. The lack of significant separation suggests that differences between the uninfected

and SINV-infected samples were minimal. Previous transcriptomic experiments in the Castello

lab were done with MOI 1 and 10, but here, I used MOI 0.1 to maximise the effects of the

knockdown as well as have a comparable dataset to the transcriptomic experiments performed

in the HEK293 shDDX1 cell lines mentioned earlier. Unfortunately, due to technical differences

and analysis pipeline, namely the use of RNA spike-in controls for normalisation, the direct

comparison between the two transcriptomic datasets was not possible. The substantially lower

MOI is expected to result in a large proportion of non-infected cells, which can explain this

phenomenon. Conversely, larger transcriptomic changes were observed between uninfected

and infected cells when DDX1 or CGI99 were depleted, suggesting that the lack of these

proteins benefits viral replication and spread, increasing the transcriptome differences between

mock and infected cells.
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Figure 5.10: tRNA-LC gene expression in varying conditions

Normalised mRNA read counts obtained in the respective sample group: siCTRL, siDDX1 and siCGI99 in either A

Mock or B SINV conditions. tRNA-LC mRNAs plotted as well as mRNAs aligning to the SINV genome in (B).

To further assess sample quality, I investigated the reads mapping to components of the

tRNA-LC in each group after normalisation (Figure 5.10). As expected, there were minimal

read counts for DDX1 and CGI99 mRNA in the samples transfected with the siDDX1 and

siCGI99, respectively. The mRNA levels of other members of the tRNA-LC (i.e. RTCB,

FAM98A/B and ASW ) were not altered compared to mock cells (Figure 5.10A). This indicates

that the previously observed loss of tRNA-LC proteins upon DDX1 and CGI99 knockdown was

not transcriptional but likely due to changes in protein stability. In SINV-infected cells, however,

a reduction in tRNA-LC mRNA levels was observed when compared to the siCTRL levels.

The degradation of the tRNA-LC mRNAs can reflect the general transcriptome degradation

occurring during DDX1/CGI99 knock-down enhanced SINV infection. Notably, I observed

increased SINV vRNA in the siDDX1 samples and, to some degree, in the siCGI99 samples

compared to the siCTRL which is consistent with the increased protein levels previously

observed.
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Figure 5.11: Comparative analysis of siCTRL and siDDX1 samples in mock and SINV

Comparative analysis of siCTRL and siDDX1 samples in A Mock or B SINV conditions. MA plots of differentially

expressed genes in each condition. Downregulated genes labelled in blue, upregulated labelled in red and not-

significantly changed labelled in grey. ISGs labelled in green in each MA plot (list of genes from [Chen et al. 2025, in

preparation]). C GO enrichment analysis of downregulated genes in SINV siCTRL/siDDX1 comparison. Enrichment

analysis was performed with clusterProfiler and overlapping GO terms were removed, using a similarity threshold

of 0.25 for Biological Processes analysis. The colour of each bar indicates the significance of the enrichment, with

darker purple indicating more significant enrichment.

To assess the impact of DDX1 absence in transcriptome changes, I analysed the differential

gene expression in siCTRL and siDDX1 samples in both mock and SINV infected conditions

(figure 5.11A and B). In addition to plotting significantly differentially expressed genes, I

represented ISGs (plotted in green). In both the Mock and SINV conditions, ISG expression

remained unchanged probably due to the low penetrance of infected cells with an MOI 0.1. In

uninfected cells, the lack of changed ISGs in DDX1 knockdown compared to siCTRL suggests

that DDX1 does not regulate ISG levels . Typically, viral infection leads to changes in ISG

regulation [38, 40]. However, the absence of significant changes here likely reflects similar

levels of stimulation in both the SINV siCTRL and SINV siDDX1 samples, resulting in no

discernible difference. This could indicate that ISG expression levels are equivalent in the

siCTRL and siDDX1 conditions during SINV infection.

In Mock, only 16 genes were downregulated, with the most significant being DDX1 as

expected. However, in SINV, I observed 442 downregulated genes, which may reflect that

RNA degradation is triggered in the subpopulation of infected cells in the culture. Aspects of

SINV-specific changes will be explored in the specific mock and infected comparison within

each siRNA background later on.
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Data shows a large number of upregulated genes in mock and SINV-infected cells upon

knockdown of DDX1. A comparison of both sets revealed that 98% of the genes upregulated in

SINV and mock cells are shared between the two conditions. This implies that these changes

are inherent to the absence of DDX1 in the cells. I further investigated these genes by a

GO enrichment analysis (Figure 5.11C). I identified that a large proportion of these genes are

involved in synaptic signalling and organisation.

Figure 5.12: Comparative analysis of siCTRL and siCGI99 samples in mock and SINV

Comparative analysis of siCTRL and siCGI99 samples in A Mock or B SINV conditions. MA plots of differentially

expressed genes in each condition. Downregulated genes labelled in blue, upregulated labelled in red and not-

significantly changed labelled in grey. ISGs labelled in green in each MA plot (list of genes from [Chen et al.

2025, in preparation]). C GO enrichment analysis of downregulated genes in SINV siCTRL/siCGI99 comparison.

Enrichment analysis was performed with clusterProfiler and overlapping GO terms were removed, using a similarity

threshold of 0.25 for Biological Processes analysis. The colour of each bar indicates the significance of the

enrichment, with darker purple indicating more significant enrichment.

To assess the impact of CGI99 knockdown on transcriptomic changes, I analyzed

differential gene expression in siCTRL and siCGI99 samples under both mock and SINV-

infected conditions (Figure 5.12A and B). As with the siDDX1, significantly differentially

expressed genes (DEGs) were plotted alongside ISGs (highlighted in green). In the mock

condition, ISG expression remained largely unchanged, indicating an absence of cellular

antiviral response due to the absence of CGI99. However, during SINV infection, a global

down-regulation of ISGs was observed, with 57% of the listed ISGs significantly reduced in

siCGI99 compared to siCTRL. This effect contrasts with the siDDX1 results (Figure 5.4).

To further investigate these transcriptomic changes, I performed GO enrichment analysis

on downregulated genes in SINV-infected conditions (Figure 5.12C). Many of these genes
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were associated with ribosome biogenesis and non-membrane-bounded organelle assembly,

potentially linked to viral processes. Unlike DDX1 knockdown, the absence of CGI99 caused

minimal changes in the transcriptome in mock conditions. Few DEGs were identified, with only

two upregulated genes, one being RAB11B, a gene associated with synaptic function. The

results with mock cells suggest that CGI99 knockdown does not cause ISG downregulation

per se, and the virus faces a cell with a similar transcriptome immediately upon infection.

Figure 5.13: SINV-specific transcriptome changes in each siRNA background

Comparative analysis of Mock and SINV infected samples in A siCTRL B siDDX1 and C siCGI99. MA plots of

differentially expressed genes in each condition. Downregulated genes labelled in blue, upregulated labelled in red

and not-significantly changed labelled in grey. ISGs labelled in green in each MA plot (list of genes from [Chen et

al. 2025, in preparation]). D and E GO enrichment analysis of downregulated genes in siDDX1 (D) and siCGI99

(E) Enrichment analysis was performed with clusterProfiler and overlapping GO terms were removed, using a

similarity threshold of 0.25 for Biological Processes analysis. The colour of each bar indicates the significance of

the enrichment, with darker purple indicating more significant enrichment.

To study the SINV-specific changes that occur in the absence of DDX1 and CGI99, I

investigated the DEGs in Mock and SINV conditions for each of the siRNA targets. The

analysis of uninfected and infected samples in each siRNA background permits the study of

SINV-specific changes. This analysis negates to some degree the mRNA changes inherent to

the siRNA knockdown, such as the upregulated genes identified in the siDDX1 compared to
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siCTRL.

In the siCTRL comparison between mock and infected samples, I observed no significant

DEGs (Figure 5.13A). However, the overall ISGs are moderately downregulated in infection,

as noted by their shift below the median line. The lack of significant changes can be due

to the lower infection occurring in the siCTRL samples. I used an MOI 0.1, meaning that at

harvest, the isolated bulk RNA may only represent a small fraction of infected cells. Thus,

the lack of DEGs is obscured by a predominant uninfected background. Furthermore, in the

siCTRL sample set, I only had two biological replicates in each condition, which could impact

the statistical significance of the siCTRL comparison. I observed the significant upregulation

of the SINV vRNA labelled "SINV-genome", although this is widely expected as no SINV RNA

would be present in the mock conditions.

In the mock and SINV infected samples comparisons within the siDDX1 and siCGI99

background, I observed over 12126 and 11128 downregulated genes, respectively (Figure

5.13B and C). A significant number of ISGs, over 80% are represented among the

downregulated genes in both siDDX1 and siCGI99 comparisons. Notably, the overall mRNA

profile is shifted below the median line, which is a characteristic of host mRNA degradation that

occurs during virus infection. The most significantly upregulated gene is the SINV genome. I

performed a GO enrichment analysis on the downregulated genes in both siDDX1 and siCGI99

(Figure 5.13D and E). A significant proportion of the genes were shared between the two

siRNAs, which translated to shared GO terms such as ’regulation of ncRNA transcription’,

’proteasome-mediated ubiquitin-dependent protein catabolic process’ and ’non-membrane-

bounded organelle assembly’. The identification of genes associated with non-membrane

bound organelles may be very relevant in the context of SINV infection, which is known to

destabilise stress granules, for example [271].

Overall, the differences between the siCTRL, siDDX1 and siCGI99 comparisons in Mock

and SINV-infected samples were striking. While the infection in siCTRL cells indicated

no significant changes in expressed genes, the infection in siDDX1 and siCGI99 cells

downregulated over 11000 genes. The significantly higher differential expression observed

in the siDDX1 and siCGI99 samples can reflect the more favourable infection environment

in the absence of the two tRNA-LC proteins. Among the down-regulated genes are a large

number of ISGs, which reflects the inhibition of innate immunity and type I interferon response.
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In conclusion, I have shown that the effects of the tRNA-LC in infection are complex.

Beyond the opposing phenotypes observed in relation to the experimental technique, the

most consistent results were displayed by a siRNA pool targeting multiple tRNA-LC targets

and Archease. While there is reasonable doubt about the roles of the tRNA-LC in infection,

the siRNAs that produced the most reproducible and robust results suggest an antiviral

effect. Interestingly, the ligase activity of the complex is inhibited at later stages, which

may be linked to the antiviral phenotype observed. The exploration of the transcriptome

changes in the absence of DDX1 and CGI99 indicated a significant downregulation of a

remarkably large number of genes during SINV infection. These genes were predominantly

involved in ribosomal biogenesis, proteasome-mediated ubiquitination, and non-membrane-

bounded organelles. However, the most likely explanation is that the lack of DDX1 and CGI99

accelerates SINV infection, leading to the previously described degradation of cellular mRNAs

in a larger proportion of cells than in the siCTRL conditions.
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5.3 Discussion

The tRNA-LC proteins have recently been implicated in the SINV lifecycle [113]. DDX1, RTCB

and FAM98A were identified as having increased RNA binding activity over the course of SINV

infection and were further characterised as direct vRNA interactors [123]. However, their

roles in SINV infection have not yet been identified. Here, I employed different knockdown

techniques to elucidate what these roles may be. The results revealed method-derived

differences. While shRNAs targeting DDX1 indicated DDX1 as a dependency factor in SINV

infection, the results employing siRNAs targeting various tRNA-LC components consistently

showed an antiviral phenotype, namely DDX1 and CGI99. Furthermore, the recycling of RTCB

was shown to be detrimental to SINV infection, as illustrated by the depletion of Archease.

The mRNA sequencing of the siRNA transfected cell lines targeting DDX1, CGI99 and control

scramble sequence revealed a significant increase in infection characterised by the increased

downregulation of over 11000 genes. While more experiments will be required to deconvolute

the phenotype of the tRNA-LC in infection beyond a reasonable doubt, the consistency of

the siRNAs, paired with their low secondary effect in the transcriptome, suggests an antiviral

phenotype.

5.3.1 Technical difficulties in resolving tRNA-LC SINV phenotype

To evaluate DDX1’s impact on virus fitness, two knockdown techniques were used: cell-stable

inducible shRNA and transfected siRNA. Each technique produced different effects despite

targeting the same sequence within DDX1: shDDX1 inhibited SINV, while siDDX1-1 with the

same sequence increased viral output relative to siCTRL. These results are mirrored in studies

on SARS-CoV-2 with the same sh/siRNA target sequences used (shDDX1 in [116] siDDX1-

2 and siDDX1-3 in [193]). One study found that shDDX1 expression inhibited viral fitness in

A549-Ace2 cell lines [116]. By contrast, another study reported the opposite results in HUH7-

Ace2 cells transfected with siRNAs against DDX1 and infected with SARS-CoV-2 [193]. These

results suggest that a technical element inherent to the knockdown approach influences the

outcome of the infection. I would expect to identify similar patterns of inhibition in both SINV

and SARS-CoV-2, which is why the conundrum in the sh/siRNA phenotype is intriguing. The

disparity in phenotype observed in these published studies indicates that the obtained results in

this chapter are not unique. The discrepancies identified indicate that an alternative knockdown

system is required to truly study the behaviour of DDX1. Unfortunately, the complete knock-
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out (KO) of DDX1 is not possible. DDX1 is an essential cellular protein, and the KO has

been shown to be lethal in mouse embryos [272]. To improve on this experiment, in future

work, I would seek to establish an inducible targeted degradation, such as the auxin-inducible

degron [273]. The rapid protein depletion could aid in quick viral screens and circumvent the

activation of undesirable pathways or technical biases. The complete removal of DDX1 could

provide a clear-cut effect on SINV infection.

Beyond the technical application of the knockdown systems, I identified an additional

consideration in interpreting siRNA KD results in my experimental system. siRNA transfections

can activate cellular stress response pathways [263]. I observed that all transfected siRNA

elicited a stress response, detected by the phosphorylation of eIF2-α. This may prime

the cells to exhibit a different reaction during infection that may not singularly be from the

protein absence but rather from an activated innate immunity response, interferon. This

pathway activates the dsRNA-dependent PKR upstream of eIF2-α. Interestingly, SINV and

SFV have been shown to be able to circumvent the translation initiation inhibition caused

by the phosphorylation of eIF2-α through RNA secondary structures slowing ribosomes at

the correct start site [126]. Furthermore, in a study on the impact of autophagy and eIF2-α

phosphorylation during SINV infection [268], researchers found that eIF2-α phosphorylation

is an essential step in inhibiting cellular translation and increases viral translation. Together,

these studies could indicate that in my data, the activation of the PKR stress response by siRNA

transfection correlates with increased viral fitness. However, the relative comparison between

the siCTRL and the siRNA targeting tRNA-LC indicates this is not the case. The increased

viral proteins detected in the siDDX1 and siCGI99 are, in fact, symptomatic of the knockdown

of those specific proteins. Furthermore, the complete transcriptomic analysis performed in

siRNA-transfected cells indicated that ISG stimulation does not occur in steady-state conditions

and, subsequently, is not a factor when analysing the SINV-infected microenvironment. The

antiviral effect observed by the knockdown of DDX1 and CGI99 is robustly portrayed as

inherent to the absence of these key tRNA-LC proteins rather than an off-target effect caused

by transfection stress.

5.3.2 The antiviral role of the tRNA-LC

Isolating the specific behaviour and effects of individual members of the tRNA-LC presents

significant challenges. As discussed in Chapter 4, targeting one protein often has substantial
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impacts on the stability of other components within the complex. This inter-protein dependency

was evident during individual siRNA targeting experiments, which caused knock-on effects

on the other proteins in the tRNA-LC. In the context of SINV infection, the same occurs.

Interestingly, the mRNA of tRNA-LC components remains stable in the absence of one protein,

indicating the dissolution of the complex components occurs at the protein level. In SINV-

infected samples, siDDX1 and siCGI99 treatments significantly increased the relative protein

levels of nsP3. Notably, the pronounced knockdown of DDX1 by siCGI99 could suggest that

the antiviral effects seen in the absence of CGI99 may be attributed to the loss of DDX1, a

protein more extensively characterised in viral infections.

The transcriptome of siDDX1 transfected cells indicated an upregulation of genes involved

in synaptic functioning. DDX1 and the tRNA-LC have previously been characterised to play

a role in synaptic function in neurons [246]. The tRNA-LC is a component of cytoplasmic

mRNA-transporting granules that are kinesin-associated in dendrites. These granules are

involved in transporting specific mRNAs from the cell body to dendrites, allowing for local

mRNA translation at sites distant from the nucleus. This process is crucial for synaptic plasticity

and function [246]. The upregulation of these pathways in the absence of DDX1 could indicate

a compensatory mechanism to maintain cellular homeostasis.

During SINV infection, a significant remodelling of the transcriptome is observed in siDDX1

and siCGI99 transfected cells. The knockdown of DDX1 and CGI99 instigated a significant

downregulation of over 11000 genes. The genes are predominantly associated with non-

membrane-organelles. In addition to the tRNA-LC involvement in the non-membrane structure

involving mRNA-transporting in dendrites [246], DDX1 has further been characterised to

associate with stress granules (SGs) in response to environmental stressors [206]. DDX1

has been observed to co-localise with SG markers such as G3BP1. The interaction between

these two proteins has been further characterised as protein-dependent rather than via an

RNA stabilising bridge [206]. SGs play a crucial role in viral progression [274]. SGs are part

of the cell’s integrated stress response, forming as a consequence of translation inhibition

during viral infection. They act as cytoplasmic RNA-protein complexes that can suppress

vRNA translation, potentially limiting viral replication through sequestration [274]. However,

alphaviruses have evolved strategies to manipulate SG formation to their advantage. SINV

for example, hinders the ability of vertebrate cells to form SGs via host cellular shut-off [271].

I speculate that the absence of tRNA-LC proteins during SINV infection further hinders the
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formation of SGs, enabling SINV to progress faster through the cell.

DDX1 has previously been shown to directly stimulate IFN-β production in a variety of RNA

viruses such as TGEV and FMDV [166, 194]. In IAV infection DDX1 has been proposed to

form an alternative complex with DDX21 and DHX36, which binds to dsRNA in the cytoplasm.

Upon dsRNA sensing, the complex interacts with the TRIF pathway to activate type I IFN [178].

The suppression of DDX1 in all of these studies significantly decreased the ability to mount an

interferon response. In my study, the suppression of DDX1 during SINV infection, significantly

downregulated ISGs. I hypothesise that the absence of tRNA-LC proteins, specifically DDX1,

inhibits innate immune response pathways such as IFN. In the next chapter, I explore the DDX1

protein-protein interaction changes during infection, which could indicate the association of the

tRNA-LC with these antiviral complexes.

5.3.3 The importance of the ligase and helicase activities of the tRNA-LC in SINV

The primary role of the tRNA-LC, is the unusual ligation of RNA with 3’ ends containing a 2’,3’-

cyclic phosphate (2’,3’-cP) with an RNA fragment with a 5’-hydroxyl (5’-OH) [197]. This role is

orchestrated by the function of the RTCB ligase in coordination with DDX1 and Archease. The

ligase activity of the tRNA-LC is essential in tRNA maturation as well as the ligation of XBP1

during UPR [197, 203]. I aimed to understand whether this central function of the complex

is important during viral infection. Using an in vitro ligation assay, I observed that the ligase

activity of the tRNA-LC increases 4h upon infection, followed by a substantial inhibition at

later time points. An exciting hypothesis is that RTCB may not be able to engage with the

substrate to catalyse its ligation if it is saturated by binding vRNA. Indeed, RTCB has been

reported to interact directly with SINV RNA [123], and vRNA represents over 70% of cellular

polyadenylated RNA at 18hpi [113]. The high abundance of vRNA and its high concentration

at viral replication organelles may potentially overwhelm RTCB, which is known to relocate to

these replication foci [113]. The exact RNAs bound by RTCB will be further discussed in the

following chapter.

An alternative explanation for the lack of ligation during the above assay is the lack of

enzymatic turnover. RTCB may not be undergoing normal guanylation due to a lack of

GTP/GMP conversion by Archease and DDX1 [198]. Normal recycling is most likely still

occurring early upon infection correlating with the high ligation activity detected at 4hpi. GTP

is an essential molecule in the alphavirus life cycle, and its depletion has been shown to hinder
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SFV and CHIKV infection by inhibiting nsP1 capping of vRNA [275–277]. In the context of

RTCB recycling, it is plausible that cellular GTP is exhausted by viral processes such as

translation, leading to a reduction in RTCB recycling at later times post-infection. A repetition

of the ligation assay in the presence of different doses of GTP could shed light on this point.

The strong antiviral phenotype of Archease stands in stark contrast to RTCB’s lack of

phenotype in infection. Archease has solely been identified as a co-factor to RTCB and the

tRNA-LC ligase activity [198]. An exciting future direction of this project would be to explore

the infection-specific roles of Archease and how it contributes to its pronounced antiviral

effect. An important next step would be to identify the protein interaction partners of Archease

following SINV infection to determine whether there is a reduction in engagement with RTCB

and whether there is increased engagement with other factors that could promote its antiviral

function.

The other enzymatic protein in the tRNA-LC is DDX1, whose helicase activity may be

functionally important for SINV fitness. Helicases are known to be essential modulators of

viral infections [278]. DDX1 may be essential for the unwinding of SINV vRNA during infection

to enact its antiviral role. The DDX1-K52A mutant replaces endogenous DDX1, but as with

other helicases, the mutation is expected to function as a dominant negative [279]. The

overexpression of the catalytic mutant, as opposed to the wild-type DDX1, reduced the the

level of viral proteins, although the effect is very mild in the plate reader assay. This suggested

that the DDX1-K52A mutant inhibits viral fitness. The catalytic mutant may still assemble into

the tRNA-LC. However, the lack of ATPase activity could render the complex inactive overall.

Without DDX1 ATP hydrolysis, the tRNA-LC might become unable to function due to "molecular

poisoning". Dominant negative phenotypes have previously been observed in proteins that

assemble as part of protein complexes, and these mutant subunits can effectively “poison” the

assembly [280], as might be the case with the tRNA-LC. DDX1 is also involved with Archease

in RTCB recycling [198]. However, the knockdown of Archease induces stimulation of virus

infection that is antagonistic with the effects observed with the DDX1 point mutant. Thus, I

favour the hypothesis that the ATPase mutant essentially "poisoned" the tRNA-LC assembly

and function. To better understand the dynamics of the tRNA-LC complex with the integration

of DDX1-K52A and their combined effect in SINV, further investigation is required. Determining

if the mutant assembles with the other tRNA-LC components, if the tRNA-LC binds to the

vRNA, and whether molecular poisoning causes toxic effects for the cell will shed light on the
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phenotype observed.

The previous chapter highlighted the importance of CGI99 in the tRNA-LC structure and

stability of the complex. This chapter did not explore CGI99’s catalytic activity. However, future

work on CGI99’s involvement in translation initiation would be interesting, given its antiviral

role.

In conclusion, the tRNA-LC antiviral role can stem from a large number of cellular roles, from

stimulating IFN production to non-membrane organelle formation, specifically SGs. The next

chapter explores the protein-protein interaction of DDX1 during SINV infection, which could

further elucidate the origin of its antiviral role.
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6 Elucidating the interactome of DDX1 in SINV infection

6.1 Introduction

DDX1 is a nuclear and cytoplasmic protein with diverse cellular functions which have been

characterised as part of the tRNA-LC, such as translation activation [246], tRNA maturation

[198] or unfolded protein response [203]. Meanwhile, other processes have been associated

with DDX1 specifically, such as fatty-acid-dependent insulin regulation, R-loop formation

[247,281], rRNA processing [282], double-strand break repair [283] and immunoglobulin class

switching [247]. Furthermore, DDX1 and tRNA-LC proteins have been implicated in inhibiting

or facilitating viral infections including HIV, SARS-CoV2 and VEEV [116, 185, 189, 192, 193].

The diverse roles of the tRNA-LC and DDX1 independently have portrayed these proteins as

essential RNA regulators.

In Chapter 4, I observed the close interaction of the tRNA-LC proteins and their protein co-

dependence in complex stability. I further captured direct interaction with ribosomal-associated

proteins implicating the complex in translation regulation. Previous studies have observed two

tRNA-LC proteins, namely DDX1 and CGI99, as essential modulators in translation control.

Indeed, DDX1 has been identified as binding insulin mRNA and regulating the translation

of the protein through its binding in the 5’UTR [259]. Although tRNA-LC proteins were not

identified in this study, it is possible that they are also present as part of this functional role.

The researchers employed RNA antisense purification coupled with mass spectrometry (RAP-

MS) in INS-1 cells. Only selected bands separated by polyacrylamide gel electrophoresis were

analysed by MS, which means tRNA-LC proteins of different molecular weights to DDX1 were

not captured in this method [259]. Furthermore, CGI99 has been captured as interacting with

mRNA cap structures as part of the tRNA-LC, indicating its potential to regulate translation

initiation in this region [246]. Altogether, the tRNA-LC may have broad involvement in protein

expression and translation control.

A comprehensive study of the DDX1 interactome in rat cells was carried out in the context

of alternative splicing (AS) events in pancreatic β cells that lead to insulin secretion [284].

Zhong et al. (2018) employed high-throughput RNA sequencing, CLIP-Seq and co-IP of

DDX1. They identified hundreds of alternative splicing genes that are targeted by DDX1. DDX1

was observed as interacting with the spliceosome and regulating AS events in protein-coding

sequences. The absence of DDX1 caused the skipping of the spliced region [284]. This
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novel regulation by DDX1 explored in this paper expanded our understanding of DDX1-RNA

modulation. This study highlighted how the binding location of a given RBP to its target RNA

can be essential for its subsequent function.

In the context of DDX1, the cellular localisation of the protein is crucial in its functional

implication. In the nucleus, DDX1 has been observed to modulate DNA/RNA hybrids in R-

loop formation [281]. DDX1 was captured in the IP of the RNA exosome subunit, EXOSC3,

in a neuronal cell line (N2A). Although both proteins are nuclear and cytoplasmic, the

fractionation of the IP indicated a compartment-specific interaction between EXOSC3 and

DDX1 in the nucleus. The interactome of cellular DDX1-protein and -RNA interactions is crucial

in understanding the implication of the protein in relation to cytoplasmic viruses.

In relation to viral infection, DDX1 has been observed to have a multitude of pro- or anti-

viral roles in different viruses. DDX1 has been observed to interact directly with viral proteins

such as Rev in HIV-I infection [189–191], nsP3 in VEEV and SINV [123, 185] and nsP14 in

SARS-CoV and TGEV [166,192]. These host-virus protein-protein interactions allude to close

involvement in the viral lifecycle. Beyond viral protein interactions, it is essential to capture the

wider RNP complexes to understand the functional outcome of these interactions. For example,

in the VEEV DDX1-nsp3 interaction, researchers focused on the most abundant interactors,

DDX1 and DDX3, excluding the further analysis of the ribosomal proteins also identified [285].

The co-precipitation of all these proteins can allude to a cohesive RNPs complex where nsP3

interacts with the host translational machinery through DDX1.

The tRNA-LC’s RNA-binding properties have further implied the complex in the direct

regulation of vRNAs. Indeed, in the comparative analysis performed by Iselin et al. (2022),

where different viral interactome capture methods were balanced against one another, DDX1

appeared in every study [115]. This indicated that DDX1 is a direct interactor with the vRNA of

SINV, CHIKV, ZIKV, DENV, and SARS-CoV-2. The functional implications of these interactions

require further study and will be explored in this chapter.

The involvement of the tRNA-LC in cytoplasmic processes, particularly in translation

control, appears to be context-dependent and warrants further exploration. To date, studies

examining the interaction landscapes of tRNA-LC with proteins and nucleic acids have been

pivotal in elucidating its cellular functions. However, the diversity of these interactions

poses challenges in predicting the mechanisms by which this complex restricts SINV

infection. I previously explored the tRNA-LC’s intricate structure and its protein components’

140



interdependence in mediating antiviral functions. The antiviral role of the tRNA-LC in SINV

can be further elucidated by investigating the protein-protein and protein-RNA interaction

dynamics that occur during SINV infection. These interactions can provide critical insights

into the functional mechanisms of the tRNA-LC. In this chapter, I delve into the broader DDX1

interactome to uncover the complexes DDX1 forms and their roles in viral infection. This

includes identifying both DDX1-associated proteins and tRNA-LC RNA targets. To this effect,

this chapter expands on the previous high-resolution complex analysis by XL-MS, exploring

the landscape of interactions broadly established by DDX1 in the cell and the dynamics of

these interactions following infection. Additionally, I investigate the RNA binding specificity of

tRNA-LC in both cellular and viral RNA contexts.
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6.2 Results

6.2.1 DDX1 interactors are altered by virus infection

Figure 6.1: Schematic of DDX1 comparative protein-protein interaction analysis

Schematic adapted from Dr Louisa Iselin

DDX1 is an extremely versatile cellular protein with roles in SINV infection (as observed in

Chapter 5). The composition of the tRNA-LC and their interfaces were established XL-MS of

DDX1 (Chapter 4). Further novel cellular proteins involved in translation and cellular transport

were also captured, alluding to interactions with cellular proteins and complexes beyond the

tRNA-LC itself. XL-MS provides high-resolution data on protein-protein interactions at a cost of

depth. The capture of a wider protein-protein interactome could help identify which interaction

partners and, by extension, which functions might be important for the tRNA-LC’s antiviral

activity. To address this, I analysed DDX1 interaction network by performing an IP with the

high affinity and specificity GFP-trap IP using the HEK293 FITR cell line expressing DDX1-

GFP (Chapter 4). The designed experiment assessed the DDX1 protein network on three

levels, summarised in Figure 6.1.

Firstly, I sought to include the controls that would help me to separate bona fide and

spurious interactors of DDX1. I performed the IP in both HEK293-DDX1-GFP and HEK293

FITR (parental line) as a negative control. I did not use the HEK293-GFP lines as a control,

as data from the Castello lab had previously observed how remarkably clean the IP was

(LC-MS/MS data analysed). This may be due to the high expression levels of GFP and

subsequent saturation of the GFP-trap agarose beads, probably preventing unspecific binding.

The parental line, however, generated a protein pattern in silver stains that had shared bands
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with the HEK293-DDX1-eGFP (data from Dr. Wael Kamel), thus representing a more stringent

control.

The negative control could be further optimised to better aid in identifying true DDX1

interactors, accurately reflect the background binding capacity of the GFP tag, and ensure that

any differential interactions are attributable specifically to DDX1. One improvement would be

to use a GFP-expressing control cell line in which GFP expression is tuned to match the levels

of the DDX1-eGFP fusion protein, which is achievable, for example, by adjusting doxycycline

induction. Additionally, introducing a degradation signal (such as a degron tag) to GFP in

control cells could prevent overaccumulation and more closely mimic the stability and turnover

of the fusion protein. Furthermore, performing a comparable analysis of the input samples,

specifically, the cytosolic fraction of the whole cell proteome, would strengthen the assessment

of IP specificity. This would allow for normalisation against protein abundance in the starting

material, helping to distinguish between specific enrichments versus highly abundant proteins

that may non-specifically associate with the IP matrix. Without this, there is a risk that the

IP profile merely reflects a small, diluted subset of the broader proteome, rather than a true

enrichment of interaction partners.

Secondly, I wanted to assess whether I observed changes in interacting partners at 8h

and 18h post-SINV infection when compared to mock conditions. The tRNA-LC is a nuclear

and cytoplasmic complex. However, SINV replication occurs in the cytoplasm, and tRNA-

LC members have been observed to migrate to viral replication organelles and interact with

vRNA [113]. The IP was thus performed with cytoplasmic extracts to capture the virus-specific

interactors. I thus sedimented the nuclei fraction prior to IP using a mild NP40/Igepal mediated

lysis and performed the IP with the supernatant corresponding to the cytosolic fraction.

Finally, RNA is an important scaffold mediating interactors, and its removal is required

to differentiate between protein-protein and RNA-bridged interactions. To do so, I split the

samples into two aliquots that were treated or not with benzonase. Subsequent stringent

washes were applied to remove the RNA-dependent protein interactors.
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Figure 6.2: DDX1-GFP protein/protein interactions

A Western blot images of whole cell lysates from HEK293 FITR parental and DDX1-GFP cell lines in mock, 8h

and 18h post SINV infection used for PPI. B and C Silver stains of IP eluates in Parental (B) and DDX1-GFP (C)

samples. Samples were split during the IP, into RNase treated and untreated as indicated in silver stains.

To assess the quality of the eluates, I performed silver staining. Firstly, the DDX1-GFP

samples showed substantially stronger and more complex protein patterns than the negative

control, indicating a significant enrichment of proteins in the DDX1-GFP IP (Figure 6.2 B

and C). The banding patterns of DDX1-GFP IP were remarkably similar, with the strongest

band corresponding to DDX1-GFP itself. This confirms that the prevalent interactors of DDX1

remain consistent over the course of infection. The strongest bands are compatible with the

protein sizes of the tRNA-LC, and the banding pattern throughout is similar to the IP silver

stains observed in Chapter 4 for the tRNA-LC members (RTCB, CGI99, FAM98B and ASW),

suggesting that the tRNA-LC remains compositionally unaltered throughout SINV infection.

Overall, this shows that the IP resulted in the selective capture of DDX1-GFP and tRNA-LC

components, together with other interacting partners.
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Figure 6.3: Raw intensity values and PCA quality control of of DDX1 IP LC-MS/MS data

A DDX1 IP samples were analysed by LC-MS/MS and peptides/proteins were identified and quantified in

MaxQuant. Boxplot showing the log2 intensity distribution of triplicate samples for each condition without

normalisation. B PCA of DDX1 IP samples with and without the parental control included: all samples (left) and

DDX1 only (right). In both cases, the first two principal components were plotted as a 2D scatter plot, with the

percentage of variance explained by each component given in brackets in the axes titles. DDX1-GFP samples are

shown in green and parental control samples in blue. Triangles and circles represent infected samples at 8hpi and

18hpi respectively, and uninfected samples are shown as squares. RNase treatment is indicated by the points’

borders; RNase-treated samples have a grey border, while untreated samples do not.

The eluates were processed for proteomics in collaboration with Dr Yana Demyanenko

and Prof. Shabaz Mohammed at the Rosalind Franklin Institute on an LC-MS/MS. Peptides

and proteins were determined and quantified by MaxQuant 2.0 [211]. I analysed the resulting

data with the advice of Dr Louisa Iselin. Protein intensities across the different conditions

and replicates showed a substantially higher protein intensity in DDX1-GFP IP than in the

negative controls, in agreement with the silver staining (Figure 6.3A). DDX1-GFP samples

were consistent in protein intensity distribution across the different conditions and biological

145



replicates. This observation was reinforced in the principal component analysis (PCA) plots,

where I observed the separate clustering of the DDX1-GFP and control samples. The PCA also

revealed differences between RNase treated and non-treated samples (Figure 6.3B), which

indicates the existence of RNA-dependent and -independent interactions involving DDX1. The

separation between the different infection conditions is not as strong, which suggests only

minor changes in the interactome over the course of infection.

Figure 6.4: DDX1 enriches a large number of proteins over the parental control

Volcano plots summarising the results of limma testing of each DDX1-GFP condition against its parental control.

Log2 foldchange between the conditions is plotted against -log10 of the adjusted p-value. Proteins enriched in the

DDX1-GFP sample over the parental control coloured red (1% FDR) and orange (10% FDR). Proteins enriched

in parental control are coloured dark blue (1% FDR) and light blue (10% FDR). Proteins that do not meet this

significance threshold are shown in grey. DDX1 in each dataset is labelled in green and the tRNA-LC proteins

labelled in black.

To remove contaminant proteins, I assessed the enrichment of DDX1-GFP over the

parental control using the limma package in R (Figure 6.4). A significant proportion of the

total captured proteins are identified in the stringent 1% FDR cut-off, further supporting the

high quality of the DDX1-GFP IP. The tRNA-LC proteins (labelled in black) are consistently

enriched in the DDX1 IP fraction, as expected. To ensure maximal stringency, the 1% FDR

cutoff was used for downstream analysis, and the proteins within this threshold are considered

"DDX1 interactors".
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Figure 6.5: DDX1 protein interactors are significantly enriched via an RNA-bridge

A Volcano plots summarising the results of limma testing comparing DDX1-GFP mock and SINV 8hpi and 18hpi

samples in the presence and absence of benzonase. Testing was performed on a filtered list of proteins identified

as significantly enriched (1% FDR) over the parental control in at least one condition. Log2 fold-change between

the conditions is plotted against -log10 of the adjusted p-value. Proteins enriched in benzonase-untreated samples

are coloured red (1% FDR) and orange (10% FDR). These are classified as RNA-dependent interactions. Proteins

enriched in benzonase-treated samples are coloured dark blue (1% FDR) and light blue (10% FDR). These are

classified as RNA-independent interactions. Proteins that do not show a significant change are coloured grey. The

tRNA-LC and viral proteins in each dataset are labelled. B Molecular function GO enrichment analysis of RNA-

dependent and independent interactions in each condition. Enrichment analysis was performed with clusterProfiler,

and overlapping GO terms were removed, using a similarity threshold of 0.25. The shade of purple reflects the

significance of the enrichment, with darker purple indicating more significant enrichment.

DDX1 is an RBP and, as such, interacts with RNA as well as other proteins. RNA

associates with proteins forming complex RNPs. In the absence of benzonase, DDX1

interactome would reflect the composition of the RNPs it is part of, even if many of the
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interactions are indirect and bridged by RNA. To study which proteins are RNA-bridged, I next

explored the differences in RNA-dependent and RNA-independent interactions by performing

a limma test comparing samples processed with or without benzonase treatment (Figure

6.5A). I classified proteins as "RNA-dependent" if they had a significantly higher interaction

with DDX1 in the presence of RNA. Proteins with no significant change or enrichment in

the absence of RNA were classed as ‘RNA-independent’. A significant proportion of protein

interactors are unchanged by RNase treatment, and, indeed 73% of captured proteins across

all conditions are either unchanged or specifically enriched in the absence of RNA. Among the

proteins insensitive to nuclease treatment are the tRNA-LC proteins as well as viral proteins (as

indicated in Figure 6.5A). The lack of change observed in the tRNA-LC upon RNase treatment

correlates with the chapter 4 data where I observed direct crosslinking occurring between these

proteins independently of RNA. It is, however, interesting to note that the viral proteins captured

were also insensitive to nuclease treatment, indicating that the DDX1-nsP interactions were not

mediated by RNA.

To explore the scope of functions associated with DDX1, I performed GO analysis

of proteins enriched in the IP in either RNA-dependent or -independent (Figure 6.5B).

Interestingly, most of the GO terms are associated with the ribosome and rRNA binding,

although most of these instances were RNA-dependent. Meanwhile, the "ubiquitin-protein

transferase inhibitor activity" proteins were enriched in RNA-independent proteins, which

suggested direct protein association with no RNA mediation. Interestingly, some GO terms

appear in one set of conditions in the RNA-dependent group and then shift later in infection

to the RNA-independent group, such as "molecular condensate scaffold activity" or "ATP-

dependent protein folding activity". The shift in RNA dependency in the different conditions

could reflect a shift in RNA-binding partners or a change in function in response to infection.

Many GO terms overlap in both protein groups, such as the "structural constituent of ribosome".

The large ribosome complex is formed by a large number of proteins, and while some proteins

may interact directly with the tRNA-LC, others may do so through the scaffold role of rRNAs and

mRNAs. I previously established a direct interaction between the tRNA-LC and a ribosomal

factor, RPL11, in Chapter 4. The association with similar complexes in both RNA-dependent

and independent groups indicates that parts of DDX1 interactions are stabilised by an RNA

bridge, whilst others are directly bound to the tRNA-LC.
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Figure 6.6: DDX1 alters its interacting partners over the course of infection in an RNA-dependent manner

Volcano plots summarising the results of limma testing for enrichment of DDX1-GFP interaction partners in mock

and SINV samples at either 8hpi or 18hpi in benzonase untreated (RNA dependent) or benzonase treated (RNA

independent) samples. Testing was performed on a filtered list of proteins identified as significantly enriched (1%

FDR) over the parental control in at least one condition. Log2 fold-change between the conditions is plotted against

-log10 of the adjusted p-value. Proteins enriched in infected samples are coloured red (1% FDR) and orange

(10% FDR). Proteins enriched in uninfected samples are coloured dark blue (1% FDR) and light blue (10% FDR).

Proteins that do not show a significant change are coloured grey. tRNA-LC and the viral proteins are labelled.

The primary focus of this study was to determine changes in DDX1 interactome that occur

during the course of infection, which could shed light on its regulatory roles. To explore this,

I compared the SINV-infected samples to their uninfected counterparts. No changes were

observed for RNA-independent interactors of DDX1, which suggests that the core complex

and its primary interactors remain unaltered upon infection (Figure6.6). However, significant

changes occur at 8hpi and 18hpi for RNA-dependent interactors, with the most significantly

enriched proteins being viral proteins (nsP1, nsP2, nsP3 and Capsid). The interaction with

viral proteins is very exciting, but because they are absent in mock conditions, it is essential to

compare the dataset to the whole cell proteome to determine if they are bona fide interactors

or IP "carryovers" due to high cellular abundance.
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Figure 6.7: Comparative analysis of whole cell proteome and DDX1-IP

Scatter plots comparing DDX1-GFP IP log2 intensities in mock and SINV 18hpi without benzonase treatment to

whole cell proteome log2 intensities 18hpi. Colour reflects log2 fold-change in MATR3 IP v WCP. Red points are

proteins with a higher enrichment in DDX1 IP. Points in dark grey near the axis bar are proteins only present in one

or the other dataset (y-axis associated with WCP and x-axis associated with DDX1-IP). tRNA-LC and viral proteins

are labelled.

Protein-protein interaction experiments can represent true protein-specific interactions or

can reflect a diluted subset of the whole proteome. Protein abundance can influence IP

capture as they rely on the dilution through several washes of the whole cell lysate via an

antibody-based enrichment interacting with the bait protein. To determine whether the proteins

observed as significantly enriched in the SINV infection are true DDX1 interactors, I compared

my DDX1-GFP IP analysis to a previously published whole cell proteome (WCP) performed in

SINV-infected HEK293 cells in similar conditions [113]. However, this comparison has some
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limitations. The WCP includes the entire proteome, including the nuclear fraction, which was

omitted in the DDX1-IP dataset. Additionally, differences in the MOI may affect the kinetics

of the infection and cellular signalling pathways, which could influence the observed protein

interactions. Ideally, this comparison would have been performed using a cellular fraction of

the whole cell proteome under identical experimental conditions.

I plotted the protein intensity fold change in either mock or SINV at 18hpi conditions

and observed a significant proportion of proteins are enriched in the DDX1 IP (Figure6.7 A

and B). The tRNA-LC proteins are notably enriched, with two of the complex components,

RTCB and Ashwin, only detected in the IP and not in the WCP. The enrichment of tRNA-LC

proteins indicated the stringency of the DDX1 IP and the ability to detect proteins that would

be otherwise difficult to capture in the more complex WCP. In the SINV 18hpi condition, the

viral proteins are more enriched in the WCP than in the DDX1-IP. The WCP proteome was

collected after 18hpi with an MOI of 10, whereas the DDX1-IP I performed was harvested from

cells infected for the same length of time with an MOI of 3. The higher MOI used for the WCP

would have likely resulted in a high number of replication centres and viral proteins. Therefore,

I conclude that it is likely that the interaction between DDX1 and viral nsPs and capsid is real,

but it is likely transitory or substoichiometric. A plausible explanation for such a short-lived

interaction is that the tRNA-LC might interact with the viral RNA that is pulled out from the

replication organelles through the nsP1 pore, creating a temporary RNA-bridged interaction

with the viral replicase complex that is lost when the viral RNA is released.

I further investigated the significantly enriched proteins identified in the DDX1-eGFP IP in

the comparison between Mock and 18hpi shown in Figure 6.6. On the mock WCP/DDX1-IP

comparison, I labelled proteins significantly decreased in DDX1 binding after SINV (Figure

6.6C). A large proportion of proteins appear to be abundant in both IP and WCP datasets.

Nonetheless, a subset of proteins is enriched specifically in DDX1-IP, particularly G3BP2,

FAM120C, and RBM14.

Proteins significantly enriched in DDX1 binding during SINV infection were labelled

on the SINV 18hpi WCP/DDX1-IP comparison (Figure 6.6D). Once again, DDX1-enriched

proteins appear to also be highly abundant in the WCP. NOP2 and ATXN2 are two proteins,

however, that appear exclusively in the DDX1-IP and are significantly enriched during infection.

Intriguingly, MYH9 has a higher enrichment in WCP than in DDX1. However, in my XL-MS data

in Chapter 4, I identified MYH9 as a direct interactor with the tRNA-LC in mock conditions.
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This indicates that although intensity comparison between WCP and IP can allude to protein

abundance "contaminating" the IP, for many proteins, this is probably not always the case, such

as MYH9. Therefore, this analysis should be used for extreme cases: i.e. proteins enriched

mostly in DDX1 IP (representing strong interactors) and proteins substantially enriched in the

WCP (representing contaminants or interactors with low stoichiometry with the bait). The

significant capture of proteins such as tRNA-LC proteins in the IP over the WCP agrees with

this notion, reflecting selective enrichment of the core members that strongly engage with

DDX1.

Figure 6.8: DDX1 functional switch during infection identified by GO enrichment

GO enrichment analysis of proteins enriched in the mock sample and the SINV infected. Significantly enriched

protein lists were taken from Figure 6.6. Mock list was combined from both infection analyses. Enrichment analysis

was performed with clusterProfiler, and overlapping GO terms were removed, using a similarity threshold of 0.25.

The shade of purple reflects the significance of the enrichment, with darker purple indicating more significant

enrichment.

To explore the changes in the DDX1 interactome after infection, I performed GO enrichment

followed by STRING network analysis on the proteins identified as significantly changed in
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DDX1 binding over the course of infection. I identified 32 and 46 proteins with reduced binding

at 8hpi and 18hpi, respectively. Among these identified proteins, 26 were shared in both

groups. In further analysis, I grouped both sets of proteins with decreased interaction with

DDX1 into a larger "Mock" group.

Figure 6.9: STRING network of DDX1 dynamic interactors

Networks of significantly changed protein interactors during SINV infection. Proteins lists were taken from the

10% FDR cutoff in 6.6. A Proteins with significantly reduced binding and associated to Mock condition. B Proteins

with significantly increased binding and associated with SINV 8hpi condition. C Proteins with significantly increased

binding and associated with SINV 8hpi condition. The width of the connecting line reflects the interaction score, with

wider lines reflecting stronger interactions. Proteins were coloured based on GO annotations. Network analysis

was performed using STRING and results were plotted with Cytoscape.
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In the cellular component (CC) GOs, I observed a strong shift from the proteasome complex

to the ribosome at 8hpi and an additional shift to the myosin complex at 18hpi (Figure 6.8). This

indicated a change in interacting partners, which could reflect a functional alteration. I further

observed these complexes in the STRING network analysis (Figure 6.9). In the mock group,

DDX1 associates with the proteasome complex with high confidence (Figure 6.9A). I further

observed proteins involved in ribosome binding and RNA regulation grouping together.

At 8hpi, the differential interactors were predominantly structural components of the

ribosome, instead of proteins involved in ribosomal regulation and biogenesis observed in the

mock conditions (Figure 6.9B). Interestingly, I previously observed a direct interaction between

the tRNA-LC and RPL11 in uninfected cells when studying tRNA-LC interfaces in Chapter

4. I further identified RPL7, EIF3A and ENO1 in the previous dataset, although no direct

crosslinks with the tRNA-LC were observed. The direct association with these proteins in mock

conditions indicates that DDX1 also interacts with the translation apparatus in uninfected cells.

The increased binding to the translation apparatus observed at 8hpi and 18hpi in my interaction

analysis suggests that infection increases the association of DDX1 with the ribosome.

The increased binding of myosin complex proteins at 18hpi is very intriguing (Figure 6.9C). I

previously observed a direct interaction between the tRNA-LC and MYH9 in Chapter 4 as well.

The increased binding to MYH9 and its associated complex (MYH10 and MYL12A detected

in the protein-protein network), suggests an increased association with the cell transport

machinery after infection.

Furthermore, among the biological processes (BP) (Figure 6.8), I observed that a significant

proportion of proteins dissociating from DDX1 during infection (indicated in the mock group)

are proteins previously related to virus infection. These include "stress granule assembly"

and "non-membrane-bound organelle assembly", with proteins such as DDX6, G3BP and

CAPRIN1. Viruses are known to disassemble molecular condensates such as p-bodies and

stress granules that can hijack viral proteins [154]. There were also proteins involved in

innate immunity, such as ADAR and SFPQ, which also decreased their binding to DDX1 as

the infection progressed (Figure 6.9A). At 18hpi, DDX1 exhibits increased association with

spliceosomal proteins as well as 5’UTR mRNA binding factors. This is very relevant as SINV

RNAs translate in a non-canonical manner in infected cells, specifically pertaining to initiation

mechanisms [125,286,287].

The versatile role of DDX1 in cellular regulation is portrayed by the different protein
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complexes it associates with. The dynamic changes over the course of infection suggest that

DDX1 alters its protein partners during infection, potentially inhibiting the viral lifecycle. Which

of these interactions drives DDX1’s antiviral activity is unclear. However, I hypothesise the

antiviral role of the tRNA-LC is through negatively affecting translation regulation or recruitment

of antiviral proteins such as spliceosomal subunits.

Figure 6.10: DDX1 core-interactors insensitive to RNase treatment and SINV infection

A Upset plot of the RNA insensitive and SINV unchanged proteins. The intersection of all groups form the "core"

DDX1 interactors labelled in dark purple. B Core-DDX1 interactors were selected for GO enrichment analysis.

Enrichment analysis was performed with clusterProfiler, and overlapping GO terms were removed, using a similarity

threshold of 0.25. The shade of purple reflects the significance of the enrichment, with darker purple indicating more

significant enrichment.

The overlap in protein functions in the dynamically changed proteins observed above,

as well as the low number of significantly changed proteins, indicated that a much larger

proportion of DDX1 protein partners remained unchanged. I thus compared the unchanged

protein interactors pulled from the different comparisons. I identified core-DDX1 interactors

that are both insensitive to RNase treatment and unchanged during SINV infection, such as

the tRNA-LC components. I cross-matched each dataset to identify which proteins consistently

bind to DDX1 irrespective of stimuli or treatment (Figure 6.10A). I observed 236 unique proteins

that intersected all conditions. I further analysed the large protein dataset by GO enrichment. I

observed that the most prevalent GO terms were related to cellular translation (Figure 6.10B).

When comparing it to previous GO analyses performed on differentially associated proteins

during infection, I observed some functional overlapping such as the binding of 5’UTR of

mRNAs and the association with the ribosome. The crossover between core-interactors and
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dynamically increased binding partners indicates that DDX1 is not repurposed for a novel

role during infection. I suspect the tRNA-LC is most likely modulating its function through

the association with regulatory proteins controlling those processes.

Overall, DDX1 is a versatile protein associated with a large number of different protein

complexes, mainly tRNA-LC explored previously. When focusing on the main interactors

of DDX1, I can conclude that it is heavily involved in protein synthesis, which agrees with

CGI99 being a cap-binding protein [246]. During infection, most compositional changes are

RNA bridged, which reflects changes in the RNP DDX1 is part of rather than changes in the

complexes. For instance, DDX1 was observed to interact with Capsid and nsP2, but these

interactions were RNA bridged. The dynamic changes observed for the DDX1 interactome

reflect alterations in RNP composition/function. However, the consistency of the differentially

associated proteins and their overlapping functions suggests modulatory changes in the core-

DDX1 interactome rather than entirely new associations.

6.2.2 Analysis of RNA binding sites of DDX1 and RTCB by iCLIP2 sequencing

Figure 6.11: Schematic of iCLIP2 protocol

Schematic adapted from Dr Louisa Iselin and [101,209]

DDX1 and RTCB are both tRNA-LC core proteins and RBPs. As a consequence of their RNA-

binding nature, a substantial proportion of their interactors are bridged by RNA as observed in

the previous protein-protein interactome of DDX1. Previous studies have identified both DDX1

and RTCB as direct interactors with SINV vRNA [123].

I next explored whether they bind to specific sequences on the vRNA using iCLIP2. This
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state-of-the-art method allows for the identification of RNA binding sites in cellulo at a single

nucleotide resolution. The iCLIP2 techniques is outlined in Figure 6.11. To summarise, the

protein-RNA interface is stabilised by UV crosslinking, which forms covalent bonds between

the appropriate nucleotides and amino acids when placed at "zero distances". The RNA is

then fragmented by RNase treatment, and the protein-RNA complexes are immunoprecipitated

with very stringent wash buffers to select only the protein of interest and its bound RNA

fragment. The complexes are further isolated by SDS-Page gel separation followed by excision

in a size-specific manner. At this point, the protein is digested using Proteinase K, leaving

fragmented RNA with a protein adduct. Subsequent RNA processing is done for sequencing

library preparation. This involves adapter ligation and reverse transcription. The 5’ end of the

cDNA will, in most cases, terminate due to the presence of the protein adduct representing

the crosslinking site. Secondary adapters, containing Unique Molecular Identifiers (UMI) and

indexes are ligated and PCR amplified. The use of UMIs allows for the identification of single

RNA fragments, removing PCR amplification bias during the normalisation of reads, while

indexing allows for multiplexing. To control for background non-specific RNA signal, a parallel

pipeline is performed on whole cell lysates without IP enrichment. The samples are run directly

on the SDS-PAGE gel and excised at the same size region as the IP samples (indicated as

white boxes in Figure 6.12C). They are referred to as Size Matched Input (SMI) samples and

contain all the RNA fragments bound by all proteins migrating at the same region of the gel as

the protein of interest.

Figure 6.12: DDX1 and RTCB iCLIP2 quality control and processing

HEK293 FITR RTCB-GFP and DDX1-GFP at different stages of iCLIP2 processing: A Western blot of iCLIP2

input samples at start of iCLIP2 processing. B Silver Stain of iCLIP2 samples after IP. C Licor Odyssey images of

SMI (input) and IP samples after adapter-ligation. The green indicates the adapter ligated RNA. The white boxes

represent the areas cut out of the membrane for iCLIP2 downstream processing at the protein size specific regions

allowing for additional 6̃0kDa for RNA bound weight.
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To elucidate the RNA binding profiles of DDX1 and RTCB, I performed an iCLIP2

experiment in HEK293 FITR DDX1-GFP and RTCB-GFP cell lines in mock or SINV infected

for 16hpi. The sequenced data was analysed with the support of Dr Louisa Iselin. Using an

in-house analysis pipeline, I aligned sequencing data to a combined human and SINV genome

annotation and defined ‘crosslink sites’ as the first nucleotide before the start of each read.

I then identified regions with significantly enriched crosslink frequency over the SMI using

the ht-seqCLIP/ DEWseq analysis pipeline [222]. Unfortunately after sequencing, a couple of

the mock DDX1-SMI samples were absent of reads. DDX1 and RTCB are members of the

same complex, and, therefore, binding sites may be identical or proximal. Although stringent

buffers were used to remove protein partners during iCLIP2 preparation, I cannot exclude

cross-contamination to some extent (visible in silver stain Figure 6.12B). It is thus possible

that within the RTCB binding sites, a small fraction may be DDX1 binding sites given that

DDX1 molecular weight is higher than RTCB and falls within the extracted membrane region

(Figure 6.12C). However, I do not expect cross-contamination in the opposite comparison as

RTCB-RNA complexes migrate lower in the gel than the DDX1 ones. Due to the absence of

mock DDX1-SMI, I employed mock RTCB-SMI in downstream analysis for both proteins as I

expect crossover between binding sites and RTCB-SMI to contain DDX1-related background.

I performed PCA to assess how the samples compared to each other (Figure 6.13). PCA

demonstrates that there are pronounced differences between the IP and SMI samples, as well

as between mock and infected conditions in both tRNA-LC proteins. DDX1 and RTCB in SINV

condition cluster together closely, reflecting a low degree of technical variation.

The identified binding sites were strikingly different in mock and infected samples. 600 and

1000 unique binding sites were captured in DDX1 and RTCB in mock, respectively, and only

150 in infected cells (Figure 6.14A). This may be caused by the change in the RNA landscape

occurring during SINV infection. The cellular transcriptome at late stages of SINV infection

has been characterised to consist of 70% vRNA and a vast downregulation and degradation

of cellular housekeeping RNAs [113, 270]. RTCB and DDX1 had 30% and 50% target genes

overlapping, respectively (Figure 6.14B). The overlapping target genes indicate that a strong

crossover of binding preferences exists between the two tRNA-LC proteins, as they may be

binding in tandem or in proximity to one another.

The genes the two tRNA-LC components bind to could reflect a wider functional role

beyond nuclear tRNA splice junction binding [197] and Xbp1 mRNA cytoplasmic splicing
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Figure 6.13: Principal Component Analysis of DDX1 and RTCB iCLIP samples

The first two principal components were plotted as a 2D scatter plot, with the percentage of variance explained by

each component given in brackets in the axes titles. Mock samples are shown with a black ring and SINV-infected

samples with a light grey ring. Triangles and stars represent SMI samples for RTCB and DDX1 respectively.

Squares and circles represent IP samples for RTCB and DDX1 respectively.

[203]. I previously established a strong involvement in translational machinery and a crucial

dependence on RNA in the DDX1 protein interactome, suggesting that a variety of RNAs are

bound by the tRNA-LC. I performed a GO enrichment analysis on the set of bound mRNAs

overlapping between DDX1 and RTCB (Figure 6.14C). Intriguingly, the highest occurrence

of genes corresponded to mitochondrial genes, specifically mitochondrial translation genes.

Whether any of these genes are subjected to tRNA-LC mediated ligation or to other functions

of the complex, such as translational modulation, requires further investigation. However, the

detection of mitochondrial genes indicates mitochondrial localisation of the tRNA-LC.

To understand the properties of RTCB and DDX1 RNA binding, I focused on the uninfected

cellular binding profiles. I first categorised the types of RNAs the proteins bound and identified

that they predominantly interacted with protein-coding RNAs (Figure 6.15A). Although the

tRNA-LC has been found to be involved in tRNA maturation, only a small fraction of the

identified sites belonged to mitochondrial tRNA. Capturing tRNA sequences is extremely

difficult because of their inherent short sequence (less than 100nt) and complex secondary

structures [288]. Furthermore, tRNAs contain the highest density of post-transcriptional

modifications among all RNAs [289]. The reverse transcription during library preparation can

be prematurely terminated, and adapter ligations can be problematic as the 5’- and 3’-end of

mature tRNA form a rigid terminal structure that blocks adapter access [290]. Nonetheless,
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Figure 6.14: ICLIP2 binding sites show disparity in Mock and SINV conditions

A iCLIP2 counts of binding sites and unique target genes of DDX1-GFP (blue) and RTCB-GFP (green) in mock and

SINV infected conditions. B Upset plot of binding sites across samples. C GO enrichment analysis of overlapping

DDX1 and RTCB mock binding genes. Enrichment analysis was performed with clusterProfiler, using a similarity

threshold of 0.35 for BP analysis and 0.5 for CC. The colour of each bar indicates the significance of the enrichment,

with lighter blue indicating more significant enrichment.

my iCLIP data suggests that the tRNA-LC binds to a variety of protein-coding RNA, indicating

involvement in a much larger host of RNA regulation.

Analysing the binding location within the target genes, indicated that both proteins

preferentially associate with coding regions (CDS) followed closely by the 5’UTR (Figure

6.15B). This preference was substantially higher than that of the global set of cellular RBPs

when considered together (eCLIP superset in ENCODE). Upon further inspection by plotting

the signal distribution within each region, DDX1 and RTCB showed a binding propensity

at the end of the 5’UTR and the very start of CDS (Figure 6.15C and D). 5’ UTR regions

near the cap structure and the start codon are fundamental elements for translation initiation.

Furthermore, a core member of the tRNA-LC, CGI99, has been described as being involved

in cap-binding activity together with the other members of the complex [246], which could be
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Figure 6.15: DDX1 and RTCB preferentially bind 5’UTR and start of CDS

A Bar plots showing the proportion of target RNAs corresponding to different RNA biotypes for shared interactors

in DDX1 and RTCB in mock condition. B A stacked bar plot showing the distribution of enriched binding sites in

mRNAs across gene regions. The average distribution of binding sites across all available eCLIP datasets from

ENCODE is included for comparison. C Meta-gene profiles of binding site distribution across 5’ UTR, CDS, and 3’

UTR. Coloured lines reflect binding within each region. The grey shaded area reflects the overall pattern of binding

across all regions. D A line plot showing the overall binding across all regions

driving the observed binding within the 5’UTR region. Together with the observed interaction

with ribosomal proteins, this suggests the tRNA-LC role in translational control.

iCLIP2 can be used to identify binding motifs recognised by the RBPs across the genome. I

took a 50 nucleotide (nt) window for each binding site in cellular RNA, taking the signal peak as

the window’s centre, and searched for enrichment over a set of gene and gene region-matched

background sequences using STREME [224]. In DDX1 and RTCB, I detected a G-rich motif

that is compatible with the sequence feature of G-quadruplexes (G4) (Figure 6.16A). This is

consistent with published work, which has identified DDX1 binding to G4 structures present in

intronic switch transcripts to promote class switch recombination at the immunoglobulin heavy-

chain (IgH) locus, converting them into S-region R-loops [247]. However, the proportion of

sequences containing the motif was moderately low (40% in the lower degenerate similarity

threshold and only 2% in the more stringent threshold) (Figure 6.16B). I tested the frequency

within the sequences at two similarity thresholds, and in both cases, the frequency was double

161



Figure 6.16: DDX1 and RTCB display a G4 binding motif

A Most enriched motif in mock binding sites for DDX1 and RTCB. Motif enrichment was performed on 50 nucleotide

windows, centred around the signal peak of each binding site. Enrichment was relative to gene and gene region-

matched sequences generated for each binding site, and was performed using STREME from the MEME suite.

B Percentage of input sequence containing a predicted G4 motifs at two different sensitivity threshold using the

predicted quadruplexes (PQs) finder package in R [291].

over the background sequences. The tRNA-LC has no discernible motif and may bind G-

rich regions rather than a specific motif. The low occurrence of G4 binding sites within the

sequences suggests that, in some instances, tRNA-LC binds to a G4 motif. However, this is

not the main driver of tRNA-LC-RNA binding.

To explore whether G-rich regions were tRNA-LC binding drivers, I examined single- and

di-nucleic acid frequencies within the sequence binding regions as previously performed for

motif prediction. Using a 50nt window with the binding site at the centre, I observed DDX1

and RTCB distinct affinity towards Guanine-rich sequences (G) across the full window (Figure

6.17A). A sharp preference for Uracil (U) was also identified in the middle of the window,

at the peak signal point. The identification of U at the centre of the binding window is

due to the crosslinking bias of the nucleotide. I cross-checked this data by examining in a

linear manner the enrichment of the identified set of genes (foreground) over gene region-

matched background sequences (background) (Figure 6.17B). There was an even distribution

of nucleotides across the 50nt sequence, a consistent peak at the midpoint for U and a clear

second peak for G immediately after were observed.

In the di-nucleic acid mapping, DDX1 and RTCB both show a distinct preference for GG-

rich regions followed by GC and CG-rich across the binding window (Figure 6.17C and D).

Meanwhile, UU is enriched at the centre of the binding window as previously observed in the

single nucleotide mapping. Notably, both proteins behave in an identical manner. I further

investigated if binding preferences were driven by secondary structure (not shown). However,
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Figure 6.17: tRNA-LC proteins show a preference for G-rich binding regions

A Heatmap of nucleic acid distribution in DDX1 and RTCB mock samples in a 50 nucleotide windows, centred

around the signal peak of each binding site. B Line plot of nucleic acid signal in DDX1 and RTCB mock samples

in a 50 nucleotide windows, centred around the signal peak in the binding sites (foreground) and region matched

sites (background). C Heatmap of dinucleic acid distribution in DDX1 and RTCB mock samples in a 50 nucleotide

windows, centred around the signal peak of each binding site. Of the 16 different nucleic acid combination, the top

4 highest enriched dinucleotides are shown. D Line plot of dinucleic acid signal in DDX1 and RTCB mock samples

in a 50 nucleotide windows, centred around the signal peak in the binding sites (foreground) and region matched

sites (background).

no structure correlated significantly to binding site preferences.

Recent work from the Castello lab has shown that RTCB and DDX1 interacts with SINV

vRNA [123] and accumulates in viral replication organelles [113], I hypothesised that these

proteins interact directly with the vRNA, which becomes the dominant poly(A) RNA in the cell.

Indeed, when plotting the binding sites across the viral genome, I observed mapping of the

binding regions across the viral genome (Figure6.18). I subtracted the peak signal from the

SMI signal (negative control), allowing for a specific tRNA-LC binding pattern to emerge. The

strongest peak is identified at the start of the sgRNA, specifically within the sgRNA 5’UTR

and the start of the CDS of the structural protein Capsid. The most distinguished peaks are

within the sgRNA which could be due to the much higher abundance of the sgRNA at the

later stages of SINV infection. Nonetheless, tRNA-LC binding peaks are observed across the

163



Figure 6.18: DDX1 and RTCB bind SINV positive-strand vRNA

Line plots depicting DDX1-GFP and RTCB-GFP signal on the SINV positive and negative strand RNA. The density

of crosslinked sites at each position is the binding signal values, normalised by the subtraction of the SMI value.

Annotation of the SINV genome is depicted at the bottom

full viral genome, with a preference for the region which overlaps between the gRNA and the

sgRNA. This suggests that the tRNA-LC binds at several positions across the viral genome

with a preference for the 5’UTR of the sgRNA. Crucially, the binding profiles of both proteins

were remarkably similar. Notably, no binding was observed on the negative strand, which is the

replication template. This suggests that the tRNA-LC modulates viral gene expression through

processes that involve the positive vRNA, which include the synthesis of the negative strand,

translation of the sgRNA or/and gRNA, stability of the positive sense RNAs, and formation of

the viral particles.

In cellular mRNA, DDX1 and RTCB showed a preferential binding to G-rich and, to some

degree, to G4-like binding motifs. I mapped the G frequency as well as the predicted G4

across the viral genome to determine if the binding preferences on cellular and vRNA are

similar (Figure6.19). DDX1 and RTCB had very similar binding profiles, and thus, I used DDX1

as a representative example of the tRNA-LC SINV binding profile. I co-aligned the DDX1

binding profile to the G-rich and predicted G4 regions and noted that G-rich regions within

the sgRNA overlap tRNA-LC binding sites. However, the binding overlap was not mutually
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Figure 6.19: SINV genome contains predicted G4

Line plot depicting DDX1 across the SINV genome. The density of crosslinked sites at each position is the binding

signal values, normalised by the subtraction of the SMI value. Below are the predicted G4 sites, using PQsfinder

package in R. Bottom is a line plot depicting the G content across the SINV viral genome, the horizontal line

represents the expected average of 25% of nuclei acid content.

exclusive. The binding of the tRNA-LC and the predicted G4 sequences in the viral genome did

not occur concurrently. This suggests that although the tRNA-LC binds G-rich regions within

the positive-sense vRNAs to some degree, further factors directing the binding specificities are

at play.

Figure 6.20: Correlation of tRNA-LC binding on the sgRNA with predicted U2 snRNA and SF3B complex

binding motifs

Line plot depicting DDX1 and RTCB across the subgenomic region of the SINV genome (positions 7597 to 11885

nt of the SINV genome). The density of crosslinked sites at each position is the binding signal values, normalised

by subtracting the SMI value. In dashed lines are the U2 snRNA complementary branch sites (UACUAC).

In the protein-protein interaction analysis of DDX1 earlier in this chapter, I observed the

significant enrichment of splicing proteins at later stages of infection. SF3B2 was among

the enriched interactors at 18 hpi. Notably, Kamel et al. (2024) documented the dynamic

shuttling of nuclear factors to viral factories during the course of infection, in particular the
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SF3B complex proteins [123]. The SF3B complex was further characterised in this study to

inhibit viral gene expression in a splicing-independent manner. The full SF3B complex and

U2 snRNA (collectively known as U2 snRNP) suppress viral infection through direct binding

to SINV RNA [123]. I hypothesise that the tRNA-LC binding to vRNA is occurring due to its

recruitment from other factors rather than sequence specificity. I speculate that the binding of

the U2 snRNP is aiding the tRNA-LC vRNA binding and exerting its antiviral role. Kamel et

al. (2024) identified three perfect complementary U2 snRNA branch site interacting stem-loop

motifs present in the SINV genome [123]. Two of the three sites are within the sgRNA region

of the genome. I mapped the U2 snRNA branch site interacting stem-loop motifs regions in

correlation to the iCLIP of DDX1 and RTCB (Figure 6.20). I observed that the first site is highly

enriched in my iCLIP2 data. The second site is moderately enriched with tRNA-LC binding,

although to a lesser extent. This suggests a potential cooperative binding in these regions via

protein-protein interactions.

DDX1 and RTCB were demonstrated to bind RNA in similar and proximal regions of

one another, portraying their close relationship as part of the tRNA-LC. The two proteins

predominantly interacted with 5’UTRs and the start of CDS of cellular RNA. Their binding

specificity indicated a preference for G-rich regions. In SINV infection, the tRNA-LC proteins

were identified to bind directly to the positive-sense vRNA. A distinct binding in the sgRNA

5’UTR and the start of CDS of viral proteins was observed. Intriguingly, the proteins were not

observed to bind to the negative strand. Altogether, the binding pattern in cellular RNAs and

vRNAs indicated a potential role in translation initiation.

6.2.3 Decoupling SINV replication and translation

The antiviral role of the tRNA-LC in SINV infection, as established in Chapter 5, was further

underscored by the observation that the knockdown of its components, DDX1 and CGI99,

led to an upregulation of viral protein production. A notable increase in nsP3 protein levels

suggested a potential early involvement of the tRNA-LC during infection. In this chapter, I

established the broad protein partners of DDX1, with many of these interactions mediated by

RNA as occurs with the viral proteins nsP2 and Capsid. Additionally, the iCLIP2 study of DDX1

and RTCB revealed that tRNA-LC proteins bind directly to vRNA, implying that their antiviral

function may arise from direct RNA regulation.
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In positive-stranded RNA viruses like SINV, vRNA serves a dual role as both the genome

for replication and the mRNA for translation. Therefore, the tRNA-LC interaction with positive-

sense vRNA could influence either process. I hypothesise that the tRNA-LC regulates infection

by modulating viral translation. This hypothesis is supported by the binding profiles of tRNA-LC

in both cellular RNA and vRNA, particularly in the 5’ UTR, as well as its close association with

translational factors. However, these findings were not functionally tested, requiring further

investigation to clarify the precise mechanisms involved in DDX1 regulation of infection.

To study precisely if translation or replication is the target of the tRNA-LC, I employed two

different sets of SINV replicons in a DDX1 knockdown background. Firstly, the alphavirus

trans-replicase system has been developed by the Merits research group, and plasmids were

kindly shared with me for this project. This sensitive system has been employed to efficiently

study the replicase complex formation, the functional analysis of nsPs and/or the requirements

of host factors [157,292,293]. Two plasmids are co-transfected into cells, one expressing only

the SINV replicase nsPs, which enables the replication of the second mini-genome plasmid via

the expression of the replicase complex and specifically the nsP4, RdRp (Figure 6.21A). The

expression of the replicase is under the control of the human CMV promoter, widely expressed

in human cells. The second plasmid, encoding the SINV mini-"genomic" RNA, contains the

sequence encoding the 5’UTR, the N-terminus of nsP1, followed by luciferase firefly reporter

(Fluc). It further encodes a second luciferase reporter encoding the gaussia protein (Gluc)

directly after the subgenomic (SG) promoter (Figure 6.21A). For simplicity, the synthesis of

the full-length RNA serving as a template for Fluc expression is termed “replication”, and the

RNA synthesised from the SG promoter serving as a template for Gluc expression is termed

“transcription”.

To study whether DDX1 and, consequently, the tRNA-LC targets replication or transcription

in SINV infection, I used cells transfected with siRNA targeting DDX1 and a scramble control

sequence as the background for the trans-replicase assay. After 18h post-transfection, I

measured the firefly and gaussia luciferase expression (Figure 6.21B). I observed that in

the absence of DDX1, there is significant upregulation of the luciferase expression in both

replication and transcription over the siCTRL. This indicates that DDX1 may be involved in

inhibiting replication/transcription in the viral lifecycle.

To specifically study the effect of tRNA-LC on SINV translation, I designed and cloned a

novel SINV chimeric virus with a Renilla luciferase (Rluc) reporter inserted into nsP3 (Figure
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Figure 6.21: DDX1 knockdown upregulates SINV replication and transcription

A Schematic of trans-replicase plasmids. B Luciferase signal (Fluc and Gluc) from three independent biological

replicates siRNA treated cells transfected with SINV-P1234 and SINV-Fluc/Gluc normalised to cells transfected

with the catalytic mutant control SINV-P1234GAA and SINV-Fluc/Gluc. Log2fold change was calculated over the

no-siRNA control and plotted. Statistical significance was tested using a two-tailed T-test (P ≤0.05 *).

6.22A). Two variants were created: the first encoded a replicative chimeric virus in which the

Renilla protein was fused to nsP3, similar to the SINVnsp3−mScarlet described in Chapter 5.

The second contained a double-stop codon following the Renilla insert, preventing further

translation and, importantly, the formation of the replication complex. Both constructs enabled

the detection of the initial round of translation upon cytoplasmic entry of the viral RNA. However,

the readthrough Renilla RNA version will replicate and produce more viral gRNA and sgRNA,

while the luciferase expression of the construct containing the stop codons can only proceed

from the translation of the incoming particles. Therefore, the construct with the stop codons

after Renilla ensures higher confidence in detecting initial viral translation, as it eliminates

potential replication-associated signal amplification. I tested these SINV luciferase constructs

by transfecting their in vitro transcribed RNA into HEK293 cells and measured luciferase

expression at 2, 4, 6, and 18 hpt (Figure 6.22B). As expected, the replicative luciferase

construct exhibited an exponential increase in signal over time. In contrast, the non-replicative

luciferase construct peaked at 4 hpt, followed by a gradual decline in signal intensity.

To assess the role of tRNA-LC in translation, I transfected in vitro transcribed SINV-

luciferase RNA into HEK293 cells treated with siRNA targeting DDX1, CGI99, or a scramble

control sequence, as previously described in Chapter 5. At 4hpt, the absence of DDX1 resulted

in a mild but reproducible increase in Renilla signal in the replicative SINV-Rluc and a significant

upregulation of the non-replicative SINV-Rluc-TAA construct (Figure 6.22C). Meanwhile, the

CGI99 knockdown had no effect compared to the control. These results suggest that DDX1

has a mild regulatory role in gRNA translation, while CGI99 appears to be dispensable.
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Figure 6.22: DDX1 knockdown upregulates initial SINV translation

A Schematic of of SINV-nsp3-Rluc and SINV-nsp3TAA-Rluc. B Luciferase (renilla) signal detected in preliminary

testing performed in HEK293 cells after transfection of in vitro transcribed SINV-nsp3-Rluc and SINV-nsp3TAA-Rluc

at 2, 4, 6 and 18hpt. C Luciferase signal (Fluc and Gluc) from three independent biological replicates siRNA-treated

cells transfected with in vitro transcribed SINV-nsp3-Rluc or SINV-nsp3TAA-Rluc at 4hpt. Log2fold change was

calculated over the no-siRNA control and plotted for each SINV-Rluc construct. Statistical significance was tested

using two-tailed T-test (P ≤0.05 *, ns: not-significant).

Overall, the DDX1 interactome was explored in both uninfected and infected conditions.

In the PPI, a core set of proteins was identified, which do not change their association to

DDX1 in the different conditions tested. The other tRNA-LC components emerge as core

interactors together with ribosomal proteins. During infection, a subset of proteins significantly

altered their binding to DDX1 via an RNA bridge, which suggests global changes in tRNA-LC-

containing RNPs. The iCLIP2 analysis revealed that the tRNA-LC binds a number of mRNAs

in uninfected conditions. However, a significant shift in interactions with vRNA is observed

during infection. Binding to the vRNA is predominantly at the 5’ end of the sgRNA. The pattern

of RNA binding and the PPI alluded to a regulatory function in translation control. Finally, the

decoupling of SINV replication and translation revealed that the absence of DDX1 upregulated

both processes.
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6.3 Discussion

DDX1 is a nuclear and cytosolic protein with a wide range of roles in RNA metabolism, through

its involvement in the tRNA-LC as well as other protein complexes. I have previously shown

that DDX1 plays an antiviral role in SINV infection, so its interactome could reflect how this

function is exerted. Understanding which protein partners the tRNA-LC interacts with over the

course of infection can provide invaluable clues on the role it plays during infection. To this

effect, I performed a DDX1 PPI to study the protein-protein interaction dynamics that occur

over the course of infection. I used native wash conditions (150 mM) to capture physiologically

relevant interactions and processed several negative controls in parallel to ensure the capture

of bona fide DDX1 interactions. Combined with a state-of-the-art mass spectrometer used

for LC-MS/MS analysis allowed for even peripheral and indirect interactions to be captured.

Building upon the previous high-resolution complex analysis by XL-MS, this study aimed to

understand the landscape of interactions that DDX1 broadly establishes in the cell and its

dynamics after infection.

This study further explores the tRNA-LC’s RNA binding specificity. I characterised the RNA-

specific interactions of two tRNA-LC proteins by iCLIP2 sequencing. The novel RNA binding

profiles identified through this technique identify potential RNA regulatory roles in steady-

state conditions and during infection. Combined, these two techniques enabled the robust

characterisation of the DDX1 and the tRNA-LC interactome in both uninfected and infected

conditions.

6.3.1 DDX1 core interactors and implications in steady-state conditions

DDX1 was identified to bind to a large number of proteins that intriguingly did not change in the

different conditions tested. I identified a core-DDX1 group of proteins that were characterised

by the lack of RNase sensitivity and were unchanged by the cellular remodelling that occurs

during virus infection, among them the tRNA-LC proteins. A recent study on RBP RNA

dependence by Caudron-Herger and colleagues in 2019, by a technique called R-DeeP,

assessed proteins’ RNA dependence by comparing their sucrose gradient migration profiles in

the presence and absence of RNases [294]. Migration in the presence of RNases suggested

that the protein interactors are RNA-dependent. In the case of DDX1, little to no shift in the

peaks was observed, suggesting that RNA does not play a role in the interacting partners.

This observation is consistent with my findings regarding the core-DDX1 proteins. However, a
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few minor differences exist within my dataset. A small fraction of the total proteins binding to

DDX1 alter their binding to DDX1 in an RNA-dependent manner, which is pronounced in the

infected environment. Upon further investigation, the RNA-dependent proteins associate with

the same protein complexes as the proteins associating with DDX1 in an RNA-independent

manner, such as the ribosome. This indicates that the RNA is stabilising parts of the same

complex bound by DDX1.

DDX1 core-interactors are predominantly interacting with ribosomal proteins. In the iCLIP2

data, the two tRNA-LC proteins predominantly interact with 5’UTRs and the start of CDS of

cellular RNA. This pattern matches the binding profiles of translation initiation proteins such

as eIF3C and eIF4A2 [295, 296]. The RNA-binding profile coupled with the translational

protein interactors suggests an important role of the tRNA-LC in translation initiation. This

correlates with a previous study where DDX1 was observed to regulate the translation of

insulin mRNA [259]. The latter study carried out a PPI of DDX1 in insulinoma cells and

identified similar enrichment of translation proteins, in particular translation initiation proteins.

They further identified that DDX1 plays a regulatory role in insulin mRNA translation, whereby

RNA binding to the 5’UTR of the transcripts promotes translation. Meanwhile, the removal

of DDX1 from this RNA location by phosphorylation downregulated insulin translation [259].

This study is extremely interesting in the context of my data on DDX1 cellular behaviour. The

similar binding on cellular transcripts and ribosomal association suggests DDX1 regulates the

translation of a variety of proteins in a similar fashion as previously described for insulin. Future

experiments could explore whether the translation of the RNA targets identified is influenced by

DDX1 binding. Employing phosphorylation-inducing drugs such as palmitate could induce the

dissociation of DDX1 from its mRNA targets. I could pair this with click-chemistry [297] to tag

and separate the newly synthesised protein to quantify the translation rate in accordance with

DDX1-RNA binding. The mRNAs bound by DDX1 in the iCLIP provide a novel and interesting

list of target proteins for further investigation.

Among the tRNA-LC proteins, CGI99 has also been reported to be directly involved in

translation control [246]. Indeed, CGI99 was co-precipitated with other members of the tRNA-

LC in the study of RNA cap protein interactors, employing cap analogue-containing resins.

Interestingly, within the CGI99 interactome, eIF4E, the cap-binding factor required for canonical

translation, was absent. Researchers suggested that CGI99’s cap-binding ability, through its

stabilisation by tRNA-LC members, replaced the canonical binding of eIF4E [246]. The two
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tRNA-LC proteins interact with similar cellular RNA binding regions, namely the 5’UTR. In the

DDX1-IP, besides the enrichment of the tRNA-LC proteins, I observed an enrichment of 5’UTR

mRNA binding proteins, which could further support CGI99’s cap-associated activity. Among

the core-DDX1 protein interactors, I identified eIF proteins such as eIF3A/B/C and eIF4B/G, but

not eIF4E. It would be interesting to explore whether the identified mRNA targets are translated

in a canonical manner or whether their binding by the tRNA-LC proteins is due to their unusual

translational regulation.

6.3.2 DDX1 core interactors and implications in SINV conditions

In Chapter 4, I characterised the tRNA-LC as the primary complex to which DDX1 associates.

In the DDX1-PPI, I identified all tRNA-LC members as highly enriched across all conditions,

which classified them as core-DDX1 interactors. The coordinated RNA binding preferences

identified in the iCLIP2 data further strengthen their close functional interaction. The antiviral

role observed in Chapter 5 indicates that the tRNA-LC members play a crucial role in inhibiting

viral progression, which may stem from the tRNA-LC working alone or cooperating with other

antiviral factors, exerting pressure on the vRNA.

The tRNA-LC proteins are associated with a large number of ribosomal proteins. During

infection, a significant enrichment of translational factors occurs via an RNA bridge as the

infection progresses, in line with the significant increase in vRNA in the cellular environment

[113]. Viruses are known to hijack cellular machinery, in particular, to enhance the translation

of their own vRNA [298]. The proximity of the tRNA-LC proteins to the translational factors

recruited for vRNA translation could reflect the antiviral role of the complex. The iCLIP2 data

showed an absence of binding to the viral negative strand, suggesting the tRNA-LC proteins

interact specifically with the positive strand, which serves as the template for translation and

replication. This lack of interaction with the negative strand may also imply that these proteins

do not bind the dsRNA replication intermediate. However, confirming this would require

analysis at an earlier timepoint. The 16hpi timepoint used in my dataset may be too late

to detect interactions with the negative strand, as it is likely sequestered within replication

organelles and thus inaccessible. Interestingly, the specific decoupling of replication and

translation indicated that the absence of DDX1 caused an upregulation of both processes.

In both cases, the effect was mild, suggesting the tRNA-LC antiviral regulation may be

occurring elsewhere, or the combination of inhibiting both processes significantly hinders the
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viral lifecycle. The binding of the tRNA-LC was remarkably enhanced in the subgenomic

region of RNA, specifically at the 5’UTR of the sgRNA and the start of the polyprotein

encoding the structural proteins. The higher prevalence of sgRNA could corroborate the signal

strength. However, I hypothesise that a more enhanced regulation will be detected if perturbing

specifically the translation within this latter region. In future work, I would employ replicons to

report the translation of the sgRNA specifically and capture the later stages of infection.

In the scope of the tRNA-LC working as an independent antiviral factor, the complex has

an array of functions that could model its antiviral activity. Focusing on the start of the sgRNA

region where the strongest binding of the tRNA-LC proteins was observed, a few possibilities

come to light. The 5’-UTR leader sequence contains a m7G cap structure at its 5’-end,

promoting RNA stability [299]. This leader sequence confers eIF4F complex independence

and is implicated in the inhibition of host translation [124, 142]. The tRNA-LC protein CGI99

is capable of binding cap structures [246]. I can speculate that the direct binding of the

cap structures inhibits other translation initiation factors from binding and hinders the host

translation shut-off from occurring.

DDX1 helicase activity could unwind critical secondary structures necessary for protein

recruitment. At the start of the coding region of the capsid protein, an essential hairpin

(stem-loop RNA) enables efficient sgRNA translation. The downstream stable hairpin (DSH)

is positioned 27nt downstream of the AUG codon [126]. The DSH confers eIF2-independent

translation and signals the precise codon at which translation begins [126,141]. The absence

of this structure hinders correct translation from occurring [286]. DDX1 could dissolve the

required structure for correct ribosomal binding, hindering translation, for instance. Finally, I

previously hypothesised that RTCB is saturated by vRNA and unable to efficiently recycle its

ligase activity (explored in Chapter 5). The iCLIP2 indicates definite binding of RTCB to the

vRNA. I can thus speculate that its "locked" form inhibits translational factors from scanning

and binding the necessary sequence. Combined, the tRNA-LC is a powerful toolbox that could

hinder translation initiation.

6.3.3 Virus infection models select cellular complexes

A subset of DDX1 protein binding partners alter their interaction during infection in an RNA-

dependent manner. The previously mentioned RNase insensitivity in steady-state conditions

does not entirely corroborate cellular changes that occur in a virus-infected environment. The
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iCLIP2 analysis identified a significant shift from cellular RNAs to vRNAs, which could explain

the RNA-dependent changes in the PPI.

In mock conditions, DDX1 is identified as being involved with the ubiquitin-proteasome

system (UPS), such as the proteasome complex. In the SINV comparative analysis, I observed

a notable shift away from proteasome-associated proteins during infection. Intriguingly, the

UPS plays a crucial role in the establishment of productive virus infection across various virus

species. UPS is hijacked by the virus to degrade cellular proteins inhibitive to its life cycle

and, in some cases, used for ubiquitination of viral proteins [300]. Proteasome inhibitors,

MG132 and bortezomib, and UPS signalling pathway inhibitors have been shown to inhibit viral

replication in alphaviruses [285, 301–303], and other RNA viruses such as SARS-Cov2 [304].

For these reasons, it is interesting that in my dataset, the very proteins that seem essential for

efficient viral infection are dissociating from DDX1 over the course of infection. I found UPS-

related proteins to interact significantly more with DDX1 in Mock than in SINV conditions. From

the literature, it suggests that proteasome-related functions are necessary for infection, whilst

I have shown that the tRNA-LC is inhibitory to SINV. Their opposing function in infection can

explain this change in interaction. Alternatively, the RNA that bridges these proteins changes

over the course of infection, whereby DDX1 binds vRNA, and proteasomal proteins act on

cellular RNA to suppress the host viral response.

During viral infection, the cell undergoes a heavy reorganisation in order to establish

appropriate localisation of viral particles, proteins, and vRNPs [305]. The movement of vRNPs

is thought to be aided by motor proteins such as ones of the myosin complex. The host

membranes are rearranged into cytoplasmic structures known as type-1 cytopathic vacuoles

(CPVs) [306]. The transport of endocytosed spherules and assembly of CPVs is dependent on

cellular cytoskeletal elements such as the myosin complex [307,308]. In the SINV 18hpi PPI of

DDX1, the myosin complex proteins, including MYH9, were significantly enriched. MYH9 was

previously identified as a direct interactor by XL-MS in tRNA-LC in Chapter 4. This protein

has also been identified in eight vRNA interactomes in different viral species, highlighting

its direct involvement in vRNA binding [115] and its potential role in the viral lifecycle. The

enrichment of the myosin complex protein during viral infections, as well as specifically in my

DDX1 PPI, is intriguing. This suggests that DDX1, in cooperation with the myosin complex, is

manipulating vRNP cellular movement. In future experiments, I would seek to employ myosin-

specific inhibitors that could disrupt the cellular movement of the tRNA-LC and, subsequently,
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determine whether its movement is critical for its antiviral function.

An intriguing association of DDX1 identified as enriched during infection is the increased

interaction with nuclear splicing factors. SF3B2 and its associated RNA splicing proteins are

among these proteins. Notably, Kamel et al. (2024) documented the dynamic shuttling of

nuclear factors to viral factories during the course of infection, in particular the SF3B complex

proteins [123]. The full SF3B complex and U2 snRNA (collectively known as U2 snRNP) were

observed to suppress viral infection through direct binding to SINV RNA [123]. Intriguingly, in

the rat DDX1 interactome study, DDX1 was identified as an essential regulator in alternative

splicing events and was characterised to interact with core spliceosomal and spliceosome-

associated proteins (namely DDX5, DHX15, SF1, SF3B1 and SF3B2 among others) [284]. In

the original RTCB co-IP that identified the tRNA-LC components, the SF3b complexes were

also captured [197]. Here, I mapped the predicted binding locations of the U2 snRNP complex

to my iCLIP2 data and identified two of the predicted sites as correlating to proximal regions

bound by the tRNA-LC proteins.

The connection between U2 snRNP and tRNA-LC proteins warrants future investigation,

specifically in their relation to vRNA binding specificity. Cross-referencing a CLIP analysis of

the U2 snRNP, for example, may highlight whether the tRNA-LC and U2 snRNA bind cohesively

at similar locations.

This particular

Intriguingly, in the rat DDX1 interactome study, DDX1 was identified as an essential

regulator in alternative splicing events and was characterised to interact with core spliceosomal

and spliceosome-associated proteins (namely DDX5, DHX15, SF1, SF3B1 and SF3B2 among

others) [284]. In the original RTCB co-IP that identified the tRNA-LC components, the SF3b

complexes were also captured [197].

Several nuclear proteins that have relocalised to the cytoplasm are significantly enriched

in the infected DDX1-PPI. SF3B2 and its associated RNA splicing proteins are among these

proteins. Notably, Kamel et al. (2024) documented the dynamic shuttling of nuclear factors to

viral factories during the course of infection, in particular the SF3B complex proteins [123]. The

SF3B complex was further characterised in the latter study, to inhibit viral gene expression in

a splicing-independent manner. The full SF3B complex and U2 snRNA (collectively known as

U2 snRNP) suppress viral infection through direct binding to SINV RNA [123]. Intriguingly, in

the rat DDX1 interactome study, DDX1 was identified as an essential regulator in alternative
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splicing events and was characterised to interact with core spliceosomal and spliceosome-

associated proteins (namely DDX5, DHX15, SF1, SF3B1 and SF3B2 among others) [284]. In

the original RTCB co-IP that identified the tRNA-LC components, the SF3b complexes were

also captured [197]. The identification of splicing factors in my DDX1-IP may suggest the

antiviral role of the tRNA-LC stems from its association with the SF3B complex and U2 snRNA

antiviral function. I hypothesise that the tRNA-LC binding to vRNA is occurring due to its

recruitment from other factors rather than sequence specificity. I speculate the binding of the

U2 snRNP is aiding the tRNA-LC vRNA binding and exerting its antiviral role. Kamel et al.

(2024) identified three perfect complementary U2 snRNA branch site interacting stem-loop

motifs present in the SINV genome [123]. Two of the three sites correlate with increased

binding sites identified in the iCLIP2 of the tRNA-LC. The connection between U2 snRNP and

DDX1 warrants future investigation, specifically in their relation to vRNA binding specificity.

Cross-referencing a CLIP analysis of the U2 snRNA, for example, may highlight whether the

tRNA-LC and U2 snRNA bind cohesively at similar locations.

In cellular mRNA, the tRNA-LC proteins were identified to bind G-rich sequence region

with no discernible motif or secondary structure preference. In infection, the binding profile

indicated a mild correlation to G-rich regions. However, the binding profile observed across

the viral genome suggests G-rich and predicted G4 regions are not necessarily the binding

drivers. The cellular and viral data is interesting since DDX1 has previously been shown to

bind directly with RNA G4. Indeed it was shown to be an essential modulator of class switch

recombination (CSR) at the immunoglobulin heavy-chain (IgH) locus by binding RNA G4 and

aiding in the conversion to R-loops [247]. In this case, the helicase activity of DDX1 is employed

to dissolve the secondary structure and enable R-loop formation. The frequency of G4 binding

in my captured cellular mRNA is around 2% at the high stringency threshold, indicating that G4

binding occurs in rare mRNAs. The lack of RNA sequence binding specificity of the tRNA-LC

indicates that other factors are coordinating the recruitment of the complex to specific regions

of the RNA.

DDX1 has previously been reported to interact with a variety of protein complexes beyond

the tRNA-LC complex, one of which is the DDX1/DDX21/DHX36 complex. DHX36 is a core

interactor of DDX1 (identified in the PPI of DDX1-GFP IP), while DDX21 appears consistently

in the core-DDX1 interaction network across all but one comparison, suggesting a stable

and robust interaction. Both DHX36 and DDX21 are well-characterized G4-binding proteins
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[309–311], and it is plausible that DDX1’s interaction with specific G4 sequences is facilitated

through cooperation with these proteins. Regarding the DDX1 iCLIP dataset, it is possible

that I am detecting the binding of DHX36, given that its molecular weight is within the range

that DDX1 could capture during iCLIP2 processing. However, I believe this is unlikely due to

the IP conditions used, which were highly stringent (involving 2M salt washes), which should

predominantly retain only the strongest interactions, such as those observed with the tRNA-

LC proteins. Additionally, published PAR-CLIP data for DHX36 reveals distinct RNA binding

domains, with a preference for binding to 3’ UTR regions of protein-coding sequences [312],

which is notably different to what I observed for DDX1. Both datasets also indicated a sharp

peak of binding at the start of the CDS, suggesting an overlap in binding mechanism in this

region. Further analysis of both datasets is required to precisely distinguish whether the two

proteins are binding the same RNA transcripts and whether there is indeed an overlap in

binding preferences. However, the difference in binding preferences between DHX36 (as seen

in PAR-CLIP) in the 3’UTR and DDX1 (as captured in my iCLIP2 dataset) in the 5’UTR indicates

that the interactions I observed are specifically attributed to DDX1, rather than to DHX36 or

other associated proteins.

The DDX1 and tRNA-LC interactome explored in this chapter reveal novel functional roles

for the protein complex. In steady-state, the core-DDX1 protein interactors combined with

the iCLIP2 data portray an important role in cellular translation more comprehensive than

previously known. The novel mRNA binding targets identified here could direct future research

avenues.

During infection, the large group of core-DDX1 proteins that remain unchanged during

the various conditions indicated that DDX1 and the tRNA-LC are not gaining novel protein-

interactors or subsequent functional repurposing during infection. Instead, an enhancement or

suppression of a certain subset of protein groups is taking place. The core-DDX1 proteins

overlap with dynamically enriched proteins. The observation of these significant changes

occurs only in RNA-dependent comparisons, which could be the driver of these changes.

Through the iCLIP2 analysis of the tRNA-LC, I observed a significant shift to vRNA binding

during infection, which could explain the heightened activity of certain complexes over others. I

further investigated in detail viral replication and translation and identified DDX1 as a potential

suppressor of both of these activities.
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7 General discussion and future directions

7.1 Summary

In this thesis, I have outlined my contribution to understanding the composition and functional

importance of the tRNA-LC in uninfected and SINV-infected cells. I have identified that

the tRNA-LC may facilitate a wide scope of cellular processes, including translation control.

Amongst these roles, I observed that the tRNA-LC may play an antiviral role in SINV infection.

In steady-state conditions, I explored the intricate assembly of the complex and identified

CGI99 as a central protein. Co-immunoprecipitation of the tRNA-LC proteins in HEK293

cells indicated consistent precipitation of other members of the complex, even under the

most stringent wash conditions. Knockdown of DDX1, RTCB, and CGI99 highlighted the co-

dependency of these core members of the tRNA-LC in complex assembly and stability. Loss of

each tRNA-LC member individually caused a reduction in greater or lower degree of the other

members of the complex, while their RNA levels remained unchanged. These results imply

that the stability of the tRNA-LC proteins is linked to their co-assembly.

To further characterise the organisation of the tRNA-LC, I employed XL-MS in situ. This

allowed me to identify protein interfaces within the native tRNA-LC, which could then be

validated by AF3 modelling. The results of this analysis confirmed the central position of

CGI99 within the complex and identified novel interaction partners of the complex, including

the ribosomal factor RPL11 and the non-muscle myosin MYH9. These novel interactions

were further validated in a high quality co-IP-MS experiment. In keeping with the directly

crosslinked interactors, I found that DDX1’s interactome was enriched in proteins linked to

translation and intracellular mobility. Excitingly, the results of iCLIP2 analysis further indicated

the role of tRNA-LC in translation control. The tRNA-LC was identified to bind predominantly

the 5’UTR and start of CDS of cellular mRNAs. This exciting combination suggests that the

tRNA-LC is likely involved in regulating translation initiation, which is consistent with CGI99

cap-binding activity [246]. The identified list of mRNAs bound by the tRNA-LC warrants

further research. One possibility is that these interactions speak to a non-canonical translation

initiation mechanism that could have far-reaching roles in cell biology.

In parallel, I investigated the role of the tRNA-LC during SINV infection, building on

previous studies that identified tRNA-LC components as direct interactors with SINV vRNA

and observed their relocalisation to viral replication organelles [113,123]. While these studies
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provided evidence of physical interactions, the regulatory roles of the tRNA-LC components

remained unexplored. Using siRNA knockdown, I identified a potential antiviral role for

the tRNA-LC in SINV infection. In siCTRL transfected cells, infection with SINV at 0.1

MOI caused imperceptible changes in the cellular transcriptome due to a low penetrance

of infection. However, over 11000 genes were downregulated when CGI99 or DDX1 were

absent, suggesting that the lack of these proteins enhanced virus infection and spread,

leading to a broader RNA degradation, comparable to wild-type cells infected at higher MOI.

Further analysis of the DDX1 RNA targets during SINV infection revealed its transition toward

vRNA binding and increased associations with ribosomal factors, mediated by stabilising

vRNA interactions. This shift implied a regulatory role for DDX1 in both viral replication and

translation. Functional assays that decoupled these essential viral processes confirmed the

involvement of tRNA-LC in regulating both replication and translation.

7.2 Exploring the tRNA-LC architecture and interactome

The integration of XL-MS with AF3 enabled the capture of the tRNA-LC in cellulo, significantly

advancing our understanding of the complex assembly and its interactions. DSS crosslinks

revealed a CGI99-centric architecture, supporting the pivotal role of this protein in the structural

and functional dynamics of the tRNA-LC. The AF3 simulations further highlighted the critical

role of the C-terminal region of CGI99 as a platform to establish multiple interactions with

FAM98A/B and DDX1.

In situ XL-MS presents several challenges. Fewer crosslinks are detected in cellulo cross-

linking compared to in vitro cross-linking, as observed in my data compared to in vitro data

generated by Kroupova et al. (2021) [243]. In cellulo crosslinking has an inherently lower

crosslinking depth. To increase crosslinking efficiency, higher cross-linker concentration or

increased incubation time can be implemented [242]. However, a balance between capturing

genuine crosslinks and not pivoting towards crosslinker saturation is critical to avoid the capture

of biologically irrelevant interactions. To enrich for low-abundant cross-linked peptides and

separate them from unmodified peptides, other approaches can be used, such as the use of

biotinylated cross-linkers that can be trapped using avidin beads [313]. However, this approach

comes at the cost of using bulkier crosslinkers that may fail to crosslink compact interfaces and

may result in longer crosslinking reach. Detecting transient or low-abundance interactions is

challenging, and indeed, I was unable to capture the transient interaction occurring between
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RTCB and Archease [198,244]. Improving the enrichment of crosslinked peptides will improve

depth, which may facilitate the discovery of transitory interactions. Furthermore, subcellular

fractionation could enable the capture of specific nuclear or cytosolic tRNA-LC subpopulations

while reducing sample complexity and increasing the likelihood of detecting substoichiometric

crosslinked peptides.

The observed crosslinks within the tRNA-LC serve as a proof of concept for the ability

to monitor protein complex dynamics. If we overcome the technical difficulties of in situ XL-

MS depth, our approach could theoretically be extended to larger and more intricate protein

assemblies, offering a powerful tool for structural and functional studies of macromolecular

complexes. Investigating these dynamics under varied cellular stimuli could further reveal

how the composition of cellular and viral complexes is influenced by environmental cues.

Emerging quantitative crosslinking approaches, such as those described by Wippel et al.

(2022), could refine our understanding by resolving subcomplex formation and detecting

subtle intramolecular and intermolecular changes, enhancing the resolution of conformational

landscapes [314]. By applying quantitative crosslinking approaches in the context of different

viral infection stages, we could capture conformational changes that are mediated by host-virus

interactions, such as those occurring in the tRNA-LC.

I also identified a pool of cellular RNAs that the tRNA-LC binds. Interestingly, a proportion

of the mRNAs bound by the tRNA-LC are associated with the mitochondria. This agrees with

earlier observations of Pazo and colleagues in 2019, where they sequenced RNAs bound

by the tRNA-LC protein, CGI99 [246]. Despite these associations, the tRNA-LC has not

been previously characterised in the mitochondria, leaving its role at this location unknown.

The mitochondrial genome encodes 37 proteins processed inside the mitochondria [315].

Meanwhile, a significant proportion of mitochondrial proteins are encoded in the genome

and processed by cellular factors before trans-locating to the organelle. Interestingly, the 22

mitochondrial tRNA (mtRNA) are encoded and processed within the mitochondrial organelle.

Maturation of mtRNA does not rely on cytoplasmic proteins and, unlike human tRNAs, does

not include an intron requiring splicing [316, 317]. Surprisingly, I found mtRNAs associated

with the tRNA-LC in my iCLIP2 dataset. The tRNA-LC ligase activity is essential for tRNA

maturation. However, the absence of intron splicing of mtRNA suggests this precise function

is not required at this location. The tRNA-LC ligase activity requires precise RNA termini for

ligation, specifically 2’,3’-cyclic phosphate and 5’-hydroxyl groups. A potential link exists with
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the phosphatase ANGEL2, which converts 2’,3’-cyclic phosphates into 2’,3’-hydroxyl termini

[318]. ANGEL2’s activity has been shown to be crucial for removing cyclic phosphate groups

from mitochondrial RNA cleavage products, enabling downstream RNA processes [319].

While a direct connection between ANGEL2 and the tRNA-LC has not yet been established,

ANGEL2’s role in preparing RNA substrates hints at possible competitive function or negative

regulation of ligation processes by the tRNA-LC within the mitochondria. These findings

open intriguing possibilities for exploring the tRNA-LC’s role in mtRNA processing and broader

mitochondrial RNA regulation. Future investigations could clarify whether the tRNA-LC directly

participates in mitochondrial tRNA maturation or interacts indirectly with mitochondrial RNA

metabolic pathways. Advances in mitochondrial proteomics have enabled the capture of 1100

proteins, among them tRNA-LC components [320, 321]. Mitochondrial function, either oxygen

consumption rate or ATP production measurement after the knockdown of tRNA-LC proteins,

could highlight the importance of this complex within this cellular organelle.

The cellular RNAs bound by the tRNA-LC hint at a much larger regulatory role than

previously thought. The identified RNAs could direct future research in understanding

particular gene regulations and whether their expression requires noncanonical translation

or is regulated post-transcriptionally. In cancer research, for example, DDX1 has emerged

as a significant player in cancer development and progression, displaying both oncogenic and

tumour-suppressive functions depending on the context [322]. In breast cancer, elevated DDX1

RNA expression and increased cytoplasmic DDX1 protein levels correlate with early breast

cancer recurrence, highlighting its potential as a biomarker for breast cancer screening [323].

In colorectal cancer, DDX1 promotes tumorigenesis by transcriptionally activating the LGR5

gene, a critical factor in the tumorigenicity of colorectal cancer cells [324]. Additionally, in

testicular germ cell tumours, DDX1 drives the activation of stem cell-related genes, such as

cyclin D2, indicating further a role in the regulation of gene expression [325]. The RNAs bound

identified in my iCLIP may be involved in cancer progression, for example. Crossreferencing

the identified RNAs with oncogenic targets may highlight potential novel avenues of research.

The tRNA-LC has been shown to stabilise mRNAs in non-membrane organelles [206], actively

transport RNA in dendrites [246] and here in translation regulation.
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7.3 Implication of the tRNA-LC in viral infection

This thesis aimed to uncover the roles of the tRNA-LC in SINV infection by analysing different

aspects of its biology, including the importance of its enzymatic activities, its impact on the

transcriptome, and its compositional remodelling upon infection. Binding to the 5’ UTR of

cellular and viral RNAs suggested that the tRNA-LC probably regulates translation. I performed

experiments to uncouple the importance of the tRNA-LC in replication and translation, which

suggested that it might impact both processes in a multifaceted function. Different viral

interactome capture methods identified DDX1 as a direct interactor with the vRNA of SINV,

CHIKV, ZIKV, DENV, and SARS-CoV-2 [115]. These findings suggest broader applications

of tRNA-LC regulatory mechanisms to other positive-stranded RNA viruses. Systematic

characterisation of each virus with known DDX1-vRNA interaction could identify whether the

features identified in SINV are applicable to other viruses.

The broad cellular activities of the tRNA-LC position it as a possible antagonist of viral

processes that may be universally required across viral species and families. Alphaviruses,

such as CHIKV and VEEV, present a public health concern due to their high transmissibility,

pathogenicity, and the expanding range of arthropod vector endemic areas. Tools for studying

the replication mechanisms of these viruses have been extensively developed, offering an

opportunity to examine whether the tRNA-LC plays a conserved role across the alphavirus

genus. Notably, the replicase complexes of these viruses can cross-utilise RNA templates

from other alphaviruses [292,326,327], which underscores a shared strategy for replication to

occur. If the tRNA-LC is indeed involved in facilitating or regulating replication and translation,

its role could extend beyond SINV to other viruses within the genus. In future work, I would

systematically explore the involvement of the tRNA-LC in the replication and translation of

different alphaviruses using a similar luciferase reporter system employed in this thesis. Trans-

replicase system has been developed to study alphaviruses by the Merits group and could be

applied here for different viruses.

To investigate the involvement of the tRNA-LC in the pioneering round of viral translation,

novel chimeric viruses would need to be constructed to include a luciferase reporter. However,

transfecting vRNA can be challenging, particularly when the proteins of interest are involved

in innate immune responses, which introduces additional complexity. Alternative approaches

include inhibiting viral replication using chemical compounds, such as protease inhibitors or

nucleoside analogues. For instance, a previous study exploring G3BP1’s role in translation

183



initiation in noroviruses utilized 2’-C-methylcytidine (2CMC) to inhibit viral replication [328]. In

this work, strand-specific qPCR confirmed the suppression of negative-sense RNA synthesis,

while polysome fractionation was used to determine which vRNAs were actively associated

with ribosomes for translation. A similar approach could be adapted to assess tRNA-LC

involvement in vRNA translation initiation. Identifying reliable protease inhibitors or nucleoside

analogues is critical for such experiments. Notably, several studies have highlighted promising

candidates [326]. For example, RA-0002034, a covalent fragment with a vinyl sulfone warhead,

was recently shown to inhibit the replication of CHIKV and other alphaviruses [329].

The understanding of cellular RBPs interacting with vRNA is aided by precise methods

such as iCLIP. iCLIP may identify binding sites of RBPs; it does not, however, reveal the

mechanisms or functions mediated by them (in this case, the tRNA-LC) at these locations. Co-

IP data can contextualise the potential functional implications of tRNA-LC binding, for example,

by suggesting protein partners that may support a particular role. I identified the tRNA-LC

associated with ribosomal factors that may recruit tRNA-LC components to the translation

start sites. Furthermore, I identified the tRNA-LC binding to the U2 snRNA complex, which

could indicate antiviral function associated with this latter complex at specific binding sites

[123]. Despite these insights, the precise driver of tRNA-LC recognition of RNA, i.e. whether

sequence- or structure-specific, remains elusive. Cooperative binding with other proteins may

facilitate the deposition of the complex in specific mRNA locations. Alternative approaches

need to be deployed to understand whether the tRNA-LC is recruited by other factors to

vRNA. For instance, the recently developed TREX (Targeted RNase H-mediated Extraction

of crosslinked RBPs) technique by the Mardakheh group offers a promising avenue [330].

TREX captures in vivo RBPs associated with specific RNA regions via antisense tiling DNA

oligos and RNase H digestion, followed by a Trizol-aided isolation of protein-RNA complexes.

This method has already mapped region-specific interactomes for RNAs such as NORAD and

45S rRNA [330]. Applying TREX to SINV vRNA could uncover proteins binding specifically to

the sgRNA 5’ UTR, which is the most predominant binding site of the tRNA-LC based on my

iCLIP results. TREX could thus provide new insights into how the tRNA-LC and its partners

(identified by co-IP) interact with the vRNA. Analysis of the TREX experiment and my co-IP

results could uncover cooperative interactions that may aid tRNA-LC binding to vRNA.
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