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Abstract

Protons and neutrons, collectively known as nucleons, make up the nuclei at the core of
atomswhich formourworld. Thenucleonhasbeenunder intensive study for over 100 years,
and yet we still do not fully understand the internal dynamics which govern properties like
its spin or itsmass -which contributes to almost all of the visiblemass in theuniverse. These
dynamics are governed by quantum chromodynamics (QCD), the predictions of which are
experimentally tested at high energy accelerator facilities such as Jefferson Lab. The GEN-II
experiment (E12-09-016) is one such experiment.

GEN-II is part of the Super Bigbite Spectrometer (SBS) experimental form factor pro-
gramme takingplace inHall Aat JeffersonLab,whichaims tomakeprecisionmeasurements
of the nucleon electromagnetic form factors (EMFFs) at record high values of squared four-
momentum transfer 𝑄2. EMFFs describe the electric and magnetic moment distributions
within the nucleon. They can be measured through elastic electron scattering off the nu-
cleon, and describe the recoil response of the target nucleon at a given energy scale.

GEN-II is a double polarised semi-exclusive beam target asymmetry (BTA) experiment,
seeking tomeasure theelectric form factorof theneutron,𝐺𝑛

𝐸 , at threenewvaluesof squared
four-momentumtransfer𝑄2 = 2.92,6.74and9.82GeV². The latter twopointsbeingat record
high 𝑄2. The form factor is determined through measuring the BTA of quasielastic scatter-
ing of a neutron from a polarised nuclear target. The experiment utilised the CEBAF accel-
erator to produce longitudinally polarised electrons up to ∼85% polarisation, which were
scattered off neutrons within a novel polarised helium-3 (³He) target. This new polarised
³He target was employed by building on the technology of its precursors which existed in
similar preceding experiments. This target was designed to operate at the high luminosi-
ties typical of Hall A, and reached a record breaking combination of polarisation and beam
intensity known as figure of merit, three times larger than those predecessors.

The SBS collaboration designed and constructed two brand new high acceptance spec-
trometers for these experiments, an electron arm named Bigbite (BB) and a hadron arm
named Super Bigbite. Both spectrometers featured a large acceptance EM dipole magnet,
and complementary detector systems. The electron arm contained gaseous electron multi-
pliers (GEMs)whichwereused for highprecision trackingof the scattered electrons, a heavy
gas cherenkov (GRINCH) which was used for PID between electrons and pions, a plastic
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scintillator timing hodoscope to provide high resolution timing of the start of events, and
a pair of EM calorimeters (BBCal) which provided energy measurements of detected par-
ticles, and provided the experimental trigger. The hadron arm also contained a system of
GEMswhichwill be utilised for future SBS experiments, and a hadron calorimeter designed
to provide position, timing and energy measurements of the recoiling nucleon.

The calibration of all detector subsystems, beam and target data is discussed, with a
focus on novel timing calibrations to the hodoscope and hadron calorimeter. An analy-
sis of selecting quasielastic events and suppressing background contributions from a num-
ber of sources which contaminate the final event sample is given. The largest irreducible
backgrounds are found to be from misidentified protons, timing accidentals and inelastic
events. The physical asymmetry is measured and used to extract a value for the form factor
ratio 𝐺𝑛

𝐸/𝐺
𝑛
𝑀. High precision 𝑄2 data for 𝐺𝑛

𝑀 is used to then extract 𝐺𝑛
𝐸 . This work finds at

𝑄2 = 2.92 GeV2 that 𝐺𝑛
𝐸 = 0.0129+0.0019−0.0020. This result is in statistical agreement with existing

fits to world data, and predictions from the constituent quarkmodel andDyson–Schwinger
equations, in this region of𝑄2.



Declaration

The work in this thesis is based on research carried out within the Nuclear and Hadron
Physics Research Group, School of Physics and Astronomy, University of Glasgow, Scotland
and in collaboration with Thomas Jefferson National Accelerator Facility, Virginia, United
States. The work contained herein is all my own work unless referenced to the contrary in
this deceleration or within the main text of the thesis as appropriate.

The GEN-II experiment was carried out by the SBS and Hall A collaborations of Jeffer-
son Lab. The experimental setup of all of the detectors, target and monitoring equipment
was achieved by the collective effort of the entire collaboration. Similarly the CEBAF ac-
celerator which is utilised for its electron beam takes the continuous work of the entirety
of Jefferson Lab personnel to operate. Software specific to this experiment is a collabora-
tive effort, which I contributed to in the SBS-offline and SBS-replay GitHub repositories, as
well as maintenance of offline utility and monitoring scripts in the counting house during
experimental data taking.

I was stationed at Jefferson Lab for periods of time before and during experimental run-
ning. Iworkedaspart of the target teamto install the infrastructure for thepolarisedhelium-
3 target system, and built, installed and commissioned the first target cells setups. I con-
tributed to the collection of data through shift work and run coordinator work, ultimately
covering the second highest number of weighted shifts in the collaboration, and performed
online analysis and data checks during experimental running.

Asdescribed in chapter 4, theoriginal detector calibrations formost systemsusedvalues
out of the GMN experiment which ran before GEN-II. These were performed by the GMN
student analysis team. Further GEN specific calibrations were carried out by the GEN stu-
dent analysis team. I originally calibrated the timing hodoscope, and then eventually recal-
ibrated it along with the HCal and coincidence timing data. The beam position monitoring
as well as Bigbite optics, momentum reconstruction and GEM calibrations were performed
by Sean Jeffas (University of Virginia). Energy calibration for BBCal and HCal was done by
KateEvans (CollegeofWilliamandMary) andHunter Presley (University ofVirginia) respec-
tively. TheGRINCHtimingalignment andPIDperformancehasbeen studiedandcalibrated
by myself and Jack Jackson (College of William and Mary). Additionally, an analysis of the
background contamination arising from nitrogen gas in the target cell was performed by

iii



iv

Sean Jeffas, and the values are used in the final analysis. All other work regarding the final
𝐺𝑛
𝐸 analysis in chapter 5, and results presented in chapter 6 are my own. No part of this

thesis has been submitted elsewhere for any other degree or qualification.



“Getting an educationwas a bit like a communicable sexual disease. Itmade youunsuitable
for a lot of jobs and then you had the urge to pass it on.”

- Terry Pratchett, Hogfather

v



Acknowledgements

First and foremost, I would like to express my deepest gratitude to my supervisors, Rachel
Montgomery and David Hamilton, for their invaluable guidance, support, and encourage-
ment throughout the course of my PhD. Their expertise and advice have been instrumental
in shaping this work and my growth as a researcher. It has been a pleasure to work with you
both.

I amalso sincerely grateful tomy colleagues in theNuclear andHadron Physics research
group for fostering such a stimulating and supportive environment. Working alongside
such talented and driven individuals has been a privilege. I would like to especially thank
Derek Glazier and Peter Hurck for their patience and guidance, even with the most trivial
questions and problems, and Bryan McKinnon for his continual aid, as well as for keeping
the group systems afloat. I would also like to extendmy thanks tomy friends and fellowPhD
students in office 414 — Dave, Kayleigh, Richard, and Ryan. Your camaraderie, advice, and
often absurd humour made the daily challenges of research far more manageable. To all
those who have not been specifically named, of which there aremany, thank you for adding
to this fantastic experience. It would not be right to leave unmentioned our friends and
colleagues inYork, in particular Stuart Fegan, for many nights spent scheming the future of
hadron physics in Curlers — here’s to many more.

Special thanks go to my colleagues at Jefferson Lab, whose collaboration and insightful
discussions significantly contributed to thiswork. In particular, I would like to acknowledge
Arun Tadepalli for his exceptional support, expertise, and willingness to always offer help
and advice whenever needed. I would also like to express my thanks and fondness to the
GEN students—Sean, Kate, Hunter, Jack, andVimukthi—whohave endured this long path
alongside me. I wish you all success in the future. Thanks also to the spokespeople of the
experiment, Gordon Cates, BogdanWojtsekhowski, and Todd Averett, for planning and co-
ordinating the experiment and allowing me to undertake this project. Furthermore, I wish
to thank Andrew Puckett and Eric Fuchey, whose efforts made the multiple SBS analyses
possible.

Beyond academia, I am deeply thankful to all of my friends and family at home for their
unwavering belief inme, their understanding, and their endless encouragement, especially
during the more challenging moments of this journey. I would like to specifically thank my

vi



vii

dad, Michael, for his continuous and enduring support throughout my life. Our weekend
catch-ups at the pub always provided much-needed time to de-stress away from work.

Finally, and most importantly, to my loving girlfriend, Zoe. Thank you for your uncon-
ditional love, patience, and support throughout this entire process. You have shared my
stresses, put up with my hectic schedule, and endured my often long absences from home.
Your strength and encouragement have been a constant source of motivation, and this ac-
complishment would not have been possible without you by my side.

This thesis is dedicated to my mum, Caroline, and my gran, Sarah, whom I wish could
have been here to see its completion.



“QCD nowadays has a split personality. It embodies “hard” and “soft” physics, both being
hard subjects, and the softer the harder.”

- Yuri Dokshitzer[1]

viii



Contents

Abstract iii

Declaration v

Acknowledgements viii

1 Introduction 1

2 Electron Scattering and Nucleon Structure 5
2.1 Classical Rutherford scattering . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Quantum Electrodynamics and Relativistic Scattering . . . . . . . . . . . . 7

2.2.1 Scattering in QED . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Mott Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Quantum Chromodynamics and the Nucleon . . . . . . . . . . . . . . . . . 15
2.3.1 Particles with Structure . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Elastic Scattering in OPEX . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Physical Interpretation of Nucleon Form Factors . . . . . . . . . . . . . . . 20
2.4.1 Charge Distributions, Dipoles and Fourier Transforms . . . . . . . . 20
2.4.2 Nucleon Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5 Rosenbluth Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5.1 Radiative Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.2 Nuclear Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.6 Polarisation Degrees of Freedom and the E12-09-016 Technique . . . . . . . 24
2.7 Existing Data: Form Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.7.1 Polarisation Degrees of Freedom at Jefferson Lab . . . . . . . . . . . 35
2.8 Nucleon Form Factor parameterisations . . . . . . . . . . . . . . . . . . . . 37

2.8.1 Dipole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.8.2 Galster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.8.3 Kelly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.8.4 Ye . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.9 Nucleon Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

ix



CONTENTS x

2.9.1 pQCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.9.2 Generalised Parton Distribution Based Models . . . . . . . . . . . . 41
2.9.3 Dyson Schwinger Equations . . . . . . . . . . . . . . . . . . . . . . 41
2.9.4 Vector Meson Dominance . . . . . . . . . . . . . . . . . . . . . . . 42
2.9.5 Constituent Quark Models . . . . . . . . . . . . . . . . . . . . . . . 42
2.9.6 Light Front Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3 Experimental Set-up 44
3.1 Introduction to E12-09-016 . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 GEN-II Experimental Programme . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2.1 E12-09-016 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 CEBAF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.3.1 Polarised Electron Production . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Acceleration and Delivery to Hall A . . . . . . . . . . . . . . . . . . 50
3.3.3 Hall A Beamline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4 Targets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.1 Polarised ³He Target . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4.2 Reference Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4.3 Carbon Targets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.5 Coordinate Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.6 Electron Arm: Bigbite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.6.1 Bigbite Dipole Magnet . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.6.2 Bigbite Gas Electron Multiplier Trackers . . . . . . . . . . . . . . . . 66
3.6.3 GRINCH Cherenkov Detector . . . . . . . . . . . . . . . . . . . . . . 69
3.6.4 Bigbite Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.6.5 Timing Hodoscope . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.7 Hadron Arm: SuperBigBite . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.7.1 SBS Magnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.7.2 Hadron Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.8 Magnetic Optics and Momentum . . . . . . . . . . . . . . . . . . . . . . . . 80
3.9 Electronics and Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . 81

3.9.1 Triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.10 Analysis Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.11 Monte Carlo Simulation: G4SBS . . . . . . . . . . . . . . . . . . . . . . . . 86

4 Detector and Target Calibrations 88
4.1 Kinematic Setting Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2 Target Calibrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2.1 NMR Polarimetry and Adiabatic Fast Passage . . . . . . . . . . . . . 89



CONTENTS xi

4.2.2 EPR Polarimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2.3 Density Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2.4 Angular Error From A|| and Compass Measurements . . . . . . . . . 95

4.3 Beamline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.1 Beam Polarisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.2 Beam Position Calibration . . . . . . . . . . . . . . . . . . . . . . . 100

4.4 Detector Calibrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.4.1 GEMTracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.4.2 Bigbite Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4.3 Hadron Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.4.4 Cherenkov Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4.5 Timing Hodoscope . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.5 Pass 2 Timing Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.5.1 Hodoscope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.5.2 HCal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.5.3 Coincidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

4.6 Optics Reconstruction and Calibration . . . . . . . . . . . . . . . . . . . . . 125
4.6.1 Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.6.2 Angle andVertex Reconstruction . . . . . . . . . . . . . . . . . . . . 126
4.6.3 Momentum Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 128

5 Data Analysis 130
5.1 Analysis Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.1.1 Data Reduction Cuts . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.2 Run Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.2.1 Target Polarisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.2.2 Beam Helicity and Polarisation . . . . . . . . . . . . . . . . . . . . . 139

5.3 Kinematic Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.3.1 Squared Four-MomentumTransfer . . . . . . . . . . . . . . . . . . 140
5.3.2 Nucleon Momentum and Invariant Mass . . . . . . . . . . . . . . . 141
5.3.3 Quasielastic Nucleon Position . . . . . . . . . . . . . . . . . . . . . 143

5.4 Quasielastic Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.5 Asymmetry Formalism and Dilutions . . . . . . . . . . . . . . . . . . . . . 150
5.6 Accidental Background and Prompt Random Subtraction . . . . . . . . . . 151
5.7 Physics Backgrounds and the Δ𝑥 Fit . . . . . . . . . . . . . . . . . . . . . . 152

5.7.1 Inelastically Scattered Electrons in Bigbite . . . . . . . . . . . . . . 154
5.7.2 Pions in Bigbite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.8 QE Proton Contamination . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.9 Target Nitrogen Dilution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160



CONTENTS xii

5.10 Nuclear Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
5.10.1 FSI and Effective Neutron polarisation . . . . . . . . . . . . . . . . . 163

5.11 Physical Asymmetry Measurement . . . . . . . . . . . . . . . . . . . . . . . 165
5.11.1 Run by Run Formalism . . . . . . . . . . . . . . . . . . . . . . . . . 165
5.11.2 Event by Event Formalism . . . . . . . . . . . . . . . . . . . . . . . 166

5.12 𝐺𝑛
𝐸 Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

6 Results and Outlook 168
6.1 Sources of Uncertainty on Extracted Asymmetry . . . . . . . . . . . . . . . 168

6.1.1 Poisson Uncertainty on theYield . . . . . . . . . . . . . . . . . . . . 168
6.1.2 Uncertainty from Polarisations . . . . . . . . . . . . . . . . . . . . . 170
6.1.3 Statistical Uncertainty on Physical Asymmetry . . . . . . . . . . . . 170

6.2 Effect of Background Dilutions . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.2.1 Dilution Fraction and Asymmetry Uncertainties . . . . . . . . . . . 171
6.2.2 Systematic Uncertainty on Physical Asymmetry . . . . . . . . . . . 175

6.3 Final Preliminary Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.3.1 Asymmetry Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.3.2 Form Factor Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

6.4 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

A Trigger Logic Diagrams 183



List of Figures

2.1 Classical Rutherford scattering between an incoming chargewith velocity 𝑣1
and a stationary charge, at angle 𝜃 parameterised by the impact parameter
𝑏. Figure amended from [25]. . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Scattering between two spin-1/2 particles with four-momenta𝑝1 and𝑝2, re-
sulting in scattered particles with four-momenta 𝑝3 and 𝑝4 through the ex-
change of a virtual photon. . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Diagram of elastic scattering between an electron and nucleon. The struc-
ture is encoded in the born term Γ𝜇 of the nucleon vertex. . . . . . . . . . . 18

2.4 Therelationshipsbetweenvarious chargedistributionsand their correspond-
ing form factors out of Fourier transformations in the Born approximation. 21

2.5 Cross sectiondata points from the analysis of [39]with andwithout radiative
corrections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.6 The Born term and first order radiative correction diagrams for the electron
in 𝑒𝑝 scattering. Figure from [43]. . . . . . . . . . . . . . . . . . . . . . . . 24

2.7 Pictorial diagramsof the leading-order effects for eachelectro-disintegration
process. (TopLeft) PWIA, (TopRight) FSI, (BottomLeft)MEC, (BottomRight)
IC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.8 Kinematics of double polarised electron scattering. Figure amended from
experimental proposal PR12-09-016 [48]. . . . . . . . . . . . . . . . . . . . 27

2.9 World data of measurements for𝐺𝑝
𝐸 obtained via the Rosenbluth separation

method. Figure from [64]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.10 World data ofmeasurements for𝐺𝑝

𝑀 obtained via the Rosenbluth separation
method. Figure from [64]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.11 Selected proton form factor ratio data from the Rosenbluth extractions pre-
sented in Figs. 2.9 and 2.10, limited in𝑄2 range due to the electric form fac-
tor. Figure from [64]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.12 Selected data [44, 71–74] of measurements for 𝐺𝑛
𝐸 obtained via unpolarised

elastic 𝑒𝑑 cross section methods. Figure from [64]. . . . . . . . . . . . . . . 32
2.13 Selected data of measurements [57, 67, 78, 83, 85–93] for 𝐺𝑛

𝑀 obtained via
the Rosenbluth separation method. Figure from [64]. . . . . . . . . . . . . . 34

xiii



LIST OF FIGURES xiv

2.14 Preliminary projected data points for the E12-09-019 (GMN) experiment in
Hall A at Jefferson Lab. Figure from [94]. . . . . . . . . . . . . . . . . . . . . 34

2.15 𝐺𝑝
𝐸/𝐺𝑝

𝑀 and corresponding 𝑄2𝐹2𝑝/𝐹1𝑝 data obtained via recoil polarisation
technique at JLab [43]. Symbols: [50, 51] are circles, [95, 96] are squares, and
[97] are triangles, respectively. Theoretical curves from various sources are
given in [43]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.16 World data of measurements of the ratio of 𝐺𝑛
𝐸/𝐺

𝑛
𝑀 obtained by double po-

larisation experiments preceding E12-09-016. Figure from [64]. . . . . . . . 37
2.17 World data plotted alongside Ye parameterisation fits (solid curves) and as-

sociatederrorbands (redfilledcurves) for theproton (top) andneutron (bot-
tom) [116]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.18 Preliminary projected data points for the E12-09-016 (GEN-II) experiment.
Projected errors are statistical only, calculated based on expected beam time
and model dilution factors [94]. . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.1 Floor plan of Hall A in 2019 during SBS experimental setup installation. . . 45
3.2 Diagram of CEBAF from 12 GeV upgrade. Experimental Halls labelled. . . . 48
3.3 Diagram of the excitation modes for (top) unstrained GaAs verses (bottom)

strained. By raising thedegeneracyof the energy levels by straining theGaAs,
the theoretical polarisation limit is increased from 50% to ∼100%. Image
from [132]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4 Diagram of the electron source. Laser light is propagated through a system
of filters and mirrors to the photocathode. Electrons are then extracted to
CEBAF. Image from [133]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.5 Diagramof the Extraction systemat the south linac towardsHalls A, B andC.
The combination of separators and gates changes based on the pass of the
extraction. Image from [136]. . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.6 Beam Position Monitor (BPM) cavity showing the orientation and labels of
the four antennae. BPMA and BPMB are identical in this regard. Image from
[138]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.7 Side view of the Hall A Möller polarimeter. Image from [148]. . . . . . . . . 55
3.8 A photograph of the full target ladder showing the production cell, reference

cell, and titanium beam holding carbon foils. . . . . . . . . . . . . . . . . . 56
3.9 (Left) mirror mounted with RTV and glue to ceramic mounting plate, which

has holes on the bottom to accommodate the oven wing bolts. (Right) Top
view of the target oven during installation work. The arm structure has a 45
degree tilt which will house the mirror. An identical second arm and mirror
sits 180 degrees opposite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.10 Dominant partial-wave spin contributions to the ³He nucleus. . . . . . . . 58



LIST OF FIGURES xv

3.11 Example of the process of optically pumping an alkali gas. In this example
the ground state is ²S1/2 corresponding to Lithium, however the process is
analogous across the increasing principal quantum number n of the alkali
metals. Image from [163]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.12 Reference cell prior to installation. . . . . . . . . . . . . . . . . . . . . . . . 62
3.13 Depiction of carbon target z positions along the beamline, and beam posi-

tions of the three target settings. Image from [171]. . . . . . . . . . . . . . . 63
3.14 Anonlinemonitoringplot fromacarbonhole runduringGEN2. Thecoloured

bins indicate the x-y currentsof the raster for reconstructed tracks. Theshape
of the distribution indicates the raster shape, and the carbon target hole is
visible in the centre, where no tracks will have been reconstructed. . . . . . 64

3.15 Bigbite as seen from left of spectrometer centre (upstreamdirection towards
right of image, downstream direction towards left of image) annotated with
subsystem names. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.16 CAD Drawing of the Bigbite spectrometer during Transversity experiment
E06-010. Detector stack subsystems have changed, but the magnet dimen-
sions remain the same in E12-09-016. . . . . . . . . . . . . . . . . . . . . . 67

3.17 An example of the avalancheproducedby a single ionising particle travelling
through the layers of aTriple-GEM.The number corresponds to foil layers in
a single GEM detector. The signal is amplified through each foil and eventu-
ally reaches the readout plane. Image from [177]. . . . . . . . . . . . . . . . 68

3.18 (Left) Single UV GEM layer. (Right) An XY GEM Layer comprised of 4 mod-
ules labelled 0 through 3. Image from [176]. . . . . . . . . . . . . . . . . . . 69

3.19 The GRINCH detector installed in the BigBite stack. Highlighted in black in
the illustration on the left, its positionbetween the rear and frontGEM layers
is more clearly demonstrated. On the right viewed from right of spectrome-
ter centre (downstream beam to towards left of image). Image from [181]. . 70

3.20 Top down view of the inside of the GRINCH detector. The incoming charged
electrons produce a Cherenkov boom up to the threshold of 2.7 GeV. Above
this both pions and electrons can produce signals. Thephotons are reflected
backwards by the mirrors into the PMT array. Image from [182]. . . . . . . . 71

3.21 (Left) Preshower blocks being constructed, shielded in MuMetal and light
tight black tape, and attached to PMTs. (Right) Side view of the Preshower
during installationwithblocksbeing slid into the ironhousing structure shown
in blue. Image from [186]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72



LIST OF FIGURES xvi

3.22 Top: Shower blocks during construction, begin shielded in MuMetal, and
layers of MuMetal between rows. Bottom: Back view of the Shower during
initial installation and cabling in a test lab, showing the scale and arrange-
ment of the detector. Images from [186]. . . . . . . . . . . . . . . . . . . . . 74

3.23 DrawingsofBBCal Shower andPreshower calorimeters,with leadglassblock
sizeandgeometry specified. Thescatteredelectron interactswith thepreshower,
and the subsequent EM shower interacts with the shower detector. Image
from [189]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.24 Diagram of the Bigbite Hodoscope which is a vertical stack of scintillating
bars positioned between the shower and preshower calorimeters. Image
from [191]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.25 (Left)HadronCalorimeter (HCAL) shown fromthe front,which sits ona steel
platform 75 cm vertical from the Hall floor. (Right) SBS Dipole Magnet pho-
tographed from behind (downstream looking upstream). . . . . . . . . . . 77

3.26 Picture of HCAL module design. Image from [192]. . . . . . . . . . . . . . . 79
3.27 (Left) The sieve plate. (Right) Reconstructed events for kinematic setting 3

with the sieve plate in place in front of Bigbite. The sieve hole pattern can be
clearly seen. Figure from [195]. . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.28 Elastic scattering from H₂ in Bigbite, showing that the relationship between
𝑝incident𝜃bend and 𝜃tg is linear. . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.29 BBCAL trigger systemblocks composedofoverlappingcombinationsof shower
and preshower blocks. Image from [198]. . . . . . . . . . . . . . . . . . . . 84

3.30 HCal trigger system blocks composed of overlapping 8 x 8 regions of the de-
tector. Image from [199]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.31 Picture of experimental setup in G4SBS. . . . . . . . . . . . . . . . . . . . . 87

4.1 NMR constants calibrated over time [214]. . . . . . . . . . . . . . . . . . . . 94
4.2 Errors for NMR constant calibration for all cells [214]. . . . . . . . . . . . . 95
4.3 Polarisation over time, calculated from calibrated NMR data for target cell

Hunter during GEN2 kinematic setting. . . . . . . . . . . . . . . . . . . . . 96
4.4 Hall A Möller results across GEN-II kinematic settings. Figure from [215]. . 97
4.5 Möller Measurements from Halls A and B during GEN2 kinematic setting.

Figure from [215]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.6 (Left) Faster raster current in arbitrary raster units. (Right) Beam position

from BPMA in mm. GEN2 ³He data set, Run 2200. . . . . . . . . . . . . . . . 100
4.7 Residuals after GEM alignment calibration. Modules are aligned near zero

and resolution is shown in the top of the plot. Figure from [195]. . . . . . . 106
4.8 (Left) GEM ADC asymmetry vs module before gain calibrations and (right)

after the calibrations. Figure from [195]. . . . . . . . . . . . . . . . . . . . . 107



LIST OF FIGURES xvii

4.9 𝐸/𝑝 resolution before and after calibration for (top) all data and (bottom)
measured across runs. The top left plot shows the resolution before (green)
and after (black) calibration. Figures from [220]. . . . . . . . . . . . . . . . 108

4.10 The HCal cluster TDC time (top left), ADC time (top right), measured energy
(bottom left) andmeasured fraction of elastic nucleon energy (bottom right)
in black. The dashed red lines on the top figures indicate 3𝜎 cuts on theTDC
and ADC times, and the dashed red plots in the bottom figures indicate the
resulting distributions after these cuts. GEN2 H₂ dataset. . . . . . . . . . . . 109

4.11 HCal measured fraction of elastic nucleon energy vs (left) the dispersive (x)
direction and (right) the non-dispersive (y) direction. Red markers indicate
the mean of each bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.12 The cluster mean time of the GRINCH (red) before alignment and (black)
after alignment of all channels, for GEN2 data. . . . . . . . . . . . . . . . . 112

4.13 Leading edge time of raw hits in the GRINCH vs the PMT number for all
channels (left) before calibration and (right) after calibration. Select run
2095 from GEN2 H₂ dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.14 Preshower energy distributionwith various cuts denoted in the legend, (left)
before GRINCH timing calibration and (right) afterwards. GEN2 H₂ dataset. 113

4.15 The time over threshold vs leading edge for PMT 44L. The linear trend indi-
cates the timewalk effect. GEN2 H₂ dataset. . . . . . . . . . . . . . . . . . . 115

4.16 The linear relationship between the bar time difference and the y position
projection from the GEMs, fromwhich the scintillation speed and offset can
be extracted from the linear fit in red. . . . . . . . . . . . . . . . . . . . . . 116

4.17 GEMtohodoscope trackprojection in thenon-dispersive plane, before (left)
and (right) after calibration of the scintillation speed and relative offsets. . . 117

4.18 Summary of averaged resolutions for various quantities across all bars after
calibration on GEN2 H₂ dataset. . . . . . . . . . . . . . . . . . . . . . . . . 118

4.19 The bar mean time across all 89 bars of the timing hodoscope for (left) the
pass 1 calibration method and (right) the new simultaneous fitting proce-
dure. The mean of each slice corresponding to 1 bar is shown by the red
markers. The fit is a first order polynomial to the means of all bars. . . . . . 119

4.20 The detector time relative to the RF time for bar 44 of the hodoscope. . . . . 120
4.21 The modulus of the detector time relative to the RF to the bunch spacing of

2.004 ns for bar 44 of the hodoscope (Black) before aligning the peak offset
and (red) afterwards. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

4.22 The detector time relative to the RF time for all bars in the hodoscope after
each bar has been corrected for an RF offset. . . . . . . . . . . . . . . . . . 121



LIST OF FIGURES xviii

4.23 HCalTDC leading edge time vs deposited energy for block three (left) before
calibration and (right) afterwards. The fit is a power series detailed in the text. 123

4.24 The cluster mean time in HCal vs primary block ID for (left) the pass 1 cal-
ibration method and (right) the new simultaneous fitting procedure. The
mean of each slice corresponding to a block is shown by the red markers.
The fit is a first order polynomials to the means of all blocks. . . . . . . . . 124

4.25 Coincidence time betweenHCal and the timing hodoscope before (red) and
after (black) exploratory pass 2 timing analysis, for the H₂ dataset at kine-
matic setting 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.26 (Left) Reconstructed (x,y) position at the sieve plate using the optics expan-
sion and (right) vertex z position of seven out of the eight total carbon foil
positions, for kinematic setting 3. Figures from [195]. . . . . . . . . . . . . . 127

4.27 Elastic scattering fromH₂ inBigbite, showing the correlationbetween𝛿𝑝 and
y position of the beam. Figure from [218]. . . . . . . . . . . . . . . . . . . . 128

5.1 Flowchart of the complete analysis process of E12-09-016 . . . . . . . . . . 131
5.2 z coordinate of the reconstructed scattering vertex before any cuts. . . . . . 133
5.3 Preshower cluster energy distribution (black) before any cuts and (dashed

red) after target z-vertex cut. . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.4 Shower energy distribution after preshower energy and target z-vertex cuts. 134
5.5 BBCal total reconstructedenergydividedby trackmomentumafterpreshower

energy and target z-vertex cuts. The red lines indicate a 3𝜎 cut around the
Gaussian peak. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.6 Energy sampled by the primary HCal cluster before any cuts. Red line in-
dicates the HCal energy cut and the black dashed line indicates the average
expected value of sampled QE nucleon energy. . . . . . . . . . . . . . . . . 136

5.7 Thedistributionof (top left)𝜃tg (top right)𝜙tg (bottom left)𝑦tg (bottomright)
𝑝 for (black) events after preshower energy, z-vertex and HCal energy cuts
and (red dashed) further QE selection cuts. The relative scaling is arbitrary
for the purposes of comparing the distribution shapes. . . . . . . . . . . . . 137

5.8 Average beam current for all runs in kinematic setting 2. Runs are colour
coded by target type in the legend. . . . . . . . . . . . . . . . . . . . . . . . 138

5.9 Fraction of events with unknown helicity state after the first 1000 for all pro-
duction ³He runs in kinematic setting 2. . . . . . . . . . . . . . . . . . . . . 140

5.10 Momentum transfer squared from H₂ data before cuts (black) and MC sim-
ulation (green). The black solid line indicates the position of the central 𝑄2

of the kinematic setting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141



LIST OF FIGURES xix

5.11 Invariant mass squared from H₂ data before cuts (black) and MC simulation
(green). Black solid lines indicate the 1st, 2nd and 3³rd resonance regions
respectively, which correspond to the peaks in the distribution. . . . . . . . 142

5.12 (Left)Δ𝑦 and (right)Δ𝑥 from H₂ data before cuts (black) and MC simulation
(green). The black line indicates the QE peak in both distributions. . . . . . 144

5.13 2D correlations between Δ𝑦, Δ𝑥 and 𝑊2. Red lines indicate cuts listed in
Tab. 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

5.14 (Left) 𝑊2 after Δ𝑦 cut and (right) Δ𝑦 after 𝑊2 cut. Red lines indicate the
remaining cut on each variable, listed in Tab. 5.1. . . . . . . . . . . . . . . . 147

5.15 (Top Left)𝑊2 afterΔ𝑦 andΔ𝑥 cuts and (Top Right)Δ𝑦 after𝑊2 andΔ𝑥 cut.
(Bottom) Δ𝑥 after𝑊2 and Δ𝑦 cuts. Red lines indicate the remaining cut on
each variable, listed in Tab. 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . 147

5.16 Coincidence time spectrum from HCal TDC - Hodo TDC after QE cuts. . . . 148
5.17 Kinematic distributions at various stages of the quasielastic cut selection.

The final cut on Δ𝑥 within which the signal and background fractions and
asymmetries are calculated is left open. Thegradual resolution of the double
peak in Δ𝑥 is illustrated in the bottom left plot. . . . . . . . . . . . . . . . . 149

5.18 Coincidence time between the HCal cluster time from the F1 TDC and the
Hodo cluster time from the v1190 TDC. 3𝜎 cut on the signal region is indi-
cated in green. 3𝜎width side bands around ± 10𝜎 are shown in red and blue. 151

5.19 (Top) Illustrationsof thedominantphysics backgroundswhich contaminate
the final event sample and (bottom) Δ𝑥 distribution for each background
(black) before and (red) after QE cuts. (Left) Semi-inclusive electroproduc-
tionwhich results inanelectron inBigbite and (right)photoproductionwhich
results in a pion in Bigbite. . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.20 Δ𝑥 after prompt random subtraction and all other QE cuts for (black) data,
(blue) QE proton simulation, (green) QE neutron simulation, (magenta) in-
elastic background simulation and (red) the combined fit. . . . . . . . . . . 155

5.21 (Top)Invariantmass squared𝑊2 for various cutsdetailed in the legend, (bot-
tom) and the asymmetry binned in𝑊2 for each distribution. . . . . . . . . 156

5.22 Preshowerenergydistribution fordata afterprompt randomsubtractionand
QE cuts, before 𝐸PS cut. Simulation elastic electron and pion background
distribution fits are shown, detailed in the legend. . . . . . . . . . . . . . . 157

5.23 Preshower energy distribution for plus and minus helicity contributions of
data and the simulation fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . 158



LIST OF FIGURES xx

5.24 Preshower energy distribution forGRINCHclusterswith“anti-electron cuts”
i.e. which were not track matched and had a cluster size less than two. The
red shaded region indicates the region below the nominal analysis cutwhich
is integrated over helicity states to get a “pure” pion asymmetry. . . . . . . . 159

5.25 The reconstructed track z position of the scattering vertex at the target. The
seven peaks account for scattering off each of the 7 carbon foils present at
the optics position. The red bands denote where cuts have been made to
remove scattering from air. Figure from [195]. . . . . . . . . . . . . . . . . . 161

5.26 Reconstructed x-ypositionof tracks at the faceof themagnetwhere the sieve
plate sits for (left) the GEN3 carbon optics data and (right) the GEN3 ³He
production data. Acceptance matching within the sieve plate acceptance
indicated by the array of red ovals. Figure from [233]. . . . . . . . . . . . . 162

5.27 Theperpendicular asymmetry𝐴perp calculatedbyM.M. Sargsian [112] in the
GEA, for various models which are detailed in the text. . . . . . . . . . . . . 164

6.1 Final results from thiswork. (Top)Themeasured form factor ratiomultiplied
by 𝜇𝑛 =−1.91 and (Bottom) the extracted electric form factor of the neutron
from world data of the magnetic form factor. Error bars correspond to 1𝜎
uncertainty in all data points. . . . . . . . . . . . . . . . . . . . . . . . . . . 179

A.1 Schematic of BBCal trigger. . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
A.2 Schematic of HCal trigger. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
A.3 Schematic of coincidence trigger. . . . . . . . . . . . . . . . . . . . . . . . . 186



List of Tables

2.1 Published data on𝐺𝑛
𝐸 or the ratio𝜇𝑛𝐺𝑛

𝐸/𝐺
𝑛
𝑀 via double polarisation, preced-

ing E12-09-016. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2 Parameters of Kelly fit [115]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.1 Production kinematics for 𝐺𝑛
𝐸 -II run period. . . . . . . . . . . . . . . . . . . 45

3.2 Statistics collected for each physics target during GEN2 kinematic. . . . . . 47
3.3 Triggers used in E12-09-016. . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.1 Möller polarimetery results for E12-09-016. The sign of the beam polarisa-
tion can be used to determine the correct sign of the physics asymmetry for
a given half wave plate state. . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.1 Final cut values for quantities inQEevent selection, after systematic analysis
of the final result. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.1 Polarisation values and their uncertainties. The target polarisation is taken
as an unweighted mean over the final event sample. . . . . . . . . . . . . . 170

6.2 Results of background dilution fractions and asymmetries and their uncer-
tainties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

6.3 Results of calculations of 𝐴phys and statistical and systematic uncertainties. 177
6.4 Averaged values of kinematic variables which are used in the extraction of

the form factor ratio in the quadratic method, with the form factor results. . 178

xxi



Chapter 1

Introduction

Nuclear physics is an ever-evolving field that has contributed significantly to our under-
standing of the fundamental laws of nature. The quest to unravel the mysteries of the uni-
verse at the subatomic level has led to significant advancements in our understanding of
the fundamental particles and the forces that govern their interactions.

In the last one hundred years or so, incredible advances have beenmade in understand-
ing the subatomic world. Nuclear and atomic physics experiments in the early 1900s which
were fairly simple a posteriori, had surprising results at the time. In 1911 Ernest Ruther-
ford demonstrated that matter consists of atoms on the scale of 10-¹⁰ m with a central pos-
itive charge and a surrounding cloud of negatively charged electrons [2], superseding the
earlier Thompson plum pudding model. He named this central charge the nucleus, which
we now know has dimensions less than 10-¹³ m, but contains 99.95% of the atomic mass.
Then, in 1919 Rutherford went further, discovering that this “nucleus” contains positively
charged particles, by extracting hydrogen nuclei from collisions with nitrogen. He coined
these charged particles “protons”, the Greek word for “first” [3]. This presented a problem
of mass, as the number of these protons required to balance the charge of a given nucleus,
would not account for all of the measured mass, and visa versa. This problem was solved
over a decade later by James Chadwick while experimenting with proton ejection in light
nuclei collisions, wherein he measured a mass defect [4]. The conclusion was that these
results would follow directly, if the emitted particle were close to the proton mass, but with
a net zero charge. He termed this particle the neutron. Collectively, protons and neutrons
have become known as “nucleons”. Combined with electrons, this provided an elegant and
simple model of the atom as a set of three elementary particles.

However, soon after the discovery of the neutron, Frisch and Sternmeasured the proton
magnetic moment as 2.79 nuclear magnetons (𝜇𝑁 = 𝑒ℏ/2𝑀) [5]. This was larger than the
prediction of 1 from Relativistic Quantum Field Theory (RQFT) for a spin-12 particle

𝜇 = 𝑔(
𝑒
2𝑚

)
ℏ
2
, (1.1)

1
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where g is the g-factor which is approximately 2 for a spin-12 point particle, e and m are
the charge and mass of the particle respectively and ℏ is Planck’s (reduced) constant. This
was the first indirect evidence of structure below the nucleon level. Around the same time,
Hideki Yukawa proposed a new force and associated quanta, required to balance the elec-
tromagnetic repulsion between the protons within an atom [6]. This became known as the
strong force, with the quanta the meson. Several years later, Alvarez and Bloch published a
measurement of themagneticmoment of the neutron, reporting a value of𝜇𝑛 = -1.93± 0.02
𝜇𝑁 [7], again drastically different from the prediction of 0 from Eqn. 1.1. It was becoming
clear that therewasmore tomatter than the simple three particle picture, and that nucleons
likely had some internal structure.

A quantum theory of atomic emissions had been presented by Dirac in the 1920s [8],
however there were various discrepancies with experimental data, until 1947 when Hans
Bethe performed the first quantum computation via a novel technique, renormalisation
[9]. This was the first step towards Quantum Electrodynamics as it would become known.

These mysteries and innovations around the subatomic structure fuelled decades of
technological and theoretical progress, which started with the first electron beam experi-
ments in the 1950s. Early scattering experiments between 1953-1956 at Stanford HEP Lab
by Hofstadter et al [10–12], revealed the nucleon substructure which we now attribute to
quarks and gluons, and made the first measurement of the proton size. It was demon-
strated that electron-proton (𝑒𝑝) scattering could be described by a scattering cross sec-
tion𝜎, which was the product of the scattering cross section for a point particle, and a form
factor - an effective distribution function of the charge and momentum currents within the
proton. The cross section as a function of scattering angle 𝜃e has the form

𝜎(𝜃𝑒) = 𝜎𝑀 |∫𝜌(𝑟)𝑒𝑖𝑞.𝑟𝑑3𝑟|
2
=𝜎𝑀 |𝐹(𝑞)|2 (1.2)

where 𝜌(𝑟) is the effective electromagnetic charge distribution, 𝐹 is the form factor which
evolves as a function of the four-momentum transfer between the electron and proton, 𝑞,
and𝜎M is the scattering cross section for a point particle. Thiswork confirmedRosenbluth’s
theory of elastic scattering of electrons on protons [13]. However at this point very little was
understood about the proton’s internal structure until 1964, when Murray Gell-Mann and
George Zweig independently introduced the idea of constituent particles of the nucleon.

Gell-Mann had earlier realised that thesemultiplets were the representations of amath-
ematical group of three identical objects under a flavour SU(3) symmetry, starting with an
isospin doublet and a strange singlet. He called this representation the “Eightfold Way” in
a reference to the Buddhist eightfold path to enlightenment. Gell-Mann and Zweig both
realised that three objects that encompassed separately the up isospin, the down isospin,
and the strangeness could form all the known baryons by combining three of them, and the
mesons by combining the object and its anti-object, provided these particles had fractional
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electric charge. Gell-Mann called these “quarks” after the phrase in the work Finnegan’s
Wake by James Joyce: “Three Quarks for Muster Mark” [14]. The first experimental evidence
for quarks came fromdeep inelastic scattering (DIS) experiments at the Stanford Linear Ac-
celerator Center (SLAC) in 1968 [15]. Since then, six quark flavours have been discovered,
the most recent being the heaviest, the top quark, at Fermilab in 1995 [16, 17].

Gell-Mann’s quark model was able to explain the various multiplets of known particles
at the time, as well as those discovered since. However another problem had at this point
become apparent. The spin-32 Δ

++ baryon is composed of three apparently identical quarks
with zero angular momentum, which seemed to violate the well supported Pauli exclusion
principle. The solution to this problem, was the addition of a new quantum number under
an SU(3) symmetry, which was called colour charge: red, green and blue. Along with his
student at the time, Harold Fritzsch, Gell-Mann considered that this colour group could be
interpreted as a gauge group, where the interaction of the quarks is generated by an octet of
some massless colour gauge bosons, which they called gluons. The resultant gauge theory
they developed is Quantum Chromodynamics (QCD).

Equipped with a gauge theory of electric- and colour-charge interactions, in addition
to Weinberg and Salam’s recent proposal of electroweak theory [18, 19], and Higgs’ gauge
symmetry breaking [20], physics was closer than ever to a complete theory of the universe.
In 1974, John Iliopoulos presented the combined progress in gauge theories in full for the
first time [21]. Modestly termed the “Standard Model” this theory has lived up to its name
for the last 50 years, notably being “completed” in 2012 with the monumental discovery of
theHiggs bosonat the LargeHadronCollider (LHC) and confirmationof the existence of the
corresponding Higgs field [22]. The Standard Model is considered an elegant theory which
appears to accurately model most of our observations of the universe. The Standard Model
Lagrangian describes three of the four fundamental forces and classifies all of the known
particles - 16 fermions, four gauge bosons and the Higgs scaler boson.

Despite its successes, there are large unsolved problems. The Standard Model fails to
describe the baryon asymmetry in the universe, as well as neutrino oscillations and their
non-zero masses. It does not explain the acceleration of the universe via any type of dark
energy nor does it provide a dark matter candidate as required by observational cosmol-
ogy. Perhaps most notably, Quantum Mechanics and General Relativity, which perfectly
describe the micro and macroscopic realms respectively, are currently totally incompatible
with each other, leading to the absence of a theory of gravity in the Standard Model.

Decades of work trying to further understand the interactions of matter under the SM
regime, as well as find new beyond the standardmodel physics, have lead us to thismodern
era of high energy and hadron physics. One topic that is particularly important to under-
stand is the non-perturbative limits of QCD, which describe how low momentum interac-
tions occur, such as the dynamics inside of the nucleon that Hofstadter began to probe all
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the way back in 1954.
The work of this thesis in particular, is an investigation of the electric form factor of the

neutron in such an electron scattering experiment. Elastic form factors are a mathematical
representation of the way in which a target particle (such as a nucleus or proton) responds
to the electromagnetic field of an incoming particle (such as an electron or photon). Specif-
ically, they describe the elastic scattering of the incoming particle off the target particle, and
the resulting change in the momentum and energy of the incoming particle. The scattering
of electrons off nuclei or nucleons is elastic when there is total conservation of kinetic en-
ergy between the initial andfinal states. Theelectron simply scatters off the target, changing
direction and momentum. In a fixed target experiment, the target nucleus which begins at
rest, gains some momentum in a direction parallel to the momentum transfer. In this re-
gard, form factors provide information about the internal structure of nuclei and nucleons.
Form factors are typically expressed as functions of the squared four-momentum transfer
𝑄2, which is defined as the difference between the initial and final four-momenta of the
electron squared. This is often referred to in shorthand as the “momentum transfer”. The
form factors describe the distribution of charge and current density within the target parti-
cle, andhow they respond to the incoming electromagnetic field. Inparticular, the form fac-
tors determine the angular distribution and polarisation of the scattered electrons, which
can be measured in experiments. The study of elastic form factors has provided important
insights into the structure of nuclei andnucleons, including their distribution of charge and
magnetic moments. This information is critical for understanding the behaviour of matter
at the subatomic level, and in fully understanding QCD.

This thesis presents an analysis of one kinematic setting of the E12-09-016 (GEN-II) ex-
periment undertaken at Thomas Jefferson National Accelerator Facility. GEN-II was a dou-
ble polarised fixed target electron scattering experiment on helium-3, which aimed to ex-
tract the electric form factor of theneutron,𝐺𝑛

𝐸 , at threenewkinematic points. Of these, two
are at higher momentum transfer than current world data, and present an unprecedented
opportunity to explore the structure of the nucleon in a new regime. This thesis will present
an analysis of kinematic setting 2, which was the first production setting, and corresponds
to elastic scattering at momentum transfer𝑄2 = 2.92 GeV².

In chapter 2wewill lay themathematical foundation for scattering between point parti-
cles and particleswith structure, and the underlying formalismof the form factors. In chap-
ter 3 a detailed account of the experimental setup will be given and the calibrations applied
to each subsystem will be discussed in chapter 4. In chapter 5 we will describe the analysis
framework and techniques employed in extracting the form factor 𝐺𝐸

𝑛 from the data, and
the final results will be discussed in chapter 6.



Chapter 2

Electron Scattering and Nucleon
Structure

Experiment E12-09-016 aimed to measure the electric form factor of the neutron at three
newkinematicspoints, twoofwhichwereat larger valuesof squared four-momentumtrans-
fer (Q²) than explored inprevious experiments. Thiswas doneby impinging a longitudinally
polarised beam of electrons on a transversely polarised fixed target of gaseous helium-3
(³He), and measuring the resulting beam-target asymmetry between positive and negative
helicity states of the incoming electron. The purpose of this chapter is to present the scat-
tering formalismof E12-09-016, and the underlying theoretical ideas necessary for studying
nucleon structure. This is by no means a full pedagogical review of the early scattering lit-
erature, neither is it intended as a full derivation of the appropriate quantum field theories
from first principles. Rather, this section aims to outline the necessary building blocks re-
quired to describe polarised scattering off spin-12 targets with (non point-particle) structure
appropriate for the scope of this thesis. A more complete picture can be found in Refs. [23,
24] from which much of the following information is found or inspired.

This chapter will concern itself with building a theoretical framework with the goal in
mind of an expression for the beam-target asymmetry which is the observable measured in
the extraction of 𝐺𝑛

𝐸 . As such, we will outline the basic ideas behind the relevant quantum
field theories, and begin constructing our expressions on the basis of Rutherford scattering
between point particles, building up to the relativistic regime ofMott scattering, then intro-
ducing formalism for target structure, and then the Rosenbluth theory of elastic scattering
of electrons off protons. Finally wewill look at the status of world data on nucleon form fac-
tors from previous Rosenbluth technique measurements, as well as modern disagreements
borne out of novel experiments exploiting polarisation degrees of freedom which offer new
sensitivities to the form factors.

5
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Figure 2.1: Classical Rutherford scattering between an incoming chargewith velocity 𝑣1 and
a stationary charge, at angle 𝜃 parameterised by the impact parameter 𝑏. Figure amended
from [25].

2.1 Classical Rutherford scattering

Rutherford (Coulomb) scattering, formalised at the same time as the discovery of the nu-
cleus, is the scattering of two spinless particles in the limit in which the target recoil is ne-
glected and the scattered particle is non-relativistic. Consider two particles with charges
𝑞1 =𝑍1𝑒with velocity 𝑣1 and 𝑞2 =𝑍2𝑒 at rest, where 𝑍1,𝑍2 are integer multiples of the elec-
tron charge𝑒. Fig. 2.1 shows theseparticles interacting classically via theCoulombpotential

𝑉(𝑟) =
𝑍1𝑍2𝑒2

4𝜋𝜖0𝑟2
, (2.1)

where 𝑟 is the distance between the particles. The repulsive Coulomb force results in the
incoming electron being scattered at an angle 𝜃. Considering a head-on collision, then by
equating the potential energy at the point of closest approach 𝑟 = 𝑑0, to the initial kinetic
energy 𝐸𝑘 = 1/2𝑚1𝑣21 , it can be shown that [26]

𝑑0 =
𝑍1𝑍2𝑒2

4𝜋𝜖0𝐸𝑘
. (2.2)

If the collision is no longer head-on, rather the line of incidence between the particles is
separated by a distance 𝑏 (which we will call the impact parameter) as demonstrated in



CHAPTER 2. ELECTRON SCATTERING ANDNUCLEON STRUCTURE 7

Fig. 2.1, then the scattering angle will decrease. The relationship between 𝑏 and 𝑑0 is [26]

tan(
𝜃
2
) =

𝑑0
2𝑏

. (2.3)

Then by simple rearrangement the impact parameter is given as

𝑏 =
𝑍1𝑍2𝑒2

4𝜋𝜖0𝑚𝑣20
cot

𝜃
2
. (2.4)

From classical mechanics, the differential cross section is defined as [27]

𝑑𝜎
𝑑Ω

=
𝑏

sin𝜃
|
𝑑𝑏
𝑑𝜃

| , (2.5)

where 𝑑Ω = 𝑑𝜙𝑑𝜃sin𝜃 represents the differential solid angle, with 𝜙 the azimuthal scat-
tering angle around the beam axis. By direct substitution and taking 𝑍1 = 𝑍2 = 1 (since
electrons and protons each have magnitude of charge 1e) the Rutherford cross section can
therefore be expressed as

(
𝑑𝜎
𝑑Ω

)
Rutherford

=
𝛼2

16𝐸2
𝑘 sin4 𝜃

2

(2.6)

where 𝛼 ≈ 1/137 is the fine structure constant and 𝐸𝑘 is the kinetic energy of the incoming
electron.

2.2 Quantum Electrodynamics and Relativistic Scattering

Interactions at the energy scales of GEN-II are not classical, and the particles have non-zero
spins, so adjustments to theories are required to account for relativity and spin. Quantum
Electrodynamics (QED) stands as the relativistic quantum field theory describing the fun-
damental interaction between charged particles and electromagnetic fields. At its heart lies
the concept of gauge symmetry, where the theory exhibits local symmetry under transfor-
mations of the electromagnetic potential. This symmetry dictates the interactions between
charged particles and photons, the quanta of the electromagnetic field. Through the for-
malism of second quantisation, QED treats particles as excitations of underlying quantum
fields, leading to the notion of creation and annihilation operators that govern particle dy-
namics. QED encounters challenges in dealing with divergent integrals arising from loop
diagrams, a phenomenon known as ultraviolet divergences. To address this issue, renor-
malisation techniques are employed, whereby divergent terms are absorbed into redefini-
tions of physical parameters, preserving the theory’s predictive capacity while maintaining
agreement with experimental observations.

In QED charged particles are considered to be surrounded by clouds of virtual photons
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and 𝑒+𝑒− pairs continuously being created and annihilated. Theattraction of opposite elec-
tric charges causes the virtual positrons on average to be closer to the electron, which cre-
ates a screening effect on the charge known as vacuum polarisation. This gives rise to an
effective charge 𝑒(𝑟) that becomes smaller at a larger distance 𝑟, described by the beta func-
tion

𝛽(𝑟) = −
𝑑𝑒(𝑟)
𝑑 ln𝑟

. (2.7)

Processes at the lowest order of perturbation theory are often referred to as leading-order or
tree-level. Corrections to tree-level processes arise at higher orders of perturbation theory,
known as loop corrections. The QED beta function is known to four-loop approximation,
and at one loop approximation is positive and equal to

𝛽(𝛼) =
2𝛼2

3𝜋
. (2.8)

The strength of electromagnetic interactions is governed by the fine structure constant
𝛼 = 𝑒2/4𝜋𝜖0ℏ𝑐. The effect of a changing effective charge on the coupling is known as run-
ning coupling, and for QED the effect is relatively small. At low energies relevant to many
physics processes (and every day life) 𝛼 ≈ 1/137, whereas at the scale of the electroweak
bosons (order 100 GeV) 𝛼 is closer to 1/127. At some incredibly high energy QED becomes
strongly coupled and in fact at a finite large energy 𝛼 is predicted to become infinite at the
Landau Pole [28]. Since𝛼 ismuch less than unity at effectively all physically relevant energy
scales, the QED Lagrangian can be treated perturbatively, and as a result QED has been a
tremendously successful calculative tool with some of the the most accurate physical pre-
dictions to date [29].

2.2.1 Scattering in QED

Scattering in QED is described via Feynman diagrams such as that of Fig. 2.2. These dia-
grams have associated rules from which we can translate pictorial representations of parti-
cle interactions for complex scattering processes intomathematical expressions for scatter-
ing amplitudes and resultant reaction cross sections. Consider the simple case of a point-
like spin 1/2 charged particle off an arbitrary target. Neglecting any external effects, and
working in natural units where ℏ = 𝑐 = 1, the wavefunction𝜓 of the particle is governed by
the Dirac equation for a free particle,

(𝑖𝛾𝜇𝜕𝜇−𝑚)𝜓 = 0. (2.9)

Here 𝑚 is the mass of the particle, 𝜓 the Dirac spinor / four-component wavefunction, 𝜇
runs from 0→3, and 𝛾𝜇 are the 4x4 Dirac 𝛾-matrices which satisfy the anti-commutation
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p1 p3

p2 p4

Figure 2.2: Scattering between two spin-1/2 particles with four-momenta 𝑝1 and 𝑝2, result-
ing in scattered particles with four-momenta 𝑝3 and 𝑝4 through the exchange of a virtual
photon.

relationship
𝛾𝜇𝛾𝜈+𝛾𝜈𝛾𝜇 = 2𝑔𝜇𝜈 (2.10)

where 𝑔𝜇𝜈 is the Minkowski metric tensor. The Dirac 𝛾-matrices are defined as

𝛾0 = ⎛
⎝

𝐼 0
0 −𝐼

⎞
⎠

𝛾 = ⎛
⎝

0 𝜎
−𝜎 0

⎞
⎠

(2.11)

where the components of 𝜎 are the Pauli matrices with the forms

𝜎1 =𝜎𝑥 = ⎛
⎝

0 1
1 0

⎞
⎠

𝜎2 =𝜎𝑦 = ⎛
⎝

0 −𝑖
𝑖 0

⎞
⎠

𝜎3 =𝜎𝑧 = ⎛
⎝

1 0
0 −1

⎞
⎠
.

(2.12)
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Introducing Feynman (or Dirac) slash notation, /𝛿 = 𝛾𝜇𝛿𝜇, the free QED Lagrangian is then
simply

ℒfree = �̄�(𝑖/𝛿−𝑚)𝜓. (2.13)

We can begin describing the evolution of the system by constructing a charge current den-
sity

𝑗𝜇 =−𝑒�̄�𝛾𝜇𝜓 (2.14)

where �̄� is the adjoint of the Dirac spinor which follows the relationship

�̄� ≡ 𝜓†𝛾0. (2.15)

Then, we can represent the free wavefunction of a particle with four momentum p as

𝜓 =𝑢(𝑝)𝑒−𝑝⋅𝑥 (2.16)

for some four component spinor 𝑢. Substituting the wavefunction of Eqn. 2.16 into the
Dirac equation, Eqn. 2.9, yields the result

(𝛾𝜇𝑝𝜇−𝑚)𝜓 = 0. (2.17)

For an electron in an electromagnetic field represented by the four-potential 𝐴𝜇 we can
perform gauge transformations which make the Dirac equation Lorentz invariant,

𝑝𝜇 →𝑝𝜇+𝑒𝐴𝜇

𝛿𝜇 →𝐷𝜇 = 𝛿𝜇+𝑖𝑒𝐴𝜇.
(2.18)

We can also construct a kinetic term for the photon gauge field, 𝐹𝜇𝜈𝐹𝜇𝜈, for 𝐹𝜇𝜈 = 𝛿𝜇𝐴𝜈 −
𝛿𝜈𝐴𝜇, which is invariant under local gauge transformations. The resultant full QED La-
grangian for an interacting theory is now

ℒQED = �̄�(𝑖 /𝐷−𝑚)𝜓 = �̄�(𝑖/𝛿−𝑚)𝜓−𝑒�̄� /𝐴𝜓 =ℒfree−𝑗𝜇𝐴𝜇−
1
4
𝐹𝜇𝜈𝐹𝜇𝜈. (2.19)

Substituting this into the Euler-Lagrange equations provides the equations of motion for a
particle in a potential,

𝛿𝜈 (
𝛿ℒ

𝛿(𝛿𝜈𝐴𝜇)
)−

𝛿ℒ
𝛿𝐴𝜇

= 0. (2.20)

Each partial differential term in Eqn. 2.20 can be solved to give
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𝛿ℒ
𝛿(𝛿𝜈𝐴𝜇)

=−𝐹𝜇𝜈

𝛿ℒ
𝛿𝐴𝜇

=−𝑒�̄�𝛾𝜇𝜓,
(2.21)

and by equating both parts and rearranging we acquire the equations of motion,

𝛿𝜈𝐹𝜇𝜈 =−𝑒�̄�𝛾𝜇𝜓. (2.22)

Wecanexpand the second term in𝐴𝜇 andapply thederivative acrossboth terms in𝐹 through
the linearityofpartial derivatives. Furthermore, applying thecommutationofpartial deriva-
tives (𝛿𝜈𝛿𝜇𝐴𝜈 = 𝛿𝜇𝛿𝜈𝐴𝜈) and the Lorentz gauge condition (𝛿𝜈𝐴𝜈 = 0) achieves the result

𝛿𝜈𝐹𝜇𝜈 = 𝛿𝜈𝛿𝜈𝐴𝜇 =□𝐴𝜇 =−𝑒�̄�𝛾𝜇𝜓 (2.23)

where □ = 𝛿𝜈𝛿𝜈 is the d’Alembert operator. We can immediately recognise that the four-
potential and associated charge current distribution are related through Maxwell’s equa-
tions

□𝐴𝜇 = 𝑗𝜇. (2.24)

For a transition of our particle between an initial state 𝑖 with momentum 𝑝𝑖 and final state
𝑓with momentum 𝑝𝑓, the transition current can be written as

𝑗𝑓𝑖𝜇 = �̄�𝑓𝛾𝜇𝑢𝑖𝑒𝑖(𝑝𝑓−𝑝𝑖)⋅𝑥 (2.25)

and it is simple to show thereafter that the solution to Maxwell’s equations, Eqn. 2.24 for𝐴𝜇

is

𝐴𝜇 =−
𝑗𝑓𝑖𝜇

(𝑝𝑖−𝑝𝑓)2
=−

𝑗𝑓𝑖𝜇
𝑞2

(2.26)

where 𝑞 = 𝑝𝑖−𝑝𝑓 is the four momentum transfer.
To achieve the transition amplitude, we require the Hamiltonian density. The canonical

momenta conjugates to the fermion and gauge fields respectively are

𝜋𝜓 =
𝛿ℒ

𝛿(𝛿0𝜓)
=
𝛿(�̄�𝑖𝛾𝜇𝛿𝜇𝜓)

𝛿(𝛿0𝜓)
= �̄�𝑖𝛾0

𝜋�̄� =
𝛿ℒ

𝛿(𝛿0�̄�)
= 0

𝜋𝑖 =
𝛿ℒ

𝛿(𝛿0𝐴𝑖)
=
𝛿(−𝐹𝜇𝜈𝐹𝜇𝜈)
𝛿(𝛿0𝐴𝑖)

=
𝛿((𝛿0𝐴𝑖−𝛿𝑖𝐴0)𝐹0𝑖)

𝛿(𝛿0𝐴𝑖)
= 𝐹0𝑖.

(2.27)
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We can use the fact that 𝐹0𝑖 = −𝐹0𝑖 to conclude that 𝜋𝑖 = −𝐹0𝑖, and also since the photon
field has no time derivative that 𝜋0 = 0, and write the Hamiltonian density as

ℋ=𝜋𝜓𝛿0𝜓+𝜋�̄�𝛿0�̄� +𝜋𝜇𝛿0𝐴𝜇−ℒ= �̄�𝑖𝛾0𝛿0𝜓+𝜋𝑖𝛿0𝐴𝑖−ℒQED. (2.28)

With some rearrangement, re-expression in terms of the Euler-Lagrange equations, and
substituting 𝛿0𝜓 and 𝛿0𝐴𝑖 where required, we can write the Hamiltonian density as

ℋQED = �̄�(−𝑖𝛾0𝛾𝑖𝛿𝑖+𝑚)𝜓+(𝜋𝑖𝜋𝑖+(∇×�⃗�)2)−𝑒�̄�𝛾𝜇𝜓𝐴𝜇 (2.29)

where the last term is the interacting termwhich forms the interactionHamiltonian density
ℋint. For completion, the full Hamiltonian, which is not required further, is

𝐻 =∫𝑑3𝑥ℋQED. (2.30)

Now, the transition between initial and final states is described by the S matrix

𝑆 = 𝑇exp(−𝑖∫𝑑4𝑥ℋint(𝑥)) (2.31)

where 𝑇 is the time ordering operator. For a small coupling constant, which is true as dis-
cussed for QED (generally), we can perform a power expansion of 𝑆,

𝑆 = 1+(−𝑖)∫𝑑4𝑥ℋint(𝑥)+
(−𝑖)2

2!
∫𝑑4𝑥𝑑4𝑦𝑇[ℋint(𝑥)ℋint(𝑦)]+… . (2.32)

We can simplify this as 𝑆 = 1 + 𝑇𝑓𝑖 where 𝑇𝑓𝑖 is the transition amplitude. The transition
between states is then described by

⟨𝑖|𝑆|𝑓⟩ = 𝛿𝑓𝑖+⟨𝑖|𝑇𝑓𝑖|𝑓⟩ = (2𝜋)4𝛿4(𝑝𝑓−𝑝𝑖)𝑀𝑓𝑖 (2.33)

where𝑀𝑓𝑖 is the invariant matrix element calculable from Feynman diagrams. To leading-
order in the perturbation theory then, the transition amplitude from initial state 𝑖 to final
state 𝑓 for a transition current 𝑗𝑓𝑖𝜇 is

𝑇𝑓𝑖 =∫�̄�𝑓𝛾𝜇𝐴𝜇𝜓𝑖𝑑4𝑥 =−𝑒∫𝑗𝑓𝑖𝜇 𝐴𝜇𝑑4𝑥. (2.34)

We need to extend this from a particle scattering from a fixed potential, to two particles
scattering from one another. Assuming both particles are spin 1/2, then the transition am-
plitude for scattering between two currents 𝑗𝜇1 and 𝑗𝜇2 is

𝑇𝑓𝑖 =−𝑖∫𝑗𝜇1
1
𝑞2

𝑗𝜇,2𝑑4𝑥 =−𝑖𝑒2∫�̄�𝑓,1𝛾𝜇𝜓𝑖,1
1
𝑞2

�̄�𝑓,2𝛾𝜇𝜓𝑖,2𝑑4𝑥 (2.35)
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Finally, while the derivation is outside the scope of this work, Feynman’s functional in-
tegral method allows us to read the Feynman rules for vertices directly from the Lagrangian
of an interacting theory. The two terms in the free Lagrangian of Eqn. 2.13 yield the Dirac
and EM propagators for the electrons and photons respectively.

𝑝
=∫

𝑑4𝑝
(2𝜋)4

𝑖𝑒−𝑖𝑝⋅(𝑥−𝑦)

/𝑝−𝑚+𝑖𝜖

𝑝
=∫

𝑑4𝑞
(2𝜋)4

−𝑖𝑔𝜇𝜈𝑒−𝑖𝑞⋅(𝑥−𝑦)

𝑞2+𝑖𝜖
.

(2.36)

The interaction term in the QED Lagrangian of Eqn. 2.19 provides the QED vertex,

𝛾

𝑞

�̄�

= 𝑖𝑒𝛾𝜇∫𝑑4𝑥. (2.37)

Elastic scattering of electrons from nucleons is mediated by an exchange of a photon via
QED. As such this is the first step towards describing the reaction of interest. In the next
section we will derive the relativistic scattering cross section for spin 1/2 point particles off
a fixed target, which reflects the GEN-II experimental setup.

2.2.2 Mott Scattering

Mott, or spin-coupled Coulomb scattering, is the relativistic scattering of two particles with
spin. Consider again the two body reaction drawn in Fig. 2.2, where a spin-1/2 electron
with four-momentum 𝑝1 strikes an arbitrary spin-1/2 particle with four-momentum 𝑝2, re-
sulting in a scattered electron with four-momentum 𝑝3 and a recoiling target particle with
four-momentum 𝑝4. Neglecting the nucleon structure for now, we can use this to approx-
imate the electron-proton scattering cross section. The transition rate from initial to final
states𝑊𝑓𝑖 gives theprobability of transitionper unit timeper target particle throughFermi’s
second Golden Rule

𝑊𝑓𝑖 =
|𝑇𝑓𝑖|2

𝑡𝑉
=
2𝜋
ℏ
|𝑀𝑓𝑖|

2
𝜌𝑓, (2.38)

where 𝑡 is the time interval, 𝑉 is the interaction volume, 𝜌𝑓 is the resultant density of final
states, 𝑇𝑓𝑖 is the transition amplitude and 𝑀𝑓𝑖 is the matrix element. The differential cross
section can be expressed as

𝑑𝜎 =
𝑊𝑓𝑖

Φ
𝑑𝑄2 (2.39)
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for the flux of initial beam particles Φ and the Lorentz invariant phase space 𝑑𝑄2. It can
be shown that working in the centre of mass frame, the differential cross section can be
expressed as

𝑑𝜎
𝑑Ω

=
1

64𝜋2𝑠
⟨|𝑀𝑓𝑖|2⟩ (2.40)

where 𝑠 is the centre-of-mass energy squared, which is equal to𝑀2+2𝑀𝐸+2𝑚𝑒 for a fixed
target, where 𝐸 is the energy of the incoming electron,𝑚𝑒 is the electron mass and𝑀 is the
mass of the target. For 𝑀 ≫ 𝑚𝑒,𝐸, 𝑠 can be approximated as 𝑀2, as was the case in the
original derivation by Mott.

The matrix element can be simply written down from the Feynman diagram using the
Feynman rules, and the complex square can be taken,

𝑀𝑓𝑖 =−
𝑒2

(𝑝1−𝑝3)2
[�̄�3𝛾𝜇𝑢1][�̄�4𝛾𝜇𝑢2]

⟨|𝑀𝑓𝑖|2⟩ =
8𝑒4

(𝑝1−𝑝3)4
[(𝑝1 ⋅ 𝑝2)(𝑝3 ⋅ 𝑝4)+ (𝑝1 ⋅ 𝑝4)(𝑝2 ⋅ 𝑝3)

−𝑚2
𝑒(𝑝2 ⋅ 𝑝4)−𝑀2(𝑝1 ⋅ 𝑝3)+2𝑚2

𝑒𝑀2],

(2.41)

where 𝑒 is the electric charge of the electron. From Fig. 2.2, if we neglect the target particle
recoil for now, then the four-vectors can be constructed as

𝑝1 = (𝐸1, ⃗𝑝1) = (𝐸,0,0,𝐸),

𝑝2 = (𝑀,0),

𝑝3 = (𝐸3, ⃗𝑝3) = (𝐸,𝐸cos𝜃,0,𝐸sin𝜃),

𝑝4 = (𝑀,0),

(2.42)

where 𝐸′ is the energy of the scattered electron and we have neglected the electron mass,
since𝑚𝑒 ll𝑀,𝐸. We can now explicitly calculate the individual components of the matrix
element,

(𝑝1−𝑝3)2 =−4𝐸2 sin2
𝜃
2

𝑝1 ⋅ 𝑝3 = 2𝐸2 sin2
𝜃
2

𝑝2 ⋅ 𝑝4 =𝑀2

𝑝1 ⋅ 𝑝2 =𝑝3 ⋅ 𝑝4 =𝑝1 ⋅ 𝑝4 =𝑝2 ⋅ 𝑝3 =𝑀𝐸,

(2.43)

where 𝜃 is the scattering angle of the electron, with respect to the incoming beam. Putting
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all of this into Eqn. 2.40 and substituting𝛼 = 𝑒2/4𝜋, yields theMott differential cross section

(
𝑑𝜎
𝑑Ω

)
MOTT

=
𝛼2

4𝐸2 sin4 𝜃
2

cos2
𝜃
2

(2.44)

where we recognise the first term as the Rutherford differential cross section with 𝐸𝑘 =
𝐸(𝐸𝑘 ≫𝑚𝑒), and the second term is the overlap between initial/final state wavefunctions
of the electron, arising from the quantum mechanics of spin-12 particles.

In the limit that the recoil is no longer considered negligible, the electron loses energy
in the collision and the cross section must be modified. The scattered electron and target
four-vectors become

𝑝3 = (𝐸′,𝐸′ cos𝜃,0,𝐸′ sin𝜃)

𝑝4 = (𝐸4, �⃗�4).
(2.45)

We can simplify the terms involving 𝑝4 in the matrix element by momentum conservation,
𝑝4 = 𝑝1 +𝑝2 −𝑝3. Re-solving each of the matrix element components and performing the
substitution again now yields

𝑑𝜎
𝑑Ω

=
𝛼2

4𝐸2 sin4 𝜃
2

𝐸′

𝐸
(cos2

𝜃
2
−

𝑞2

2𝑀2 sin2
𝜃
2
)

= (
𝑑𝜎
𝑑Ω

)
MOTT

𝐸′

𝐸
(1−

𝑞2

2𝑀2 tan2
𝜃
2
) .

(2.46)

where the fraction 𝐸′/𝐸 represents the necessary recoil correction and the new sine term
arises from the magnetic interaction between the two spins. Note that we are still only con-
sidering the case of relativistic spin-1/2 point particle scattering. In the next section we will
fully encapsulate the nucleon structure of our real world target particle.

2.3 Quantum Chromodynamics and the Nucleon

We have described the relativistic scattering of two spin-1/2 point particles in the fixed tar-
get frame, with the target mass and recoil taken into consideration. The final requirement,
and ultimately the motivation of all of our efforts, is to describe the structure of the in-
teracting nucleon. This structure arises from Quantum Chromodynamics (QCD). QCD is
the theory of the strong force which binds colour charged quarks and gluons into compos-
ite colourless mesons and baryons. Described by the SU(3) group, QCD is a non-Abelian
gauge theory in which the corresponding bosons (8 gluons) are themselves charged under
the group, so exhibit self interactions. Similarly to the QED case, virtual gluon and quark-
antiquark pairs permeate the QCD vacuum. However now the gluon self coupling results in
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additional virtual gluons. If QCD were Abelian, then the beta function would take the same
formas that of QED.However, the additional virtual gluon components, which are negative,
complicate the situation. Thecalculation of theQCDvacuumpolarisation is non-trivial and
outside the scope of this work, however a detailed calculation is provided in Ref. [30]. At
one-loop approximation the beta function is

𝛽(𝛼𝑠) = −(11−
2𝑛𝑓
3
)
𝛼2
𝑠

2𝜋
(2.47)

where 𝑛𝑓 is the number of quark flavours. It is clear that for 𝑛𝑓 < 33
2 ≈ 16 the ensuing beta

function is overall negative resulting in an “anti-screening” effect. As such with six quark
flavours the coupling constant 𝛼𝑠 ≡𝛼𝑠(𝑄2) decreases with the energy scale.

Above the characteristic energy scale ofQCD,Λ𝑄𝐶𝐷, perturbative approaches to the the-
ory are possible. However, the scaling nature of 𝛼 results in large enough values at low en-
ergies, that perturbative cutoffs no longer work since subsequent power of 𝛼 are no longer
negligible, i.e. 𝛼𝑠 = 𝛼2

𝑠 = 𝛼3
𝑠 = ... = 1. Fundamentally understanding the nature of QCD

requires characterising behaviour at both low and high 𝑄2. While pQCD is probed at ever
increasing energies by collaborations such as those at CERNwith the LargeHadronCollider
(LHC) [31], non-perturbative studies such as latticeQCD [32] andhadron spectroscopy [33]
seek to understand the structure of hadrons, and validate the plethora of multiplet reso-
nance states predicted byQCD. Of this zoo of hadrons, only two stable particles are formed;
the proton and neutron (nucleons). Together, these constitute the majority of the visible
matter in our universe.

We still need to understand confinement and the dynamics of QCD which are responsi-
ble for our observed properties of the nucleon which are traditionally used to classify a par-
ticle. This is the focus ofmanymodern experiments including those at JLab. A key objective
of modern physics is answering three seemingly simple questions: Why do only nucleons
exist in stable states? How do their masses and spin emerge from QCD? And how is their
internal structure characterised?

2.3.1 Particles with Structure

To adequately describe experimental data we need to extend our formalism to scattering of
an electron froma targetwith arbitrary structure in order to properly parameterise the cross
section of nucleon scattering. Consider once again the transition amplitude for two inter-
acting currents with a momentum transfer of 𝑞, where we take 𝑗𝜇2 →𝐽𝜇 to be the nucleonic
current and again 𝑗𝜇 represents the electron current,

𝑇𝑓𝑖 =−𝑖∫𝑗𝜇
1
𝑞2

𝐽𝜇𝑑4𝑥. (2.48)
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The most general form for 𝐽𝜇 is a Lorentz 4-vector, therefore we must list all linearly inde-
pendent 4-vector quantities which can describe the interaction. All possible 4x4 matrices
can be constructed from the 16 linearly independent matrices

𝐼,𝛾𝜇,𝛾5,𝜎𝜇𝜈,𝛾𝜇𝛾5 (2.49)

where we have constructed
𝛾5 = 𝑖𝛾0𝛾1𝛾2𝛾3 (2.50)

𝜎𝜇𝜈 =
𝑖
2
(𝛾𝜇𝛾𝜈−𝛾𝜈𝛾𝜇) (2.51)

with the final remaining available four-vectors being the incoming and outgoingmomenta,
𝑝, 𝑝′ respectively. 𝛾5 is a pseudoscalar which is anti commuting with the parity operator,
and since parity is conserved in the electromagnetic interaction then 𝛾5 can be removed
from consideration. The most general form for the hadronic current then is

𝐽𝜇 =𝑒�̄�(𝑝′)[𝛾𝜇𝐾1(𝑞2)+ 𝑖𝜎𝜇𝜈(𝑝′−𝑝)𝜈𝐾2(𝑞2)+ 𝑖𝜎𝜇𝜈(𝑝′+𝑝)𝜈𝐾3(𝑞2)

+ (𝑝′−𝑝)𝜇𝐾4(𝑞2)+ (𝑝′+𝑝)𝜇𝐾5(𝑞2)]𝑢(𝑝)𝑒𝑖(𝑝−𝑝
′)⋅𝑥.

(2.52)

for arbitrary functions𝐾(𝑞2) [23]. A useful tool in simplifying this expression is the Gordon
decomposition identity,

�̄�𝛾𝜇𝑢 =
1
2𝑀

�̄�(𝑝𝜇+𝑝′𝜇+𝑖𝜎𝜇𝜈(𝑝′
𝜈−𝑝𝜈))𝑢. (2.53)

By applying this, the (𝑝′+𝑝)𝜇 terms can be rewritten as linear combinations of the 𝛾𝜇 and
𝜎𝜇𝜈 terms. So the general form reduces to

𝐽𝜇 = 𝑒�̄�(𝑝′)[𝛾𝜇𝐾1(𝑞2)+
𝑖𝜅
2𝑀

𝜎𝜇𝜈𝑞𝜈𝐾2(𝑞2)+𝑞𝜇𝐾3(𝑞2)]𝑢(𝑝)𝑒𝑖(𝑝−𝑝
′)⋅𝑥. (2.54)

Furthermore we must enforce current conservation 𝜕𝜇𝐽𝜇 = 𝑞𝜇𝐽𝜇 = 0, and any terms which
do not vanish for arbitrary𝐾must have𝐾 = 0. The𝐾1 term vanishes via the Dirac equation

𝛾𝜇𝑞𝜇 = 𝛾𝜇(𝑝𝜇−𝑝′𝜇) = (𝑚−𝑚) = 0. (2.55)

The𝐾2 term also vanishes after some algebraic manipulation due to the antisymmetric na-
ture of 𝜎𝜇𝜈, leaving only an𝐾3 term in 𝑞2. Hence𝐾3 must be zero. Rewriting the remaining
𝐾 terms as 𝐹, the resultant hadronic current is

𝐽𝜇 = 𝑒�̄�(𝑝′)[𝛾𝜇𝐹1(𝑞2)+
𝑖𝜅
2𝑀

𝜎𝜇𝜈𝑞𝜈𝐹2(𝑞2)]𝑢(𝑝)𝑒𝑖(𝑝−𝑝
′)⋅𝑥. (2.56)
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2.3.2 Elastic Scattering in OPEX

A crucial ingredient in the theoretical formalism for elastic electron-nucleon (eN) scatter-
ing is the one-photon-exchange approximation (OPEX), the assumption that scattering via
exchange of a single photon is the dominant process, since higher-order diagrams should
be smaller by a factor𝛼 = 1/137. TheOPEX is often interchangeably called the Born approx-
imation, since the resultant scattering properties are analogous with the First Born Approx-
imation that second order terms in the Lippmann-Schwinger equation for scattering of a
wave-vector in a potential can be neglected [34]. In this work we will assume the First Born
Approximation is a good and valid approximation, i.e. that the scattering is relatively weak.
Efforts to measure the effects of higher order terms (two-photon exchange or TPE) exist in
the literature [35, 36], and this idea is discussed in Sec 2.5.1. In the OPEX, the electron-
nucleon elastic scattering amplitude is described at a first order by the product of the lep-
tonic and hadronic tensor currents, 𝑙𝜇 and 𝐽𝜇.

k k′

p p′

e- e-

N N

𝚪𝜇(q)

𝛄(q = k - k′)

𝛄𝜇

Figure 2.3: Diagram of elastic scattering between an electron and nucleon. The structure is
encoded in the born term Γ𝜇 of the nucleon vertex.

Consider the scattering shown in Fig. 2.3 of an incident electron with four-momentum
𝑘 ≡ (𝐸,k) off a nucleon of mass 𝑀 which is taken to be initially at rest in the lab frame,
therefore having four-momentum 𝑝 ≡ (𝐸𝑛,p) = (𝑀,0). The electron scatters with four-
momentum 𝑘′ ≡ (𝐸′

𝑒,k′) and the nucleon recoils correspondingly with a four-momentum
𝑝′ ≡ (𝐸′

𝑛,p′) having absorbed the virtual photon which carries four-momentum transfer
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𝑞 ≡ 𝑘−𝑘′. The Lorentz invariant OPEX amplitude can be written as

𝑖𝑀𝑓𝑖 =
−𝑖
𝑞2𝜇

𝑙𝜇𝐽𝜇 =
−𝑖
𝑞2𝜇

[𝑖𝑒�̄�(𝑘′)𝛾𝜈𝑢(𝑘)][−𝑖𝑒�̄�(𝑝′)Γ𝜇(𝑝′,𝑝)𝑣(𝑝)]. (2.57)

Here the most general form for 𝐽𝜇 which satisfies relativistic invariance and current con-
servation, and also includes an internal structure is applied. We demonstrated the form of
this in Eqn. 2.56. As such Γ𝜇 represents the photon-nucleon vertex function (or Born term)
which contains the nucleon structure information. It has the form

Γ𝜇 = 𝛾𝜇𝐹1(𝑄2)+
𝑖𝜎𝜇𝜈𝑞𝜈
2𝑀

𝜅𝑗𝐹2(𝑄2) (2.58)

where M is the nucleon mass, 𝜅 is the anomalous magnetic moment in units of nuclear
magnetons 𝜇𝑁 = 𝑒ℏ/(2𝑀𝑝), and𝑄2 ≡−𝑞2 =−(𝑘−𝑘′)2 > 0, is the four-momentum transfer
squared. The Dirac and Pauli form factors are the only structure functions allowed in the
Born term by relativistic invariance [37]. The Dirac form factor 𝐹1 describes elastic scatter-
ingwhere the spin state of thenucleon is the same in the initial andfinal states (helicity con-
serving). The Pauli form factor𝐹2 describes the case inwhich the initial and final spin states
are flipped (helicity non-conserving). The Dirac and Pauli form factors are analytically ex-
pressible in the limit 𝑄2 → 0, where 𝑄2 represents the virtuality of the photon mediator in
the scattering reaction,

𝐹1𝑝(0) = 1, 𝐹2𝑝(0) = 𝜅𝑝
𝐹1𝑛(0) = 0, 𝐹2𝑛(0) = 𝜅𝑛

(2.59)

for the proton (subscript p) and neutron (subscript n) respectively. Here 𝜅𝑝 = 𝜇𝑝 −1 and
𝜅𝑛 = 𝜇𝑛 are the proton and neutron anomalous magnetic moments respectively with 𝜇𝑝 =
2.7928 𝜇𝑁 and 𝜇𝑛 = -1.9130 𝜇𝑁.

In the lab frame, the differential cross section for 𝑒𝑁 scattering is then expressible as

𝑑𝜎
𝑑Ω

= (
𝑑𝜎
𝑑Ω

)
MOTT

𝐸′

𝐸
(𝐹2

1 (𝑄
2)+𝜏[𝐹2

2 (𝑄
2)+2[𝐹1(𝑄2)+𝐹2(𝑄2)]2 tan2

𝜃
2
]) (2.60)

with 𝜏 = 𝑄2

4𝑀2 , sometimes referred to as the threshold. This cross section is immediately
fairly complicated, in particular containing an interference term between 𝐹1 and 𝐹2. It is
common and more convenient to express the experimental cross section in terms of the
Sachs electric and magnetic form factors 𝐺𝐸 and 𝐺𝑀 [38], linear combinations of 𝐹1 and 𝐹2
given as

𝐺𝐸 =𝐹1−𝜏𝐹2
𝐺𝑀 =𝐹1+𝐹2.

(2.61)
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The experimental differential scattering cross section can then be written as

𝑑𝜎
𝑑Ω

= (
𝑑𝜎
𝑑Ω

)
MOTT

𝐸′

𝐸
[
𝐺2
𝐸+

𝜏
𝜖𝐺

2
𝑀

1+𝜏
] (2.62)

where 𝜖 = [1+2(1+𝜏) tan2 𝜃
2]

−1. In the OPEX 𝜖 can be interpreted as the polarisation of the
virtual photon. Eqn. 2.62 is referred to as the Rosenbluth differential cross section, which
describes the unpolarised scattering of electrons off nucleons with extended structure.

2.4 Physical Interpretation of Nucleon Form Factors

The electromagnetic form factors describe the spatial distributions of electric charge and
current inside nucleons. In the Breit frame, 𝐺𝐸 and 𝐺𝑀 are the Fourier transforms of the
electric and magnetic moment distributions respectively. This is a transformation between
the conjugate momentum and position spaces.

2.4.1 Charge Distributions, Dipoles and Fourier Transforms

The general form of the Fourier transform for a charge distribution 𝜌 is

𝐹(𝑞) =∫𝑑3𝑟𝜌( ⃗𝑟)𝑒𝑖�⃗�⋅�⃗�. (2.63)

For a distribution with spherical symmetry this can be expanded as

𝐹(𝑞2) =∫𝑑𝑟𝑟2𝜌(𝑟)∫∫𝑑𝜙sin𝜃𝑑𝜃𝑒𝑖𝑞𝑥cos𝜃

= 2𝜋∫𝑑𝑟𝑟2𝜌(𝑟)∫sin𝜃𝑑𝜃

=
4𝜋
𝑞
∫𝑑𝑟𝑟𝜌(𝑟)sin(𝑞𝑟)

(2.64)

where the physics is encoded purely in the radial part of the distribution, 𝑟.
Fig. 2.4 shows the shape of various common charge distributions associated with par-

ticles, and the resultant Fourier transformation in the Born approximation which yields a
form factor distribution. Inparticular a chargedistributionwith anexponential formresults
in a form factor which takes the the shape of a dipole of the form

𝐹(𝑞2) =
𝐹(0)

(𝐴+ |𝑞2|
𝐵 )

2 (2.65)

for arbitrary constants𝐴,𝐵. An exponential form is anatural anzatz for a chargedistribution
and early measurements of proton form factors followed this giving rise to the dipole form
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Figure 2.4: The relationships between various charge distributions and their corresponding
form factors out of Fourier transformations in the Born approximation.

factor,

𝐺𝐷(𝑄2) = (1+
𝑄2

0.71
)
−2

. (2.66)

It will be seen that the dipole form factor parameterisation described both the electric and
magnetic charge distributions of the proton well, up to around 5 GeV2. This suggests then
that at large distances, the proton appears to behave as a dipole charge. It will also be seen
that deviations from this relationship begin to appear at largemomentum transfer, suggest-
ing that the intricate substructure of the nucleons manifests at relatively small scales.

2.4.2 Nucleon Size

In the low 𝑞 limit, the sine part of the expression can be expanded in a Taylor series such
that

𝐹(𝑞2) =
4𝜋
𝑞
∫𝑑𝑟𝑟𝜌(𝑟)(𝑞𝑟 −

(𝑞𝑟)2

3!
+ ...)

= 4𝜋∫𝑑𝑟𝑟2𝜌(𝑟)−
𝑞2

6
4𝜋∫𝑑𝑟𝑟4𝜌(𝑟)+ ...

= 𝑍(1−
𝑞2

6
⟨𝑟2⟩+ ...)

(2.67)

where ⟨𝑟2⟩ = ∫𝑑3𝑟𝑟2𝜌(𝑟) = 4𝜋∫𝑑𝑟𝑟4𝜌(𝑟) is the RMS charge radius of the nucleon. We
can see then that to zeroth order the form factor is purely the charge, and the first order
correction is proportional to the RMS radius. This allows the RMS radius to be extracted
from data by measuring the form factors at low q and deriving it via
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Figure 2.5: Cross section data points from the analysis of [39] with and without radiative
corrections.

⟨𝑟2⟩ = −
6

𝐹(0)
𝑑𝐹(𝑞2)
𝑑𝑞2

|
𝑞=0

. (2.68)

2.5 Rosenbluth Separation

Until the early 1990s, Rosenbluth separation was the only method available to obtain sepa-
rated values of𝐺2

𝐸 and𝐺2
𝑀 for both the proton and neutron. Rosenbluth separation exploits

the linear nature of 𝜖 in the form factor term of the differential cross section in Eqn. 2.40. A
reduced cross section can be defined as

𝜎𝑅 =
( 𝑑𝜎𝑑Ω)EXP

( 𝑑𝜎𝑑Ω)MOTT
𝐸′
𝐸

𝜖(1+𝜏)
𝜏

=
𝜖
𝜏
𝐺2
𝐸+𝐺

2
𝑀, (2.69)

where (𝑑𝜎/𝑑Ω)EXP is the cross section measured experimentally. By using different beam
energies and scattering angles, 𝜎R could be measured a fixed 𝑄2 and varying 𝜖 as shown
by the data from Ref. [39] in Fig. 2.5. From multiple measurements of the cross section at
varying 𝜖, values for𝐺𝑝

𝐸 and𝐺𝑝
𝑀 can be directly obtained from the slope and intercept of the

fit respectively. As alreadymentioned andwill be seen, early low𝑄2 proton form factor data
showed that the dipole was a very good approximation for 𝐺𝑝

𝐸 in particular. As such it has
become a common practice to report the form factor values as a ratio to𝐺𝐷, namely𝐺𝐸/𝐺𝐷

and 𝐺𝑀/𝜇𝐺𝐷; and then as a result the ratio is reported as 𝜇𝐺𝐸/𝐺𝑀.
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2.5.1 Radiative Corrections

As previously discussed, the interpretation of cross section data in terms of Eqn. 2.62 (the
Rosenbluthdifferential cross section), relieson theconceptof singlephotonexchange (OPEX).
In reality, measurements of form factors via Rosenbluth separation must be corrected for
radiative effects which introduce multiple photon contributions. At first order, there are
several mechanisms which required correction: bremsstrahlung from incident or scattered
electron; vertex photon exchange; vacuum polarisation and self-energy, shown in Fig. 2.6.
The first realisation of the required calculative techniques was by Mo and Tsai in 1969 [40]
and was refined in 2000 by Maximon andTjon [41]. These calculative tools have allowed for
scattering cross section measurements beyond an accessible region of 𝑄2 = 10 GeV², using
the Rosenbluth separation method. The effect on the magnitude of cross section measure-
ments as a result of two-photon radiative corrections is illustrated inFig. 2.5. However, these
corrective procedures can typically only evaluated in the phase space region inwhich oneof
the two photons has a very small momentum relative to the total momentum transfer [42].
Aswill be seen,measurements exploiting polarisation degrees of freedom in the early 2000’s
were found to have large disagreements with existing Rosenbluth form factor data. This ob-
served discrepancy between cross-section and polarisation data at high-𝑄2 is now believed
to be due to explicitly “hard” two-photon exchange in which both photons can carry large
momentum. This is impossible to calculate model-independently and has therefore been
neglected in standard radiative correction prescriptions [35, 36]. Radiative corrections have
a much smaller impact in double polarisation experiments however, as much of their effect
cancels out in the asymmetry.

2.5.2 Nuclear Corrections

Extracting the proton form factors via 𝑒𝑝 scattering is fairly straightforward since hydrogen
is a free proton target (while H₂ exists as a diatomic molecule, the separation between each
hydrogen nucleus (proton) is on the order of 1 pmand as such they can be considered“free”
on the nuclear scale of 1 fm). Measurements utilising nuclear targets require corrections to
account for nuclear effects which arise as a result of the target being a boundmulti-nucleon
system. As will be seen early unpolarised 𝐺𝐸

𝑛 extractions from 𝑒𝑑 scattering in particular
suffered from large systematic errors as a result of the model dependence on the choice of
deuteron wavefunction. Additionally electron-nucleon scattering from a nucleus is often
modelled in the plane-wave impulse approximation (PWIA or IA) in which both the initial
and final state electrons can be considered plane-wave states [44].

In thecaseof this experimentwearedealingwitha semi-exclusive electro-disintegration
reaction of the form ³He(𝑒,𝑒′𝑁)𝑋where𝑁 is the scattered nucleon and𝑋 is the undetected
spectator system. This nuclear break up may be modelled by several processes [45]:
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Figure 2.6: The Born term and first order radiative correction diagrams for the electron in
𝑒𝑝 scattering. Figure from [43].

1. single nucleon knock-out with no further interaction, i.e. PWIA;

2. (single ormultiple) rescattering of the strucknucleonoff spectator nucleon(s), known
as final state interactions (FSI);

3. coupling of the virtual photon to a virtual meson which is exchanged between two
nucleons, often called meson exchange currents (MEC);

4. couplingof the virtual photon to thenucleonwhichhasfirst gone intoanexcited state,
known as an isobar configuration (IC).

Theseprocesses are illustrated in Fig. 2.7. Scattering in thePWIA ignores contributions from
FIS, MEC and IC, and also has to be corrected for relativistic distortion to the wavefunction
at𝑄2 > 1. A nuclear model of electro-disintegration is used to correct the data for this, and
is discussed in Sec. 5.10

2.6 Polarisation Degrees of Freedom and the E12-09-016
Technique

The aim of this experiment is to extend the small data set for 𝐺𝑛
𝐸 up to the as of yet unex-

plored region of 10 GeV² in a series of three double polarisation measurements. Double
polarisation experiments either measure the two non-zero components of the polarisation
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Figure 2.7: Pictorial diagrams of the leading-order effects for each electro-disintegration
process. (Top Left) PWIA, (Top Right) FSI, (Bottom Left) MEC, (Bottom Right) IC.
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of the recoiling nucleon for longitudinally polarised electrons incident on an unpolarised
nucleon target, or the asymmetry in the scattering of longitudinally polarised electrons by
polarised protons or neutrons.

In the former, the recoil polarisation method, the polarisation of the recoiling nucleon
has two polarisation components, transverse, 𝑃𝑡, and parallel, 𝑃𝑙 , to the momentum trans-
fer 𝑞. It was demonstrated by Akhiezer that these could be described by

𝐼0𝑃𝑡 =−2√𝜏(1+𝜏)𝐺𝐸𝐺𝑀 tan
𝜃
2

𝐼0𝑃𝑙 =
1
𝑀
(𝐸 +𝐸′)√𝜏(1+𝜏)𝐺2

𝑀 tan2
𝜃
2

(2.70)

where 𝜃,𝜏,𝐸,𝐸′ retain their meaning from before and 𝐼0 ∝ 𝐺2
𝑀 + 𝜏

𝜖𝐺
2
𝐸 [46]. The form fac-

tor ratio can then be extracted by directly measuring both polarisation components in a
polarimeter. The associated systematic uncertainties are much smaller than in techniques
involving cross section measurements.

E12-09-16 utilises the latter technique, scattering a longitudinally polarised electron off
a transversely polarised ³He target, which can be treated as an effective polarised neutron
target. In beam-target asymmetry measurements, the form factors can be obtained from
the beam helicity asymmetry, keeping the electron and nucleon detection angles constant,
but alternating the helicity of the electron beam. In the Born approximation, the elastic e-N
scattering cross section can be expressed as

𝜎ℎ =Σ+ℎΔ (2.71)

where Σ represents the unpolarised elastic differential cross section and Δ represents the
polarised contributionwhich is non-zerowhen the electron is longitudinally polarisedwith
helicity h = ± 1. The asymmetry in elastic e-N scattering is then defined as

𝐴𝑁 =
𝜎+−𝜎−
𝜎++𝜎−

=
Δ
Σ
. (2.72)

The unpolarised cross section Σ for elastic scattering off a free nucleon at rest is given by
Eqn. 2.62. The polarised part of the cross section is described by [47]

Δ=−2(
𝑑𝜎
𝑑Ω

)
Mott

𝐸′

𝐸
√ 𝜏
1+𝜏

tan
𝜃
2
[sin𝜃∗ cos𝜙∗𝐺𝐸𝐺𝑀+

√𝜏[1+(1+𝜏) tan2
𝜃
2
]cos𝜃∗𝐺2

𝑀],
(2.73)

where 𝜃∗ and 𝜙∗ are the polar and azimuthal angles respectively of the target polarisation
in the lab frame with respect to the momentum transfer as shown in Fig. 2.8. This quantity
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Figure 2.8: Kinematics of double polarised electron scattering. Figure amended from ex-
perimental proposal PR12-09-016 [48].

is what is measured in order to extract the form factor ratio in the final analysis.
Themeasured asymmetrywill be reduced in reality due to a number of factors. Polarisa-

tion of the electron beamwill be less than 1, typically around𝑃beam = 0.85 for JLab. Similarly
the ³He target is not 100% polarised and will likely be around 𝑃3He = 0.50. There are also ef-
fects which enter due to the effective polarisation of the neutrons in the target, 𝑃n which
must be assumed from theory and empirical evidence. Furthermore, numerous scatter-
ing backgrounds will complicate the analysis, which will be discussed fully in chapter 5. To
name the considered backgrounds briefly; scattering due to the addition of nitrogen in the
target, 𝑓N2; the dilution from timing accidentals 𝑓acci; contributions from pion background
in the electron arm, 𝑓𝜋; contamination of the signal from inelastic scattering events, 𝑓inelas;
and nuclear effects, 𝑓FSI.

The experimental asymmetry is then expressed as the product of these reductive contri-
butions. A notation used in recent nucleon form factor literature takes the following form

𝐴exp = 𝑃beam𝑃³He𝑃n𝐷N₂𝐷𝜋𝐷acci𝐷inelas𝐷FSI𝐴phys (2.74)

where each𝐷 term is a direct “dilution factor” resulting from the fractional 𝑓 contributions,
to the final physics asymmetry. However for this thesis and analysis, and to be consistent
withongoingnotation in the experimental collaborationwewill followanewnotationusing
explicitly each 𝑓 and its associated asymmetry

𝐴phys =
𝐴raw−Σ𝜒𝑓𝜒𝐴𝜒

𝑃3He𝑃n𝑃beam(1−Σ𝜒𝑓𝜒)
(2.75)

where 𝜒 sums over scattering from nitrogen, inelastic scattering events, timing accidentals,
pion background and nuclear effects, as previously stated. The physics asymmetry can be
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expressed in terms of the form factors by substituting Eqns. 2.62 and 2.73 into Eqn. 2.72

𝐴phys =−
2√𝜏(1+𝜏) tan(𝜃/2)

𝐺2
𝐸+

𝜏
𝜖𝐺

2
𝑀

[sin𝜃∗ cos𝜙∗𝐺𝐸𝐺𝑀

+√𝜏[1+(1+𝜏) tan2(𝜃/2)]cos𝜃∗𝐺2
𝑀]

(2.76)

fromwhich the form factor ratio can be extractedwhen the target polarisation is perpendic-
ular to the momentum transfer within the reaction plane and 𝜃∗ = 𝜋/2,𝜙∗ = 0 or 𝜋. Experi-
mentally this is not really the case due to the varying of themomentum transfer direction in
each event, non-uniformity of the field along the target and the fact that the central field di-
rection may not be exactly the required value due to fringe effects. In reality, this technique
aims to maximise the contribution to the asymmetry from the perpendicular component
by keeping 𝜃∗ as close to 𝜋 as possible, typically ± 10∘, and 𝜙∗ as close to zero as possible,
typically ± 20∘. This results in a small reduction to the perpendicular component, and a
small contribution from the parallel component, which are directly measurable in the final
analysis.

2.7 Existing Data: Form Factors

Tremendous efforts have been made to continue measuring each of the form factors over
the last 70 years. A thorough and recent review of the experimental history and pedagogy of
each of the form factors is available in [42]. This section will attempt to provide a shortened
history of measurement techniques and results. The original cross section measurements
by Hoftstadter et al. in the 1950s demonstrated the elegance of eN scattering, tested the
validity of the equations derived earlier in this chapter and confirmed the idea of complex
nucleon structure. These early measurements of a single proton form factor were able to
also be used to estimate the proton radius, which at the timewasmeasured to be 0.77± 0.10
fm [12]. The magnetic form factor of the neutron was measured next in 1958 using a liquid
deuterium target [49]. Through the second half of the 20th century, nucleon form factors
were primarily measured at low 𝑄2 via the Rosenbluth separation technique. Unpolarised
proton form factor measurements from cross section techniques implied a scaling law at
low 𝑄2, 𝐺𝑝

𝐸/𝐺
𝑝
𝑀 ≈ 1. For the neutron it was more complicated due to the lack of a free neu-

tron target, however 𝐺𝑛
𝐸 and 𝐺𝑛

𝑀 were still measured from quasielastic electron-deuteron
scattering cross sections, up to around 0.75 and 5 GeV² respectively.

By the 1990’s technology began to allow for exploitation of polarisation degrees of free-
dom, using polarised electron beams and either unpolarised or polarised targets. Double
polarisation measurements of the proton in 2000 from Hall A (GEP-I), suggested a discrep-
ancy in the ratio 𝐺𝑝

𝐸/𝐺
𝑝
𝑀 from the Rosenbluth data [50]. By the GEP-II experiment this was

all but confirmed [51]. Double polarisation techniques have enabled measurements of 𝐺𝑛
𝐸
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in particular that may not have been feasible with cross section methods, owing to the rela-
tively smallmagnitude of tiny contribution from the electric form factor in the cross section
at high𝑄2.

Unpolarised Proton Form Factor Measurements

Measurements of 𝐺𝑝
𝐸 and 𝐺𝑝

𝑀 via cross section methods up to the turn of the century [39,
52–63] produced a data set which spanned over three orders of magnitude from 𝑄2 ≈ 10-²
GeV² up to beyond 10GeV². The results for the individual form factors𝐺𝑝

𝐸 and𝐺𝑝
𝑀 are shown

in Figs. 2.9 and 2.10 respectively. These results showed roughly constant behaviours at low
𝑄2 for the ratio of form factors with the dipole form factor, leading to the realisation of an
apparent scaling law

𝜇𝑝
𝐺𝑝
𝐸

𝐺𝑝
𝑀
≈ 1. (2.77)

This scaling is demonstrated in Fig. 2.11 which shows the extracted ratios where applicable,
for data limited in 𝑄2 by 𝐺𝑝

𝐸 . This was consistent with the QCD prediction that 𝐹2𝑝/𝐹1𝑝
should behave as 1/𝑄2 asymptotically.

However, at larger 𝑄2, on the order of 5 GeV², 𝐺𝑝
𝑀 is observed to begin decreasing, with

fairly good consistencywithin errors. Thepicture of the electric form factor𝐺𝑝
𝐸 was less clear

in this high 𝑄2 domain, with cross section measurements losing consistency above 𝑄2 ≈ 1
GeV². This is due to the difficulty in extracting𝐺2

𝐸 (for either the proton or neutron) at large
𝑄2 via Rosenbluth separation, for primarily two reasons. Firstly, the 1/𝜏 term which multi-
plies𝐺2

𝐸 in Eqn. 2.69 suppresses this term in the cross section as𝑄2 increases. Secondly even
at relatively small𝑄2, following from the scaling relation of Eqn. 2.77 the𝐺2

𝐸 contribution to
the cross section will always be reduced by a factor of 1/𝜇2

𝑝 = 1/7.78 = 0.13.
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Figure 2.9: World data of measurements for 𝐺𝑝
𝐸 obtained via the Rosenbluth separation

method. Figure from [64].

Figure 2.10: World data of measurements for 𝐺𝑝
𝑀 obtained via the Rosenbluth separation

method. Figure from [64].
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Figure 2.11: Selected proton form factor ratio data from the Rosenbluth extractions pre-
sented in Figs. 2.9 and 2.10, limited in𝑄2 range due to the electric form factor. Figure from
[64].

Unpolarised Neutron Form Factor Measurements

Unpolarised measurements of the neutron form factors via Rosenbluth separation had ad-
ditional complications to the proton case, and as such the behaviour of the form factorswas
less well understood. As there is no free neutron target, experiments must resort to nuclear
targets, usually light nuclei like deuterium, helium-3, helium-4 and so on. Early (1960s -
1990s) unpolarised experiments using deuterium to extract the electric form factor𝐺𝑛

𝐸 typ-
ically utilised either elastic 𝑒𝑑 scattering or quasielastic 𝑒𝑑 scattering. Elastic scattering is
the process in which no energy is lost in the coherent scattering of two free particles. In
this case coherent elastic scattering on deuterium means the recoiling deuteron does not
break up. On the other hand, quasielastic scattering deals with a small amount of energy
loss owing to the fact that the quasi-free scattering of a bound particle from a nucleus is
incoherent.

In the latter case, the reaction canbe inclusive (only 1 particle, usually the electron is de-
tected), semi-inclusive (electron+protondetected)or semi-exclusive (electron+neutronde-
tected). Inclusivemeasurements of this naturehavebeenperformed [65–69], but there are a
plethora of issues relating to correctionswhich result in large systematic and theoretical un-
certainties on the neutron cross section. Semi-exclusive quasielastic scattering from light
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nuclear targets introduces further complications in the form of large proton backgrounds
owing to the proton having a larger cross section as a result of a larger FF ratio; kinematic
smearing ofmeasurable quantities as a result of Fermimotionwithin the nucleus, and extra
nuclear effects in the final state. Additionally, given the neutron is neutrally charged, it is
notoriously difficult to accurately detect exclusively, andprecise knowledge of the detection
efficiency in a cross section measurement is critical. As such, one technique employed was
the “anti-coincidence” method, in which the electron-proton cross section was measured,
and electrons detected without a recoiling proton were attributed to neutrons [70].

In this vain, early cross section extractions utilised the former case of elastic 𝑑(𝑒′𝑑)
scattering [44, 71–74]. Here, the reaction is either inclusive or totally exclusive (the elec-
tron and recoiling deuteron are detected). Elastic 𝑒𝑑 scattering on the spin-1 deuteron re-
quires a modification to the hadronic current operator for three form factors for the charge,
quadrupolemoment andmagnetic distributions,𝐺𝐶,𝐺𝑄,𝐺𝑀 respectively. Gourdin showed
that in the impulse approximation these couldbewritten as linear combinations toproduce
isoscaler electric and magnetic form factors, and derived the associated cross section. The
details are outside the scope of this short review of the world data, but can be found within
Ref. [75]. These results for 𝐺𝑛

𝐸 are shown in Fig. 2.12.

Figure 2.12: Selected data [44, 71–74] of measurements for 𝐺𝑛
𝐸 obtained via unpolarised

elastic 𝑒𝑑 cross section methods. Figure from [64].

Unpolarised extractions of𝐺𝑛
𝐸 did not exhibit the same scaling as the proton, but above

100 MeV² it was difficult to say anything with much certainty. The Grossetete data from Or-
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say [71] and theGalsterdata [72]were interpretedusingHamada-Johnston [76] andFeshback-
Lomon [77] deuteronwavefunctionmodels, and a fitting functionwas proposed by Galster,
which can be seen alongside world data in Fig. 2.12, and is discussed more in Sec. 2.8.2.

Rosenbluth separation continued to be a validmethod for extractions of𝐺𝑛
𝑀 owing to its

much larger contribution to the cross section, which reduced the systematic uncertainties
involved. Again, early measurements up to 1973 employed inclusive [57, 69, 71, 78], elas-
tic 𝑒𝑑 cross section [79, 80] and semi-exclusive 𝑑(𝑒,𝑒′)𝑛 [70, 81] techniques to extract the
magnetic form factor. Single arm methods suffer as previously described from model de-
pendent FSI corrections although not as extremely as the case for the electric form factor
at higher 𝑄2. There are also systematic effects coming from the final meson exchange cur-
rents and deuteron wavefunction treatments in low𝑄2 measurements. However, a method
of great interest is the “ratio” or Durand method [82] which is less sensitive to each of these
effects. In this method measurements of both neutron tagged 𝑑(𝑒,𝑒′𝑛) and proton tagged
𝑑(𝑒,𝑒′𝑝) quasielastic scattering from deuteron are made. The simultaneous measurement
of both reactions allows one to form the ratio

𝑅′′ =
𝑑𝜎
𝑑Ω |𝑑(𝑒,𝑒

′𝑛)
𝑑𝜎
𝑑Ω |𝑑(𝑒,𝑒′𝑝)

(2.78)

which is insensitive to target thickness, beam intensity, electronic dead time, electron trig-
ger efficiency, electron acceptance and electron detection and reconstruction efficiency, as
these cancel in the ratio. A small nuclear correction 𝜖nuc is required to extract the ratio of
the elastic cross sections from 𝑅′′, to account for the differences in bound and free cross
sections for the neutron and proton. With this correction from a suitably chosen deuteron
wavefunction model the desired ratio can be extracted,

𝑅′ =
𝑑𝜎
𝑑Ω |𝑛(𝑒,𝑒

′)
𝑑𝜎
𝑑Ω |𝑝(𝑒,𝑒′)

=
𝑅′′

1+𝜖nuc
. (2.79)

Measurements of 𝐺𝑛
𝑀 from the ratio method and Rosenbluth cross section methods have

been made with high precision up to larger momentum transfer than 𝐺𝑛
𝐸 to date, with the

most recent publicationbyLachniet et al. in 2009 [83]with ameasurement at𝑄2 = 4.8GeV².
Modern 𝐺𝑛

𝑀 measurements are shown in Fig. 2.13. Analysis of the datasets for experiment
E12-09-019 [84] in Hall A at Jefferson Lab is currently ongoing, which seeks to extend the
measurements of 𝐺𝑛

𝑀 to 13.5 GeV². The projected kinematic points are shown in Fig. 2.14.
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Figure 2.13: Selected data of measurements [57, 67, 78, 83, 85–93] for 𝐺𝑛
𝑀 obtained via the

Rosenbluth separation method. Figure from [64].

Figure 2.14: Preliminary projecteddata points for the E12-09-019 (GMN) experiment inHall
A at Jefferson Lab. Figure from [94].
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2.7.1 Polarisation Degrees of Freedom at Jefferson Lab

Proton Form Factors 𝐺𝑝
𝐸 ,𝐺

𝑝
𝑀

Akhiezer and Rekalo demonstrated that recoil polarisation measurements would be much
more sensitive to 𝐺𝐸 than cross section measurements in which 𝐺𝑀 dominates more and
more at larger 𝑄2 [46]. Instead in polarisation measurements, as shown in Eqn. 2.70, 𝐺𝐸

multiplies 𝐺𝑀 in the transverse component of the polarisation.
Indeed this appeared to be the case when double polarisation experiments at JLab in

1998-2010; GEp(I) [50], GEp(II)[51, 95] and GEp(III) [96, 97], demonstrated a significant
deviation from this previously observed constant ratio of 𝐺𝑝

𝐸/𝐺
𝑝
𝑀. This recoil polarisation

method of extracting the ratio of 𝐺𝑝
𝐸/𝐺𝑝

𝑀 from measuring the polarisation of the recoil pro-
ton was made possible in part by the technological advances of CEBAF at Jefferson Lab.

Figure 2.15: 𝐺𝑝
𝐸/𝐺𝑝

𝑀 and corresponding 𝑄2𝐹2𝑝/𝐹1𝑝 data obtained via recoil polarisation
technique at JLab [43]. Symbols: [50, 51] are circles, [95, 96] are squares, and [97] are trian-
gles, respectively. Theoretical curves from various sources are given in [43].

The results shown in Fig. 2.15 are drastically different from that of the earlier work using
the Rosenbluth method shown in Fig. 2.11 and do not support the long standing prediction
of QCD that the proton form factor ratio should scale asymptotically as 1/𝑄2. The data out
of polarised measurements, shown in the left of Fig. 2.15 in filled symbols, demonstrates
an almost linear decrease in the form factor ratio above 𝑄2 = 1 GeV2. The Andivihas [39]
cross section data is shown in the same plot in unfilled symbols for comparison, and is bet-
ter described by the scaling relation of Eqn. 2.77. As discussed in Sec. 2.5.1 this discrepancy
is thought to be due to non-negligible hard two-photon contributions which are not con-
sidered in typical radiative corrections for cross section measurements. Currently the Hall
A collaboration at JLab are in the process of constructing new experimental setups [98], to
extend these measurements up to𝑄2 = 15 GeV².
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Polarised 𝐺𝑛
𝐸 Data

Many experiments utilising double polarisation techniques have attempted tomeasure the
electric form factor of the neutron at small and large𝑄2. A table of data published since the
late 1990s is presented in Tab. 2.1

Table 2.1: Published data on 𝐺𝑛
𝐸 or the ratio 𝜇𝑛𝐺𝑛

𝐸/𝐺
𝑛
𝑀 via double polarisation, preceding

E12-09-016.

Publication Facility Year 𝑄2 [GeV2] Reaction Extraction
[99] MIT-Bates 1991 0.16 3He(e,e’) 𝐴⟂
[100] MIT-Bates 1992 0.2 3He(e,e’) 𝐴⟂,𝐴∥
[101] MAMI 1994 0.31 3He(e,e’n) 𝐴⟂,𝐴∥
[102] MIT-Bates 1994 0.255 2H(e,e’n) 𝑃(ℎ)

𝑡 ,𝑃(ℎ)
𝑙

[103] MAMI 1999 0.27-0.5 3He(e,e’n) 𝐴⟂,𝐴∥
[104] MAMI 1999 0.15 2H(e,e’n) 𝑃(ℎ)

𝑡 ,𝑃(ℎ)
𝑙

[105] Nikhef 1999 0.21 2H(e,e’n) 𝐴𝑉
𝑒𝑑

[106] JLab 2001 0.5 2H(e,e’n) 𝐴𝑉
𝑒𝑑

[107] MAMI 2003 0.67 3He(e,e’n) 𝐴⟂,𝐴∥
[108] JLab 2004 0.5, 1 2H(e,e’n) 𝐴𝑉

𝑒𝑑
[109] MAMI 2005 0.3, 0.59, 0.79 3He(e,e’n) 𝑃(ℎ)

𝑡 ,𝑃(ℎ)
𝑙

[110] JLab 2006 0.45, 1.13, 1.45 2H(e,e’n) 𝑃(ℎ)
𝑡 ,𝑃(ℎ)

𝑙
[111] MIT-Bates 2008 0.14, 0.3, 0.39, 0.42 2H(e,e’n) 𝐴𝑉

𝑒𝑑
[112] JLab 2010 1.72, 2.48, 3.41 3He(e,e’n) 𝐴⟂,𝐴∥
[113] MAMI 2013 1.58 3He(e,e’n) 𝐴⟂,𝐴∥
[114] JLab 2017 0.98 3He(e,e’) 𝐴⟂,𝐴∥

Measurements of particular interest are those of Riordan et al. 2010 [112] which were
also performed in Hall A at Jefferson Lab as part of experiment E02-013 or more simply,
GEN-I. 𝐺𝑛

𝐸 was measured up to 3.5 GeV² which remains the highest momentum transfer
measurement to date, in an experimentwith various similarities and overlapswith the topic
of this work, GEN-II. As such, GEN-I (or E02-013) will be referenced in places throughout
thiswork. The results and those of previous polarisedneutron experiments fromTab. 2.1 are
shown in Fig. 2.16. The method of extraction for each is dependent on the observable. 𝐴𝑇
and 𝐴∥ are reactions in which the transverse or parallel (or both in some cases) component
of the beam-target asymmetry was measured. 𝑃𝑙 and 𝑃𝑡 correspond to recoil-polarisation
measurementswhere the observablewas the longitudinal and transverse component of the
polarisation transferred to the struck neutron. Theobservable𝐴𝑒𝑑

𝑉 is the beam-target vector
asymmetry where a polarised deuterium target has been used.
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Figure 2.16: World data of measurements of the ratio of 𝐺𝑛
𝐸/𝐺

𝑛
𝑀 obtained by double polari-

sation experiments preceding E12-09-016. Figure from [64].

2.8 Nucleon Form Factor parameterisations

A number of models and parameterisations have been developed in order to fit existing
world data, and predict behaviour in unexplored regions of momentum transfer. Given the
lack of 𝐺𝑛

𝐸 data in the region 3.5 < 𝑄2 < 10.0 GeV² to date, models have no direct influence
from 𝐺𝑛

𝐸 at high 𝑄2. An interesting aspect of this analysis will be the comparison of these
predictions with the new measurements.

2.8.1 Dipole

As introduced in Sec. 2.4 the Sachs form factors can be considered as the Fourier trans-
forms of the electric and magnetic moment distributions in the Breit frame. Assuming a
spherically symmetrical charge distribution, the magnetic form factors for the proton and
neutron, 𝐺𝑝

𝑀 and 𝐺𝑛
𝑀 continue to be well modelled by the scaled dipole parameterisation,

𝐺𝑝
𝑀(𝑄

2)
𝜇𝑝

=
𝐺𝑛
𝑀(𝑄

2)
𝜇𝑛

=𝐺𝐷(𝑄2) = (1+
𝑄2

0.71GeV2 )
−2

, (2.80)

up to around𝑄2 = 5GeV². Thisparameterisationhas appropriate behaviour as𝑄2 →0 since
𝐺𝐷(0) = 1 and𝐺𝑀(0) = 𝜇 for both particles by definition. The low𝑄2 Rosenbluth separation
data for𝐺𝑝

𝐸 is also described fairly well by the dipole form factor as shown in Fig. 2.11 where
the ratio𝜇𝑝𝐺𝐸

𝑝/𝐺𝑀
𝑝 ≈ 1 up to around 1GeV². However,𝐺𝑛

𝐸 does not fit this parameterisation
at all since 𝐺𝑛

𝐸 (0) = 0.
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2.8.2 Galster

As previously discussed, an alternative to the dipole parameterisation was developed by
Galster in 1971 [72]. It has no new physics as such, merely an empirical change to better fit
the data and has the form

𝐺𝑛
𝐸 ∼

−𝜇𝑁𝜏
1+5.6𝜏

𝐺𝐷 (2.81)

which nowmatches the necessary low limit𝐺𝑛
𝐸 (0) = 0. The unpolarised extractions of𝐺𝑛

𝐸 in
Fig. 2.12 is roughly matched by the fit despite relatively large errors, and low 𝑄2 polarised
extractions are matched fairly well.

2.8.3 Kelly

A new parameterisation motivated by pQCD scaling rules was developed by Kelly in 2004
[115], to parameterise 𝐺𝑝

𝐸 , 𝐺𝑝
𝑀 and 𝐺𝑛

𝑀 more accurately than the dipole fit at higher𝑄2. The
Kelly parameterisation has the form

𝐺(𝑄2)∝
∑𝑛
𝑘=0𝑎𝑘𝜏

𝑘

1+∑𝑛+2
𝑘=1 𝑏𝑘𝜏𝑘

(2.82)

where 𝑎𝑖 and 𝑏𝑖 are parameters of the fit, given in Tab. 2.2, with 𝑎0 = 1 a constant.

Table 2.2: Parameters of Kelly fit [115].

Form Factor 𝑎1 𝑏1 𝑏2 𝑏3 𝐴 𝐵
𝐺𝑝
𝐸 -0.24±0.12 10.98±0.19 12.82±1.1 21.97±6.8

𝐺𝑝
𝑀/𝜇𝑝 0.12±0.04 10.97±0.11 18.86±0.28 6.55±1.2

𝐺𝑛
𝑀/𝜇𝑛 2.33±1.4 14.72±1.7 24.20±9.8 84.1±41
𝐺𝑛
𝐸 1.70±0.04 3.30±0.32

This fit has the appropriate limits as𝑄2 →0 that 𝐺𝑝
𝐸 →1, 𝐺𝑛

𝑀 →𝜇𝑛, 𝐺
𝑝
𝑀 →𝜇𝑝. Addition-

ally, Kelly used a Galster-like parameterisation of 𝐺𝑛
𝐸 to complete the set. In 2010, Riordan

et al. [112] refined the Galster fit to new world data as

𝐺𝑛
𝐸 (𝑄

2) =
𝐴𝜏

1+𝐵𝜏
𝐺𝐷(𝑄2) (2.83)

with the values 𝐴 = 1.70 and 𝐵 = 2.00.
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2.8.4 Ye

Ye et al. produced a global fit to world data in 2018 for all four Sachs form factors [116]. This
has the form of a polynomial expansion as follows

𝐺(𝑄2) =
max
∑
𝑘=0

𝑧 =
√𝑡cut+𝑄2−√𝑡tcut+𝑡0
√𝑡cut+𝑄2+√𝑡tcut+𝑡0

(2.84)

where 𝑡cut = 4𝑚2
𝜋 and 𝑡0 = −0.7. The world data used in the fitting procedure is shown

against the results of the fit in Fig. 2.17.

Figure 2.17: World data plotted alongside Ye parameterisation fits (solid curves) and asso-
ciated error bands (red filled curves) for the proton (top) and neutron (bottom) [116].
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2.9 NucleonModels

A number of recent models have been made to explain and predict the structure of the nu-
cleon in terms of the Sachs electromagnetic form factors. While they will not be explored in
rigorous detail, a select fewwill be discussed for the purposes of comparison to the data un-
der analysis. The projected data points for this work are shown against the explored models
in Fig. 2.18.

0 2 4 6 8 10 12
]2 [GeV2Q

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Mn
 / 

G
En

 G nµ

GEN-II
GEN-I
Global Fit - Ye (2018)
Diehl GPD (2005)
Xu BLFT (2022)
Lomon VMD (2012)
Gross CSM (2008)
Cloet CQM(2012)
Roberts DSE (2024)

Figure 2.18: Preliminaryprojecteddatapoints for theE12-09-016 (GEN-II) experiment. Pro-
jected errors are statistical only, calculated based on expected beam time and model dilu-
tion factors [94].

2.9.1 pQCD

A longheld tenet of pQCD is that thePauli andDirac form factors for anucleon comprisedof
three valence quarks should scale as 𝐹1 ∝1/𝑄−4 and 𝐹2 ∝1/𝑄−6 in the asymptotic region.
A relatively recentmodification [117] is a logarithmic scaling expressionwhichmanifests as

𝐹2(𝑄2)
𝐹1(𝑄2)

∝
log2 (𝑄

2

Λ2 )

𝑄2 ⟹
𝐺𝐸(𝑄2)
𝐺𝑀(𝑄2)

∝
𝑄2−𝜅𝛼 log2 (𝑄

2

Λ2 )

𝑄2+𝜅𝜏𝛼 log2 (𝑄
2

Λ2 )
(2.85)

whereΛ≈ 200 - 300MeV, and other variables retain their usualmeaning. This has described
the proton data fairly well, however recent flavour separation of the neutron form factors
[118] up to 4.8GeV² indicated that the neutron ratio𝐹𝑛

2 /𝐹
𝑛
1 does not in fact obey this scaling

behaviour, for the same values ofΛ.
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2.9.2 Generalised Parton Distribution BasedModels

Nucleon form factors are closely related to Generalised Parton Distributions (GPDs) which
are accessible via measurements such as Deeply Virtual Compton Scattering (DVCS, the
electro-production of a real photon), and other hard exclusive processes. Ji demonstrated
in a model-independent way that the density interpretation of the form factors in the Breit
frame relates to the moments of the GPDs through sum rules [119],

𝐹𝑞
1 (𝑄

2) =∫
1

−1
𝑑𝑥𝐻𝑞(𝑥,𝜉 = 0,𝑄2)

𝐹𝑞
2 (𝑄

2) =∫
1

−1
𝑑𝑥𝐸𝑞(𝑥,𝜉 = 0,𝑄2)

(2.86)

where 𝑞 is the quark flavour and 𝜉 is a Bjorken-like scaling variable which is related to the
momentum fractionof the initial andfinal state of the struckquark. As a result, the form fac-
tors𝐹1(𝑄2),𝐹2(𝑄2) impose strict constraints on the vector𝐻(𝑥,𝜉,𝑄2) and tensor𝐸(𝑥,𝜉,𝑄2)
GPDs. Linear combinations of the quark flavour form factors can be constructed to form
the nucleon form factors [118]

𝐹𝑝
1(2)(𝑄

2) =
2
3
𝐹𝑢
1(2)−

1
3
𝐹𝑑
1(2)−

1
3
𝐹𝑠
1(2)

𝐹𝑛
1(2)(𝑄

2) = −
1
3
𝐹𝑢
1(2)+

2
3
𝐹𝑑
1(2)−

1
3
𝐹𝑠
1(2).

(2.87)

Diehl et al. presented a simple GPD based parameterisation of the form factors using con-
straints from forward parton distributions out of DIS measurements [120].

2.9.3 Dyson Schwinger Equations

The Dyson-Schwinger Equations (DSEs) are a powerful set of integral equations that can be
used to study the non-perturbative aspects of bound nucleon states. They provide a frame-
work for understanding the properties of hadrons directly from the underlying quark and
gluon degrees of freedom, which are particularly sensitive to the momentum dependence
in themass dressing, which governs the transition between constituent and parton-like be-
haviours. Effective models or truncation schemes are required to solve the infinite tower of
coupled equations for the Green’s functions for a theory.

Segovia, Clöet et al. proposed aDSEmodel of the form factors in 2014which predicted a
zero crossing in the proton form factor ratio around𝑄2 = 9.5GeV² and slightly lower for the
neutron [121]. This is indicated by the dashed red line in Fig. 2.16. Subsequent work then
predicted this zero crossing to be more likely after 20 GeV². However more recently, Yao,
Roberts et al. proposed a DSE based model using the Rainbow Ladder truncation scheme
which simplifies the quark-gluon vertex and the gluon propagator, and appears to have
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eliminated the zero crossing for the neutron [122]. The predictions of the new scheme are
shown as the red dashed line in Fig. 2.18. This highlights the importance of exploring ultra-
high𝑄2 regimes of elastic scattering, in order to discern these predictions.

2.9.4 Vector Meson Dominance

Models based on the assumption of Vector Meson Dominance (VMD) [123] are a subset of
a method of nucleon form factor study called dispersion theoretical analysis which are re-
viewed inRef. [124]. Thesemodels attempt to describe the form factors in terms of superpo-
sitions of spectral functions of meson poles. An early model which attempted to described
the photohadronic interaction within the framework ofVMD is that of Sakurai [125]. In this
model the virtual photon transferred between the lepton and hadron which are undergo-
ing scattering will couple to the hadron via a lower-lying vector meson such as the 𝜌(700),
𝜔(782) and 𝜙(1020) which have the same 𝐽𝑃𝐶 quantum numbers as the photon.

The strength of the couplings are left as free parameters are fitted to the form factor data.
VMD-based models were some of the earliest to describe well the features of the form fac-
tors, and in particular predicted the fall off of𝐺𝑝

𝐸/𝐺
𝑝
𝑀 observed in polarisation experiments,

decades before they were performed. Early VMD fits have been extended to include more
poles by Lomon [126].

2.9.5 Constituent QuarkModels

Constituent quark models (CQM) are some of the earliest precursors of modern QCD and
theory of strong interactions. Early non-relativistic CQM were successful in explaining the
observed baryon and meson spectra as quark triplet and doublet (𝑞𝑞𝑞, 𝑞�̄�) states as briefly
noted in chapter 1. Gross et al. produced a Covariant Spectator Model (CSM) [127] based
on the notion of three constituent quarks in which the form factors are described by a co-
variant nucleon wavefunction with zero angular momentum (𝑆-wave). Clöet and Miller
proposed an updated relativistic CQM (RQCM) which includes quark-diquark degrees of
freedom [128].

2.9.6 Light Front Models

Hamiltonian light-front field theory is a framework for solving non-perturbative QFT prob-
lems within a light-front gauge and quantisation; and Hamiltonian matrix which is suitable
for many body applications [129]. Xu et al recently proposed a method of calculating the
nucleon structure with this method via Basis Light Front Quantisation [130]. Their calcula-
tion employs an effective light-front Hamiltonian with quarks as the only effective degrees
of freedom, a transverse confiningpotential from light-front holography supplementedby a
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longitudinal confinement, andaone-gluon-exchange interactionwith afixed coupling. The
resultant light-front wavefunctions are used to calculate the form factors for the nucleon.



Chapter 3

Experimental Set-up

In this chapter the experimental programme and set-up for E12-09-016 (GEN-II) will be
discussed. GEN-II was carried out in experimental Hall A of Jefferson Lab (JLab) between
October 2022 and November 2023. Founded in 1984, Jefferson Lab was initially named the
Continuous Electron Beam Accelerator Facility (CEBAF), which continues to be the name
of the accelerator. The first 4 GeV physics beam was taken in Hall C in 1995, and the facil-
ity was shortly renamed to the Thomas Jefferson National Accelerator Facility a year later.
From 1997 experimental Halls A, B and C performed experiments up to 4 GeV beam energy,
and the design energy of 6.07 GeV was reached in the year 2000. Now known as the 6 GeV
era, CEBAF operated at this energy until 2012 when it was powered down in preparation of
a 12 GeV upgrade. 178 experiments were completed with the original machine. JLab exper-
iments follow an E(12)-YY-XXX naming convention, whereinYY indicates the year of initial
proposal, and XXX is a number from 001 - 999 assigned to experiments in order to distin-
guish them. After completion of the upgrade in 2017 which included the construction of a
new experimental Hall, CEBAF now provides polarised electron beams with energies up to
12 GeV and 100% duty cycle to four Halls (A, B, C and D) simultaneously.

Hall Awhichwas originally designed to achieve a luminosity of several 10³⁸ cm-²s-¹ using
two identical High-Resolution Spectrometers (HRS), now houses the Super-Bigbite Spec-
trometer (SBS) experimental setup. SBS can achieve similar luminosities with the addition
of having over an order of magnitude larger momentum and angular acceptance. This is
made possible largely by novel tracking technology, discussed in Sec. 3.6.2. The SBS appa-
ratus will host a full suite of experiments across its lifetime. Namely to date, the E12-09-019
(GMN) experimental run which was taken from Fall 2021 to Spring 2022, and the concern
of this work, E12-09-016 (GEN-II).

44
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Figure 3.1: Floor plan of Hall A in 2019 during SBS experimental setup installation.

3.1 Introduction to E12-09-016

E12-09-016 was a two-arm electron-nucleon scattering coincidence experiment located in
JLab’s Hall A and utilised the 12 GeV CEBAF for its longitudinally polarised electrons. GEN-
II began on October 10th 2022 with 2 days of commissioning runs at the lowest electron
beam energy of 2.138 GeV on carbon foil targets and a glass reference cell filled with hydro-
gen (H₂) gas at approximately 10 bar. The target and spectrometers were orientated at the
GEN2 kinematic position. GEN-II took production data on the 10 bar polarised helium-3
(³He) target at three kinematic points, GEN2, GEN3, GEN4 (and a time delayed run exten-
sion named GEN4b) which are detailed in Tab. 3.1. The scope of this work concerns only
kinematic 2, however outside of analysis and the differences in Tab. 3.1, the experimental
set-up is consistent throughout each. A floor plan of the hall fromabove is shown in Fig. 3.1.

Table 3.1: Production kinematics for 𝐺𝑛
𝐸 -II run period.

𝑄2

[GeV2]
𝐸𝑖

[GeV]
𝜃𝑒

[deg]
𝑝𝑒

[GeV/c]
𝜃𝑛

[deg]
𝑝𝑛

[GeV/c]
GEN2 2.92 4.291 29.5 2.69 34.7 2.37
GEN3 6.74 6.373 36.5 2.73 22.1 4.51
GEN4 9.82 8.448 35.0 3.21 18.0 6.11

The beam was rastered upstream of the target and its charge and position monitored
with beam charge monitors (BCM) and beam position monitors (BPM). The charge, posi-
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tion and energy of electrons could bemeasured to a resolution appropriate for the asymme-
try measurement required to extract 𝐺𝑛

𝐸 . The electron beam exited the beampipe through
a beryllium window, and then entered the target enclosure through an opaque 3/8” lexan
polycarbonate window, fixed in place by a square steel frame. The beam collided with the
fixed ³He target and some electrons in the beam underwent interactions within the target,
producing (𝑒,𝑒′𝑁) reactions (among other backgrounds). Then the beam exited the enclo-
sure through a similar lexan window downstream. The beamline continued to the beam
dump at the far downstream region of the Hall.

Facing downstream, on the left hand side was positioned the large angular acceptance
spectrometer known as Bigbite (BB), and on the right hand side was positioned SBS. Both
spectrometers arebasedon large acceptance roomtemperaturedipole electromagnets. The
BB excitation coil current was set to 750 A with negative polarity, and the SBS excitation
coil current was set to 2100 A with positive polarity. The former ensures up-bending elec-
trons into the Bigbite acceptance, and the latter ensuresmaximal separation of protons and
neutrons across the distance to the detectors as well as up-bending protons out of the SBS
acceptance. A Hadron Calorimeter (HCal) was positioned 17 m (the maximum distance
possible in the Hall) away from the target on the SBS arm. A coincidence trigger was used
between the Bigbite and HCal calorimeters. The Hall A data-acquisition system was used to
process triggers and store detector, beamline and helicity information.

Quasielastically scattered electrons were detected by BigBite. The first purpose of Big-
Bite was to measure the momentum and angle of the electron by tracking the trajectory
using Gas Electron Multiplier (GEM) chambers, and reconstructing the momentum from
the angle of the track in the dispersive plane and the optics of the BigBite magnet. The sec-
ond purpose of Bigbite was to provide a timing reference for events via a timing hodoscope.
Recoiling nucleons were detected in coincidence using the hadron arm, which consisted
of HCal and the SBS dipole magnet. The hadron arm also comprised of 6 GEM tracker lay-
ers, however these were not fully utilised for GEN-II, but will be for future experiments. The
SBSmagnet providednucleon separation, and reconstructed tracks in BigBite could be pro-
jected during analysis towards the hadron calorimeter, and then compared to hit positions
on the face of the calorimeter. This is the basic mechanism for event selection before kine-
matic cuts, which will be discussed in detail in chapter 5.

3.2 GEN-II Experimental Programme

The GEN-II proposal planned to make three measurements of 𝐺𝑛
𝐸/𝐺

𝑛
𝑀 at four-momentum

transfer values of 𝑄2 = 3.0, 6.83 and 9.82 GeV². These correspond to kinematic settings
GEN2, GEN3 and GEN4 respectively. The completed final kinematic settings are detailed
in Tab. 3.1. 𝐸𝑖 is the beam energy, 𝜃𝑒 is the central elastic electron scattering angle, which
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Bigbite was positioned at, 𝑝𝑒 is the momentum of the scattered electron, 𝜃𝑛 is the angle of
the scattered nucleon, which SBS was positioned at, and 𝑝𝑛 is the momentum of the scat-
tered nucleon.

3.2.1 E12-09-016 Data

Data for the kinematic point of interest, GEN2, was acquired between October 10th 2022
and October 30th. The data is sorted by the type of target used: multi-foil carbon target,
carbonhole, single-foil carbonoptics, reference cell and ³Heproduction cell. Tab. 3.2 details
the amount of data acquired at each physics (H₂ or ³He) target, which was deemed “good”
upon first round of data quality inspection (steady beam, no excessive detector trips and
uncorrupted data files). The H₂ data denoted “SBS 30%” corresponds to runs where the
SBS dipole magnet was set to 30% of its maximum field strength, and similarly “SBS 100%”
denotes when this field was maximal.

Table 3.2: Statistics collected for each physics target during GEN2 kinematic.

Cell Type Run Dates Events Recorded
H₂ Reference Cell (SBS 30%) 17th Oct 3.3 M
H₂ Reference Cell (SBS 100%) 17th Oct 2.4 M
H₂ Reference Cell (SBS 100%) 20th Oct 9.6 M

³He Production Cell 17-30 Oct 182.8 M

Runs were also taken on each of the carbon targets for each kinematic point. These car-
bon targets are discussed in Sec. 3.4.3. Briefly, carbonhole targets are used for beamquality,
stability, size and rastermonitoringprior to takingproductiondata ona fragile glass or cryo-
genic cell. Data was taken here at all kinematic settings during beam checkout procedures.
The multi-foil carbon optics target consisted of eight foils that allow precise calibration of
the Bigbite optics for a kinematic setting via use of an insertable sieve plate. The single-foil
carbon optics target consisted of a single foil which can be used to calibrate optics runs by
aligning to a unique known position at the target. GEN2 was the only kinematic point at
which carbon optics or foil data was not taken. However since the commissioning kine-
matic GEN1 had the same spectrometer angles as GEN2, the optics and foil data could be
used to calibrate the magnetic optics.

3.3 CEBAF

CEBAF is a 5-pass continuous wave (CW) electron accelerator, which consists of a CW po-
larised electron photo-injector and two 1497 MHz linear accelerators (linacs), connected
by recirculating arcs. The injector produces 67 MeV polarised electrons using a polarised
photocathode gun. Then, these electrons are injected into the north linac and accelerated.
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The linacs are connected at the north and south side by five recirculating arcs. The “race-
track” design which is shown in Fig. 3.2 allows the electron beam to be accelerated up to
five passes through both linacs. After five successive full passes, the electrons reach ener-
gies up to 11 GeV (1.1 GeV per linac) and polarisations up to 85% before delivery to Halls A,
B and C. Hall D, being a further half pass around the accelerator ring, is in fact the only Hall
which ever receives the full 12 GeV. The linacs’ radio-frequency system splits up the 1497
MHz beam into 4.008 ns intervals during 4-Hall running, or 2.004 ns intervals during 3 Hall
running using three de-phased 499 MHz lasers in the injector.

Figure 3.2: Diagram of CEBAF from 12 GeV upgrade. Experimental Halls labelled.

3.3.1 Polarised Electron Production

Circularly polarised laser light is used to excite electrons via the photo-electric effect [131]
from a Gallium-Arsenide (GaAs) photocathode. GaAs is a direct band gap semiconductor,
which means that photons with sufficient energy are capable of exciting electrons from the
valencebanddirectly to the conductionband. TheGaAs is dopedon the surfacewithmono-
layer of Caesium Dioxide (Cs₂O), which lowers the surface potential barrier. This creates a
negative-electron-affinity state allowing emission from the conduction band.

Polarisation of the electrons then occurs through optical pumping between valence and
conduction band states in the GaAs. Normally all four spin sub states of the P3/2 level are
degenerate. This is shown in the top of Fig. 3.3. The resultant transition into the conduction
band is three timesmore likely to occur from the degenerate +(-)P3/2 to the -(+)S1/2 conduc-
tion level, than fromthe+(-)P1/2 valence level to the+(-)S1/2 conduction level. This limits the
theoretical polarisation to around 50%, however this limit can be increased to almost 100%
by lifting the degeneracy of the P3/2 states, as shown in the bottomof Fig. 3.3. This is done by
applying a mechanical strain to the photocathode. Jefferson Lab operates a strained super
lattice GaAs photocathode, which consists of alternating layers of GaAs and GaAsP, and is
able to achieve typical polarisations of 85% with quantum efficiency (QE) close to 1% [132].
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Figure 3.3: Diagram of the excitation modes for (top) unstrained GaAs verses (bottom)
strained. By raising the degeneracy of the energy levels by straining the GaAs, the theo-
retical polarisation limit is increased from 50% to ∼100%. Image from [132].

A complete diagram of the electron source is shown in Fig. 3.4. The electron source pro-
duces electrons inoneof twohelicity states (+or -). Thehelicity is flippedwitha frequencyof
30Hz, by flipping the polarisation of the laser. This is done by“Pockels cells”, optical devices
that control the polarisation of light using electric fields, which are powered by a high volt-
age supply. An electronic helicity board randomly generates one of two quartet sequences
(+ - - + or - + + -). This signal is propagated from thehelicity generator to the data acquisition
systems (DAQs) in all of the Halls and to the Pockels cell HV supply, which in turn flips the
field of the Pockels cell, and the resultant polarisation of the laser. An insertable half-wave
plate (IHWP) can be placed in the path of the laser before it is incident on the photocath-
ode. This has the effect of flipping the helicity if it is in place. To know which HV setting
produces +(-) helicity states several factors need to be known. The angle of the Pockels cell
fast axis with respect to the laser linear polarisation, polarity of the Pockels cell and position
of the IHWP (in or out), the parity conservation of the photocathode (whether it preserves
the photon helicity). The spin must then be propagated through aWien filter and then the
precession of the spinmust be accounted for as the electron travels throughmagnetic fields
around the accelerator. Finally the helicity signal in the DAQ must be verified against the
correct initial circular polarisation state of the laser.

The helicity of the beam was measured in a dedicated parity DAQ, which keeps track
of the many factors mentioned which influence the final helicity. No direct calibrations
are applied to the helicity information, however the final helicity taken for a given event is
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correct up to a potential sign flip as a result of the half wave plate. The half wave plate status
is tracked in the data stream. A value of -1 corresponds to theHWPbeing out, and a value of
1 corresponds to it being in place. Since the helicity is also± 1 then the true value is simply
a product ℎIWHP ⋅ ℎDAQ. However importantly this must be calibrated against the absolute
sign of the Möller asymmetry, since this is a known physics asymmetry. This amounts to a
final factor of ± 1. The HWP state for a given kinematic setting which produces a positive
Möller asymmetry sign, is the state which should have no further flip. i.e. a factor of 1. Then
the opposite HWP state acquires a factor -1. Determination of the Möller asymmetry and
beam polarisation are discussed in Sec. 3.3.3.

Figure 3.4: Diagram of the electron source. Laser light is propagated through a system of
filters and mirrors to the photocathode. Electrons are then extracted to CEBAF. Image from
[133].

3.3.2 Acceleration and Delivery to Hall A

Electrons emitted from the photocathode are fired into the injector by a 100 kV DC electron
gun [134], and the injector accelerates them up to 67 MeV before entry into the north linac.
The linacsoperateusingSuperconductingRadio-Frequency (SRF) cavities constructed from
Niobium cells, which are held at 4.2 K by cryogenic liquid helium. Prior to the CEBAF 12
GeV upgrade, each linac consisted of 20 C20 cryomodules, which each housed five Nio-
bium cells. The C20 is capable of up to 20 MeV acceleration per module, which resulted in a
maximum beam energy of 4 GeV after five passes around each linac. Over time, cryomod-
ules have been replaced, refurbished and upgraded with C50 and C75 modules leading to
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increased beam energy and performance. The 12 GeV upgrade included the addition of
five new C100 cryomodules to each linac, which house eight Niobium cells. These C100
modules have an average cavity gradient of 12.5 MV/m and are capable of 100 MeV total
acceleration. As of the time of E12-09-016, each linac contains 25 cryomodules which are
a combination of the 4 types due to continuous refurbishment efforts. Each linac then is
capable of producing 1.1 GeV, and therefore each recirculated beam reaches 2.2 GeV [135].
Halls A, B and C can receive beam energies in 1

5 multiples of the maximum 5 pass energy
of 11 GeV (2.2, 4.4, 6.6 8.8, 11 GeV), while the beam can be recirculated at the north arc a
further time to provide one extra half pass of energy, resulting in a maximum 12 GeV beam
for Hall D. An extraction system at the south linac uses a series of RF separators, gates and
magnets to extract the beam for each Hall at the correct pass. A diagram of this system is
shown in Fig. 3.5.

During three Hall operations, three interleaved 499 MHz bunch trains are injected into
the 1497 MHz linacs, and extracted using an RF separator frequency at 1/3 of the funda-
mental accelerator frequency. From 1 pass up to 4 pass, horizontal extraction at 500 MHz is
used whereby the beam may be deflected to one of Halls A, B or C per bunch. At 5th pass,
500 MHz vertical extraction is used, wherein all three Halls can have the maximum energy
at the same time. At 5th pass with four Halls running, a new 750 MHz vertical extraction is
used wherein all four Hall lasers run at 250 MHz, and Hall D fills the “empty” buckets [136].
After extraction at the RF separator, the beam travels to the beam switchyard (BSY), where
it is diverted by a series of magnets and sent along the Hall A beamline.

Figure 3.5: Diagramof the Extraction system at the south linac towardsHalls A, B andC.The
combination of separators and gates changes based on the pass of the extraction. Image
from [136].

3.3.3 Hall A Beamline

The Hall A beamline transports the beam from the BSY to the target. A complex system of
dipole and quadrupole electromagnets are used to steer and focus the beam from the en-
trance shield wall to the target, after which the beam travels further downstream eventually
reaching the beamdump. Thebeamline also contains various energy andpositionmonitor-
ing equipment, ion chambers and vacuumpumps, as well as both aMöller polarimeter and
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Figure 3.6: Beam Position Monitor (BPM) cavity showing the orientation and labels of the
four antennae. BPMA and BPMB are identical in this regard. Image from [138].

a Compton polarimeter. The beam position, charge, energy and polarisation are monitored
via different methods described in the following sections.

Beam PositionMeasurement

Thebeamposition ismonitored continuously by two sets of BeamPositionMonitors (BPM)
located 7.524 m (BPMA) and 1.286 m (BPMB) upstream of the target centre position [137].
BPMs consist of a resonant cavity with a fundamental frequency which is equal to the fre-
quency of the beam. The cavity contains four antennae positioned coaxially around the
beamline, rotated 45∘ relative to the vertical and horizontal axis of the beamline, 90∘ rela-
tive to each other and labelled 𝑢(𝑣)± as shown in Fig. 3.6. As the beam traverses the cavity
a signal is induced in each antennae which is inversely proportional to the beam’s position.
Due to this, the difference-sum ratio of the amplitudes of the signal in antennae opposite
each other is directly proportional to the distance between the beam and the midpoint be-
tween the two antennae [138],

𝑢=
𝑢+−𝑢−
𝑢++𝑢−

,

𝑣 =
𝑣+−𝑣−
𝑣++𝑣−

.
(3.1)

This technique provides a precision of 100𝜇m for beam currents above 1𝜇A [139].
The BPMs are calibrated from more precise absolute measurements using the Hall A

harp wire scanners. These consist of two vertical wires and a horizontal wire which are
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strung across amovable frame. Thewires also have a signal induced proportional to the dis-
tance to the beam, and as the frame is moved through a low current beam, the profile and
position can be measured. [140]. Harp scans interfere destructively with the beam which
means data taking must be stopped to perform these measurements. It is very typical after
a long period of no data taking to perform harp scans during “beam checkout” in order to
safely restore the beam to the Hall and avoid damaging sensitive electrical equipment, de-
tectors and targets. The position accuracy of thewire harp beamprofile is on the order of 20
𝜇m. Making this measurement with the known angles and positions of the harps provides
a highly accurate reference coordinate which the BPM can then be calibrated against.

Beam Raster

An electron beam with a spot size on the order of several hundred 𝜇m and operated at the
currents and intensities typical of Hall A, is capable of destroying a target. To avoid this, the
beam is moved across the face of the target in a process called rastering. The Hall A fast
raster uses two perpendicular coils located 17 m upstream of the target. When a current
is applied to the coils they produce dipole magnetic fields which can steer the beam hor-
izontally and vertically. A 5 x 5 mm2 circular raster was employed for most of GEN-II. The
absolute beam position must be calculated from raster and BPM information. The position
offsets introduced by the raster are described by

𝑥rast =𝑂𝑥+𝐴𝑥𝐼 rast
𝑥 ,

𝑦rast =𝑂𝑦+𝐴𝑦𝐼 rast
𝑦 ,

(3.2)

where 𝐼𝑥, 𝐼𝑦 are the average currents in each dipole and𝑂𝑥,𝑂𝑦,𝐴𝑥,𝐴𝑦 are coefficients which
are calibrated from harp scans and the pedestal-subtracted BPM information.

BeamCharge Measurement

Beamcharge ismeasuredby theHall ABeam-CurrentMonitor (BCMs) systemwhichconsist
of a Parametric Current Transformer (PCT) called the Unser monitor after its pioneer [141],
and two RF cavities on each side of the Unser [142]. The Unser is an absolute measurement
device with a very stable gain, and the BCM RF cavities are able to be calibrated against
it. The cavities are cylindrical waveguides tuned to the beam frequency which produce a
voltage proportional to the beam current [137].

In a beam-spin asymmetry measurement like E12-09-016 false asymmetries can arise
from the beam charge. The BCM data can be used to extract the beam charge asymmetry
(𝐴Beam Charge) which is defined as

𝐴Beam Charge ≡
ℎ+(𝐼)−ℎ−(𝐼)
ℎ+(𝐼)+ℎ−(𝐼)



CHAPTER 3. EXPERIMENTAL SET-UP 54

for positive (ℎ+) and negative (ℎ−) helicity states respectively. This is also true to a lesser ex-
tent for changes in the beamposition. It is therefore important tomeasure any beamcharge
asymmetry (as well as beam position asymmetry) that arise when the helicity of the beam
is flipped. These effects are a measure of the “parity quality” [143] of the beam and parity
violating experiments which require quality on the order of parts permillion (ppm) are typ-
ically much more sensitive [144]. Nevertheless it is crucial to measure these effects even in
E12-09-016. The beam charge asymmetry was checked periodically through kinematics by
Paul King (Ohio University) and Don Jones (Jefferson Lab), and if it began to become too
large (on the order of 1000 ppm) the half wave plate state was reversed in order to constrain
the systematic errors introduced by a large beam charge asymmetry.

Beam Energy Measurement

Experiments inHall A typically require a knowledge of the absolute beam energy of𝑑𝐸/𝐸 =
10−4. The energy of the beam is monitored via the “Arc” method which uses a portion of
the beam transport line as a magnetic spectrometer [145]. The arc is comprised of 8 dipole
magnets and 9 quadrupole magnets which bend the beam 34.3∘ achromatically. However,
by turningoff thequadrupoles the arc canbeoperated indispersivemode inwhich thebend
angle is now energy dependent (no longer achromatic). The field integral of the dipoles
∫𝐵 ⋅𝑑𝑙, energy of the beam 𝐸, and bend angle 𝜃 are related by

𝐸 = 𝑐
∫𝐵 ⋅𝑑𝑙

𝜃
(3.3)

for 𝑐 the speed of light in units of [GeV rad/Tm]. The field is measured in a discrete ninth
dipole. By measuring the beam position with BPMs before and after the dipole, the bend
angle can be determined up to a resolution of 0.001∘. The absolute energy and spread can
then be calculated to within the required accuracy [146].

Beam polarisationMeasurement

Thepolarisation of the beam is notmeasured in real time during running. Instead, separate
invasive Möller measurements are taken opportunistically throughout kinematic periods.
Möller measurements use the Hall A Möller Polarimeter to utilise the pure QED process of
double polarised Möller scattering. The 𝑒+𝑒 → 𝑒+𝑒 differential cross section is calculable
in QED and in the centre-of-mass (CM) frame is given by

𝑑𝜎
𝑑Ω

=
𝑑𝜎0
𝑑Ω

[1+𝑃∥
𝑡 𝑃

∥
𝑏𝐴𝑧𝑧(𝜃)] (3.4)

where 𝑑𝜎0
𝑑Ω is the unpolarised cross section contribution, 𝑃∥

𝑏 and 𝑃∥
𝑡 are the polarisations of

the beamand target electrons respectively, and𝐴𝑧𝑧(𝜃) is the analysing power of the reaction
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[147]. The analysing power depends on the CM scattering angle 𝜃,

𝐴𝑧𝑧(𝜃) = −sin𝜃2
8− sin𝜃2

(4− sin𝜃2)2
. (3.5)

The electron beam is incident on an iron foil magnetised to saturation in a 4T holding field.
Pairs of recoil electrons are detected at or near 90∘ in order to avoid backgrounds and max-
imise the analysing power. The scattered electrons are diverted 2mupstream through a sys-
temofquadrupolemagnets to anadjustable collimator, and thendeflected throughadipole
magnet towards an exit collimator and finally absorbed by calorimeters within a shielding
hut. A side view of this configuration is shown in Fig. 3.7. The asymmetry in counting rate
for the two helicity states is measured and the scattering angle can be reconstructed from
thehit positions andpolarimeter optics, fromwhich the beampolarisation canbe extracted
from Eqn. 3.4 with <1% statistical and ≈ 0.5% systematic uncertainty.

Figure 3.7: Side view of the Hall A Möller polarimeter. Image from [148].

3.4 Targets

Several targets were used throughout the experiment. Polarised ³He cells were used for pro-
duction runs and were swapped out after reaching an accumulated charge threshold (or
after a rupture event). An empty target setting existed primarily for initial monitoring of
the beam position and raster during beam-tuning and checkout. Three carbon targets were
used: carbon hole for beam position and size tuning; and multi-foil and single-foil for cali-
brations of the Bigbite spectrometer optics. A reference cell was also used, which could be
left empty and used for calibrations and background studies, or filled with H₂ and used to
measure elastic electron-proton events at each kinematic setting for detector calibrations
and asymmetry corrections.

A target ladderwas custommanufactured for the experiment andhousedall of the above
targets. The ladder was able to be remotely moved vertically up and down in order to select
between the target in use at any given time. Each target then corresponded to a specific ver-
tical position. The head of the ladder was fixed to a ceramic base plate, which itself formed
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part of the ³He target structure, and was fixed in place at the bottom of a ceramic oven.
This was in turn connected to the oven heater column which extended upwards towards
the vertical controlling unit. The whole system rested inside a set of Helmholtz coils, which
in turn were positioned inside a 0.25” thick iron box called the target enclosure. The com-
plete structure is shown in Fig. 3.8. The orange polycarbonate frame which can be seen is
the ladder.

Figure 3.8: A photograph of the full target ladder showing the production cell, reference cell,
and titanium beam holding carbon foils.

3.4.1 Polarised ³He Target

This experiment utilised a polarised ³He target first constructed for JLab experiment E94-
010 in Hall A, and used in several others including E02-013 (GEN-I). The target design is
based on the spin-exchange optical pumping (SEOP) technique. This is a two step process
in which an alkali-metal is polarised through optical pumping and subsequently the ³He
nuclei are polarised through hyperfine interactions in collisions with the alkali-metal. The
general design of the glass cells which contain the ³He gas consists of a spherical pump-
ing chamber (PC) at the top, two long transfer tubes extending downwards, and a 60 cm
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long narrow target chamber (TC) which the beam interacts within. In previous iterations,
diffusionbetween the pumping chamber and the target chamberwas fairly slow,which lim-
ited the target’s current-handling capability. Dubbed the “Stage II” polarised ³He target, the
new glass cells were designed and manufactured at the University of Virginia in collabora-
tionwithMichael J. Souza (PrincetonUniversity). This newupgraded design for GEN-II had
two transfer tubes instead of one, resulting in convection-based circulation of the gas. This
allows running at up to 8 times higher luminosities than GEN-I.

The pumping chamber contained ³He gas, a mixture of rubidium and potassium (Rb/K)
alkali-hybrid metal and a small fraction of nitrogen (N₂) gas. The pumping chamber rested
within a ceramic oven, which would be heated to varying temperatures over 200 degrees
Celsius in order to vaporise the alkali mixture. The oven was attached to a heater column
which was installed above the target enclosure. A 794.7 nm red laser was incident upon
mirrors which were attached on opposite ends of the oven. One of these mirrors is shown
on the left of Fig. 3.9, in the process of mounting to a base plate. This base plate was then
attached to thewing of the oven, shownon the right of Fig. 3.9, through the three visible bolt
holes. Themirrorswere coated in 794.7 nm reflective quarter-wavemicrofilm, and reflected
the laser light into the oven through a glasswindowwhichwas also coated inmicrofilm. The
oven was sealed at the bottom by an insertable ceramic base plate. The target cell was at-
tached to this base plate at two holes which the transfer tubes passed through. The transfer
tubes were sealed in place at these holes via room temperature vulcanising (RTV). The base
plate in turn was secured to the target ladder via a ceramic bracket, to ensure structural in-
tegrity of the whole system. A small heater strip was placed on one of the transfer tubes to
provide localised heating, which would in turn drive convection.

Figure 3.9: (Left) mirror mounted with RTV and glue to ceramic mounting plate, which has
holes on the bottom to accommodate the oven wing bolts. (Right) Top view of the target
oven during installation work. The arm structure has a 45 degree tilt which will house the
mirror. An identical second arm and mirror sits 180 degrees opposite.
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³He As an Effective Neutron Target

Neutrons decay with a mean lifetime of approximately 880 seconds [149] which presents
the experimental challenge that no free neutron targets exist. As such light ion species such
as deuterium (²H) or in the case of this experiment ³He can be chosen as suitable effec-
tive neutron targets. The approach of using ³He to study elastic form factors of the neu-
tron has been theoretically studied [150–152] and calculations for inclusive and exclusive
electron-³He scattering have been performed [152–155]. The neutron polarisation in ³He
as well as the general three-nucleon wavefunction have been computed in many works via
the Faddeev equations [156] and variational approaches [157–161]. In its ground state, the
³He wavefunction spin component is dominated by a configuration in which the two pro-
ton spins anti-align. The contributions to the spin wavefunction are illustrated in Fig. 3.10,
which shows the relative contributions of the𝑆,𝐷 and𝑆′ states. The result is a nucleuswhere
the neutron carries ∼86% of the total spin [162].

Figure 3.10: Dominant partial-wave spin contributions to the ³He nucleus.

Theeffectiveneutronpolarisation inexperiments involvingDIS scatteringhasbeenshown
by several calculations to agree with this value [158, 159]. However in the quasielastic anal-
ysis presented in this work, inelastic events in our final data sample are suppressed by the
choice of cuts, particularly on the missing transverse momentum of the nucleon. This has
the effect of selecting out portions of the ³He wavefunction with lower momentum. In par-
ticular, it suppresses the degree to which the D state contributes, in which the three nucle-
ons have their spins aligned opposite to the nuclear polarisation. This has been shown in
GEN-I to increase the effective neutron polarisation to > 95% for all of the values of mo-
mentum transfer measured [112]. The neutron polarisation and nuclear corrections to the
final physics asymmetry are discussed more fully in Sec. 5.10.
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Spin Exchange Optical Pumping

Spin exchange optical pumping is a powerful technique to polarise ³He. The process in-
volves two main steps: optical pumping of the alkali metal vapour and subsequent spin ex-
change between the polarised alkali metal atoms and the ³He gas atoms. The alkali vapour
and ³He gas are both present in the pumping chamber, and the entire system is placed in a
magnetic holding field via the Helmholtz coils. This induces Zeeman splitting of the energy
levels in the ground state (⁴S1/2 for potassium, ⁵S1/2 for rubidium, corresponding to prin-
cipal quantum number 𝑛 = 4,5 respectively) of the valence electrons of the alkali vapour,
which separates the𝑚𝑠 =−1/2 and𝑚𝑠 = 1/2 levels.

In thefirst stageof traditional SEOP, a circularlypolarised laser tuned to theD1 transition
of the alkali metal (in this case 794.7 nm for Rb) excites the electrons from the spin down S
(𝑚𝑠 =𝑚𝑗 =−1/2) level to a spin up sub level in the P state (𝑚𝑠 = 1/2). The excited electrons
spontaneously decay back to the ground state, either via direct decay to the S+1/2 state, or
through collisional mixing into the P−1/2 state and further decay into S−1/2 level as depicted
in Fig. 3.11. The presence of nitrogen suppresses re-radiation via nonradiative quenching
of excited atoms [163] to the S1/2 level. In addition to quenching the nitrogen can also un-
dergo fine structure collisional mixing and contribute to excited-state spin relaxation [164]
and broadening of the absorption lines of alkali metals [165]. The latter in some scenarios
would enhance the efficiency of optical pumping, however narrowband lasers are used in
this experiment which are even more efficient at optical pumping [166]. Fortunately the
former, nitrogen induced spin relaxation, is a minor effect particularly at larger pressures
(> 1bar) [167].

Figure 3.11: Example of the process of optically pumping an alkali gas. In this example the
ground state is ²S1/2 corresponding to Lithium, however the process is analogous across the
increasing principal quantum number n of the alkali metals. Image from [163].

The polarisation of the rubidium can be described by the optical pumping rate 𝑅 and
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the relaxation rate of the metal ΓRb:

𝑃Rb(𝑡) =
𝑅

𝑅+ΓRb
(1−𝑒−

𝑡
𝜏 ) (3.6)

where the factor 𝜏 = 1
𝑅+Γ is the characteristic time constant for optical pumping [168] which

determines the time taken to reach equilibrium (𝑃 = 𝑅
𝑅+Γ). This is expected to be on the

order ofmilliseconds. The optical pumping rate is given by the integral over laser frequency
𝑣,

𝑅 =∫
∞

0
Φ(𝑣)𝜎Rb

1 (𝑣)𝑑𝑣, (3.7)

where Φ(𝑣) is the laser flux and 𝜎Rb
1 is the unpolarised rubidium photon absorption cross

section for theD1 transition [169]. For anarrowband794.7nmlaserwith∼0.2nmlinewidth,
𝑣 is approximately a delta function, and the rate is effectively equal to the product of the sin-
gle wavelength flux and cross section. The absorption cross section typically peaks around
the excitation frequency, therefore the rate is maximised with narrowband lasers.

In the second stageof SEOP, thepolarisedRbatomscollidewith ³Heatoms. During these
collisions, the polarised spin of the Rb electron is transferred to the nucleus of the noble gas
atom via hyperfine interactions. The spin-exchange rate in the fast diffusion limit (in which
transfer rates approach infinity) is given by

⟨𝛾se⟩ = 𝑓PC𝑘se[Rb], (3.8)

where 𝑓pc is the fraction of the ³He in the pumping chamber, and 𝑘se is the spin exchange
constant for rubidium. The time-dependent polarisation of the ³He can then be described
by

𝑃He(𝑡) = 𝑃Rb
𝛾se

𝛾se+ΓHe
(1−𝑒−𝑡(𝛾se+ΓHe)) (3.9)

where 𝑃He is the nuclear polarisation of the ³He, 𝑃Rb is the polarisation of the Rb vapour,
𝛾se is the cell averaged spin-exchange rate between the ³He and the alkali-metal and ΓHe

is the spin relaxation rate of ³He nuclei due to any other processes. From this equation we
can see that with sufficient laser power such that 𝑅 >> 𝛾Rb and density of rubidium such
that 𝛾se >> ΓHe, then the polarisation would approach 100%. In reality this has never been
achieved, primarily due to what is now a well documented and empirically established but
otherwise unexplained relaxation mechanism [170]. Eqn. 3.9 can be modified accordingly
for the state of equilibrium,

𝑃He = ⟨𝑃Rb⟩
⟨𝛾se⟩

⟨𝛾se⟩(1+𝑋)+⟨ΓHe⟩
(3.10)

where each term is now time averaged, (denoted by ⟨𝑥⟩) and the factor (1+𝑋) accounts for
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this relaxation mechanism. This provides an upper constraint of 1
1+𝑋 on the polarisation of

the ³He. The overall efficiency of this spin transfer towards this limit depends on the density
of the alkali metal vapour, the temperature, the pressure of the noble gas, and the presence
of quenching gas.

Alkali-Hybrid SEOP

Theaddition of Rb/K alkali hybrid in place of solely Rbwas first performed forGEN-I and al-
lows more efficient transferring of the polarisation to the ³He due to their optimally paired
spin exchange rates, improved collisional dynamics, and balanced relaxation properties.
When the ratio of the vapour density of the two metals 𝐷 ≡ 𝜌K

𝜌Rb
is very small (𝐷 << 1000),

collisions between the two occur maximally which results in 𝑃K = 𝑃Rb = 𝑃Alk. Potassium
vapour pressure is higher than rubidium at a given temperature. So at certain optimal tem-
peratures for SEOP (200-250 ∘C), the vapour pressures of Rb and K together can be tuned
to maximise the density of alkali metal atoms available for spin exchange without requiring
excessively high temperatures.

Now the ³He is polarised by hyperfine interactions from both metals. However, the spin
exchange rates between alkalimetals and noble gases vary. Potassiumhas a 15 times higher
spin exchange rate with ³He compared to rubidium. The equilibrium equations for the po-
larisation have the same form, but the components are modified to account for spin ex-
change and relaxation components of the K:

ΓAlk = ΓRb+𝐷(ΓK+2𝑘𝐴)

⟨𝛾se⟩ = 𝑓pc𝑘se [1+𝐷(
𝑘′se
𝑘se

)]
(3.11)

where ΓK is the spin-relaxation rate of potassium, 𝑘𝐴 is the average Rb-K spin relaxation
rate and𝑘′se is the K-³He spin-exchange rate constant. Potassium typically has a longer spin
relaxation time compared to rubidium. By using a hybrid mixture, the overall relaxation
rates can be balanced for an optimal ratio𝐷 to sustain higher polarisation levels for longer
periods, improving the efficiency of polarisation transfer to the ³He [169].

Additionally a single alkali metal vapour can become optically thick at high densities,
meaning that the laser light is heavily absorbed near the entry point and does not penetrate
deeply enough topolarise atoms throughout the cell uniformly. ByusingamixtureofRband
K, the total optical depth is effectively distributed between the two species, allowing more
uniform and efficient pumping. Ultimately, the convection voltage/current settings, oven
temperature and laser power were tweaked through the experiment in efforts to maximise
the polarisation of each cell, in line with the above ideas.
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3.4.2 Reference Cell

A 60 cm long glass cell was attached to the bottom of the target ladder. This reference cell,
depicted in Fig. 3.12, was developed at The College ofWilliam and Mary. It consisted of the
target chamber and a single transfer tube that was connected to a nozzle and hose, which
were subsequently fed from a pumping system below the target enclosure. This cell could
be remotely vented and filled. For this experiment it was primarily used to take data on H₂
gas at a similar pressure to the production cell to use for detector calibrations.

Figure 3.12: Reference cell prior to installation.

3.4.3 Carbon Targets

Eight carbon foils were fixed on a titanium support rod which was in turn fixed to the target
ladder. The ladder vertical control settings had three separate positions on the carbon foils,
which would allow the beam to hit one of the three settings; “hole”, “optics” or “foil”. An
illustration of the carbon target is presented in Fig. 3.13, which shows the z coordinate of
each foil, and the path of the beam towards the downstream direction passing through the
foils at each setting.

As shown in Fig. 3.13, on the single-foil carbon optics target, the beamwould be centred
on one carbon foil. This target was used to calibrate the carbon optics data. Reconstructed
tracks on the foil necessarily have a known single z-axis position along the target. By align-
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Figure 3.13: Depiction of carbon target z positions along the beamline, and beam positions
of the three target settings. Image from [171].

ing the optics data with the magnets on and sieve plate in, to the foil data with the magnets
off, the carbon optics were properly calibrated. The carbon hole target had the beam strik-
ing two foils with holes at the centres. This was used during beam restoration procedures
to check that the beam spot, rastering and position were working. The size and shape of
the hole could be reconstructed at the target via the optics which is shown in Fig. 3.14. The
current of the vertical and horizontal rasters for reconstructed tracks are plotted in 2D. The
small hole at the centre of the coloured distribution indicates the hole on the target. The
multi-foil carbon optics target had the beam striking all eight foils directly with no holes.
This was used for optics calibration with an insertable sieve plate attached to the Bigbite
magnet. The optics calibration is discussed in Sec. 4.6.

3.5 Coordinate Systems

There are three coordinate systems used in Hall A: the standard lab (or Hall) coordinate sys-
temand the transport coordinate systemwhich is different for both spectrometers. TheHall
coordinate system (HCS) has an origin at the centre of the target. �̂� is in the nominal down-
streamdirection of the beam, towards the beamdump. �̂� points up towards the ceiling, and
�̂� forms a right handed system �̂� = �̂�× �̂� pointing left of the beamline as viewed looking in
the downstream direction. The transport coordinate system (TCS) also has the origin at the
centre of the target. �̂� faces the central axis of the spectrometer in question. �̂� points down-
wards and �̂� forms a right handed system �̂� = �̂�×�̂�. Since the momentum of the beam ⃗𝑘𝑖 is
along the �̂� axis of the lab frame, then in the transport frame this is

⃗𝑘𝑖 =
⎛⎜⎜
⎝

0
−sin𝜃spec

cos𝜃spec

⎞⎟⎟
⎠

(3.12)
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Figure 3.14: An online monitoring plot from a carbon hole run during GEN2. The coloured
bins indicate the x-y currents of the raster for reconstructed tracks. The shape of the distri-
bution indicates the raster shape, and the carbon target hole is visible in the centre, where
no tracks will have been reconstructed.

where 𝜃spec is the in plane horizontal angle of the spectrometer in the lab frame. Thendefin-
ing𝜓 to be the angle between the momentum and projection onto the 𝑦−𝑧 plane and 𝜙 to
be the angle between the projection onto the 𝑦−𝑧 plane and the 𝑧 axis,

tan𝜓 = tan𝜃cos𝜙 (3.13)

and the momentum transfer vector is

�̂� =
⎛⎜⎜
⎝

sin𝜓
cos𝜓sin𝜙
cos𝜓cos𝜙

⎞⎟⎟
⎠

. (3.14)
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3.6 Electron Arm: Bigbite

The Bigbite spectrometer was initially constructed for use in electron scattering experi-
ments at the Internal Target Facility of the Amsterdam Pulse Stretcher (AmPS) ring at the
National Institute for Subatomic Physics (NIKHEF) [172]. Bigbite is a magnetic spectrom-
eter comprised of a single dipole magnet which earns its name by virtue of a combined
large solid angle and momentum acceptance for a spectrometer. The full electron arm of
the experiment comprises the Bigbite magnet and a new complementary detector stack
which can be seen fully in Fig 3.15. Bigbite is located on the left hand side of the down-
stream beam, at a central angle as close to the elastic electron scattering angle as possible,
for a given kinematic setting. The detector stack is situated on a platform, which is fixed
at a radial distance from the target enclosure by a steel beam, and the platform can rotate
out from the beamline at a polar angle range of 0 < 𝜃BB < 90∘, however physical limitations
apply due to the existence of the beamline at 𝜃 = 0, and the decommissioned Left High Res-
olution Spectrometer (LHRS) which still exists in the Hall. The detector stack consists of a
variety of subsystems which are detailed in the following subsections.

Gas Electron 
Multipliers

Timing 
Hodoscope

Preshower
CALORIMETER

Gas Cherenkov

Bigbite
Magnet

Shower 
Calorimeter

Figure 3.15: Bigbite as seen from left of spectrometer centre (upstream direction towards
right of image, downstream direction towards left of image) annotated with subsystem
names.
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3.6.1 Bigbite Dipole Magnet

TheBigbitemagnet is an H-shaped dipole with a 25cm gap. The opening on the front face is
perpendicular to the central trajectory and axis of the spectrometer, and the exit has a pole
face rotation of 10∘. This enhances the field integral for particles which enter at the top re-
gion of themagnet, whilst reducing the field integral for particles which enter at the bottom
region. This makes the dispersion more uniform across the acceptance of the spectrome-
ter [173]. Bigbite acquires its name from its large angular and momentum acceptance. For
example at kinematic setting 2, Bigbite has a solid angle acceptance of approximately 30
msr, and a momentum bite of approximately 0.4 ≤ 𝑝 ≤ 3.5 GeV. The magnet consists of a
low-carbon steel yoke and polar components, copper pipe water-cooled coils, and support
clamps which accommodate an insertable sieve slit plate. The total mass of the spectrom-
eter is over 20 tonnes. The magnet is positioned 1.63 m away from the centre of the target
for all kinematic settings. The distance from the front face to the centre of the dipole is 31.0
cm, and the distance along the central trajectory from the centre of the magnet to the back
face is 68.5 cm. A full technical drawing is shown in Fig. 3.16 from experiments E-06-010/E-
06-011 (Transversity) for scale.

3.6.2 Bigbite Gas ElectronMultiplier Trackers

Gas Electron Multipliers (GEMs) are used in this experiment for tracking the electron po-
sition and trajectory, and reconstructing its momentum. Bigbite has five GEM trackers, or
“layers”. There are four GEM layers on the front of the spectrometer, located between the
BigBite magnet and the rest of the detector stack. The fifth rear GEM layer is located fur-
ther downstream, in the middle of the detector, between the “GRINCH” Cherenkov and the
preshower calorimeter. As a particle traverses the GEMS, each layermeasures a 2D position
in x-y space. The positions on each layer can then be combined along the z direction to
form a track. This track can be projected backwards towards themagnet, andwith an optics
model, the initial trajectory and momenta at the target can be reconstructed.

Traditional trackingmethods such aswire chamberswhile having excellent spatial reso-
lution, are typically limited in their rate handling capabilities on the order of 10 kHz/cm², as
a result of space charge and occupancy issues. An advantage of running with GEM trackers
is their ability to handlemuch higher rates, on the order of 500 kHz/cm², whilemaintaining
a spatial resolution of around 70 𝜇m. This is made possible because the small hole sizes in
the GEM foils screen the movement of ions towards the readout electrode, and due to the
very short drift distances of the charge. This reduces the build up of space charge which
is typical in wire chamber designs and often results in large ion tails in the signal. By re-
moving this occupancy bottle-neck the avalanche can reach the readout in around 100 ns,
which is orders of magnitude faster than traditional wire chambers. Ultimately this makes
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Figure 3.16: CAD Drawing of the Bigbite spectrometer duringTransversity experiment E06-
010. Detector stack subsystemshave changed, but themagnet dimensions remain the same
in E12-09-016.

the GEMs much faster tracking detectors and therefore able to handle much higher rates
[174]. This technology enables the SBS program to run at high luminosity and acceptance
simultaneously.

In experiment E12-09-016 all of theGEMsusedweremanufactured andproducedby the
University of Virginia (UVa). GEMs are gaseous ionisation detectors for charged particles
originally introduced in 1997 [175]. They consist of a drift cathode foil at the front of the
detector on the particle entrance plane, one or more GEM foil layers and a readout board
on the exiting plane. Relatively large voltages are applied across the GEM foils, producing
a gain of around 20 per foil layer. In this case of triple-gems the resultant gain is 8000 on
average. A GEM foil is typically a 50 𝜇m thick polyimide foil coated with ∼5 𝜇m of copper.
The readout plane consists of two sets of thin copper strips separated by an insulating layer
of polyimide [176].

In production conditions, all GEMs ran an Ar/C0₂ (75/25) gas mixture. This could be
switched to N₂ gas during standby or testing periods. When a charged particle traverses the
GEM, the gas mixture is ionised which produces further charged particles. These continue
to propagate and accelerate through the electric fields within the drift and hole regions of
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the GEMuntil eventually the amplified signals from the avalanche are detected on the elec-
tronic readout board. Fig. 3.17 shows an illustration of the avalanche caused by an ionising
particle traversing a single GEM layer.

Figure 3.17: An example of the avalanche produced by a single ionising particle travelling
through the layers of a Triple-GEM. The number corresponds to foil layers in a single GEM
detector. The signal is amplified through each foil and eventually reaches the readout plane.
Image from [177].

Layers 1-4 were all “UV” layers. UV corresponds to trackers with the internal copper
strips orientated at 30(U) and 150(V) degrees to the x-axis, with a stereo angle of 60 degrees
between them, within the local xy plane of the layer. The UV layers consist of a single large
module (active area of 40 x 150 cm2). The fifth GEM tracker at the rear is an “XY” layer,
which has the copper strips at a simpler Cartesian style orientation where the X andY axes
are orthogonal to each other. The copper wires cannot be constructed vertically along the
entire 2 m length, so the XY layer consists of four modules stacked vertically (each with an
active area of 60 x 50 cm2). Both types of layer are shown in full with dimensions annotated
in Fig. 3.18 before installation. The UV GEM foils have a total 3840 readout channels in
both the U andV directions for a total of 7680 per layer, and are divided into 20 rectangular
sectors for readout. TheXYGEMShave 1280 X strips and 1536Y strips permodule, for a total
of 11264 in the layer. As a result there are 41984 GEM channels potentially firing within
any given event. When running at the high luminosities typical of Hall A, this results in a
relatively enormous amount of data per second.

TheGEMmodules are read out by APV25 readout cards (APVs)which are analogue read-
out cards originally designedaspipelineASICs for theCMS tracker read-out systematCERN
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Figure 3.18: (Left) Single UV GEM layer. (Right) An XY GEM Layer comprised of 4 modules
labelled 0 through 3. Image from [176].

[178]. The cards have 128-pin connectors and are grounded directly into the GEM readout
boards to interface with 128 strips each. As a result, 60 APV25 cards are required to read out
a UV layer, for a UV total of 240, and 188 for the XY giving a final total of 300 cards. The APVs
are triggered to collect raw signals via a parallel trigger logic, which are processed through
Multi-Purpose Digitiser (MPDs) [179]. These are in house JLab boards with Versa Module
Eurocard Bus (VME) interface, which receive analogue data streams and digitise them, and
then feed them further through the DAQ pipeline. The signals are sent to VXS Trigger Pro-
cessors (VTPs) [180], which are the central trigger processor in the GEM DAQ system. Fi-
nally the signals are sent through a network interface to theCODAdata acquisition software
hosted on a local machine in the counting house [176].

3.6.3 GRINCH Cherenkov Detector

TheGas RINg CHerenkov (GRINCH) detector is a heavy-gas Cherenkov threshold detector,
designed to provide particle identification between electrons and pions up to a threshold
momentum. The GRINCH consists of 510 1-inch photo-multiplier tubes (PMTs) in a hon-
eycomb array, and four highly reflective cylindrical mirrors within the body of the detector.
The total volume of the detector is filled with heavy Octafluorocyclobutane (𝐶4𝐹8) gas.

The GRINCH is situated in the BB detector stack between the front GEM trackers and
the fifth rear GEM tracker. In Fig. 3.19 this is shown as an illustration andwith a photograph
from the Hall, with the GRINCH labelled.
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Figure 3.19: The GRINCH detector installed in the BigBite stack. Highlighted in black in the
illustration on the left, its position between the rear and front GEM layers is more clearly
demonstrated. On the right viewed from right of spectrometer centre (downstream beam
to towards left of image). Image from [181].

The particle identification between electrons and pions is achieved via the different sig-
nals they produce by Cherenkov radiation, below the threshold momentum. Cherenkov
radiation is a phenomenon in which a charged particle travelling faster than the phase ve-
locity of light in a dielectric medium produces photons. The geometry of the inside of the
detector is shown in Fig. 3.20. The incoming particles produce electromagnetic shockwaves
which propagate towards the reflective mirrors. These are set at an angle such that the pho-
tons are reflected back towards the PMTs, while the electrons of interest propagate cleanly
through the rest of the detector stack.

Recall that the index of refraction 𝑛𝑖 and phase velocity 𝑣𝑖 of two mediums are directly
related by Snell’s Law

𝑣1
𝑣2

=
𝑛2
𝑛1

=𝑛12. (3.15)

A perfect vacuum has a refractive index of 1, and the speed of light c. With the knowledge of
the rough expected momenta and mass of the particles, the speed can be calculated from
the beta factor 𝛽 = 𝑝

√𝑚2+𝑝2
and a medium can be chosen such that the resultant phase ve-

locity 𝑣2 is lower than the particle velocity. In this way the index of refraction of the gas can
then be used to discriminate between velocities. 𝐶4𝐹8 has a refractive index of 1.00132 at
405 nm laser light, 1 atmosphere pressure (𝑛 = 1.00129 at 632.8 nm, 1 atm) [182]. The re-
sultant phase velocity at 𝑛2 = 1.00132 is 0.9968c. Electrons above 1 GeV have a beta factor
of at least 0.999(6) owing to their small mass. However, pions with a mass of 140 MeV do
not exceed the phase velocity of the gas until about 2.7 GeV. This is the resultant GRINCH
“threshold”.

The Cherenkov light cones from electrons appear as clusters on the PMT array due to
the path length of the light cone in the GRINCH. A light cone can then be detected as a
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Figure 3.20: Top down view of the inside of the GRINCH detector. The incoming charged
electrons produce a Cherenkov boom up to the threshold of 2.7 GeV. Above this both pions
and electrons can produce signals. The photons are reflected backwards by themirrors into
the PMT array. Image from [182].

“ring” using signals from the PMTs via a clustering algorithm, which requires at least three
or more neighbouring PMTs to form a cluster. By matching the position of the cluster to
the best track and looking at the difference in cluster sizes associated with electron’s and
pion’s light cones, this allows for discrimination between pions and electrons at the same
momentum or energy, up to the GRINCH pion threshold of 2.7 GeV [181].

The PMTs convert the incident light to photoelectrons in the photocathode. The photo-
electrons then are guided through the various dynodes in the PMT, ultimately creating an
avalanche of electrons. The electron avalanche then reaches the anode, producing a mea-
surable current signal. All detectors in the SBS experimental setup, with the exception of
the GEMs, are read out by PMTs in this way.

Signals from each PMT in the GRINCH (and Timing Hodoscope) are extracted to cus-
tom made amplifier/ discriminator front-end cards designed by University of Glasgow and
manufactured by Zott, which are based on the NINO ASIC [183]. The NINO card is a high
speed discriminator which has a low voltage power input as well as a threshold voltage. The
cards have 16 channel input and separate 16-channel digital (LVDS) and analogue outputs.
The signals from the NINO cards are then then read out to VME-based CAEN v1190 Time-
to-Digital Converters (TDCs) [184]. These are multihit TDCs with a 40 MHz clock input and
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Figure 3.21: (Left) Preshower blocks being constructed, shielded in MuMetal and light tight
black tape, and attached to PMTs. (Right) Side view of the Preshower during installation
with blocks being slid into the iron housing structure shown in blue. Image from [186].

100 ps resolution per channel.

3.6.4 Bigbite Calorimeters

The Bigbite calorimeter system comprises a pair of lead-glass electromagnetic calorimeters
(EMCals). The first EMCal named the Preshower (PS), sits downstream of the GRINCH de-
tector. It is comprised of 52 radiation hardened (9 x 9 x 29.5) cm³ blocks of TF1 lead glass,
which are shown in Fig. 3.21 during construction, attached to PMTs. TF1 is a Cherenkov
material consisting of PbO (52.2%), SiO₂ (41.3%), K₂O (7.0%) and As₂O₃ (0.5%) [185]. Elec-
tromagnetic cascades in the lead glass produce Cherenkov radiation (light), which is de-
tected by the PMTs. The right hand side of Fig. 3.21 shows the PMTs pointing out the side
of the detector stack, as the blocks are installed. The preshower blocks are stacked in a con-
figuration of 26 rows of 2 columns facing each other as shown in Fig. 3.23. This particular
orientation, with the long side perpendicular to the particle trajectory, causes particles to
pass through the detector partially absorbed due to the relatively small thickness, and re-
sults in an electromagnetic shower which hits subsequent detectors. Each block is covered
in MuMetal shielding and the signals from a block are read out by a PMT.

The second detector named the Shower (SH), is positioned downstream of the Timing
Hodoscope which in turn is downstream of the Preshower. The Shower is comprised of 189
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(8.5 x 8.5 x 34) cm³ TF1 blocks which are shown during installation in Fig. 3.22. These are
stacked in a configuration of 27 rows of 7 columns facing the spectrometer central axis as
shown in Fig. 3.23. This orientation with the longest dimension of the blocks parallel to the
central axis of Bigbite allows all of the remaining energy from the original particle to be ab-
sorbed by the much larger thickness of material. The shower has a layer of MuMetal shield-
ing on the exterior of the system as well as between each row. Signals from each of the BB-
Cal module PMTs are read out to FADC250 Flash Analogue-to-Digital Converters (FADCs)
[187] through custom-made front end summer/amplifiers [188]. The FADC250 is a custom
manufactured 250 MHz pipelined ADC module designed by JLab. This provides timing and
energy deposition information.

Electrons and photons interact with matter through fairly well understood QED pro-
cesses. Electromagnetic interaction with the absorber material produces a cascade of sec-
ondary particles through pair production, Compton scattering and bremsstrahlung. The
secondary particles go on to produce more particles through subsequent interactions, ul-
timately creating an electromagnetic shower. As the cascade develops, the secondary par-
ticles lose energy through ionisation, excitation of atoms, and radiation. These energy loss
mechanisms lead to the creation of more particles and photons, resulting in an exponen-
tial increase in the number of particles within the cascade. The cascade grows in size and
density as more particles are produced, with the energy being redistributed among the par-
ticles through successive interactions. The electromagnetic shower reaches its maximum
development when the energy of the particles becomes comparable to the energy required
to produce new particles. Eventually if there is sufficient thickness and density of absorber
material, the energy of the particles within the cascade decreases to the point where their
interactions with the material are no longer significant, and the cascade comes to an end.
The remaining particles continue to lose energy through ionisation and radiation until they
come to rest [190].

For electrons the total energy in BBCal ( = 𝐸PS+𝐸SH) should be almost exactly the same
as the momentum reconstructed from tracks in GEMs using the BB optics. The ratio of en-
ergy to momentum (E/P) can be used in analysis as a particle selection cut. Additionally
the reconstructed Preshower energy deposition can provide a handle on pion background
rejection. These ideas will be explored in Sec. 5.1.1. In addition to measuring the scattered
electron energy, BBCal is used as the primary trigger for Bigbite and provides a trajectory
constraint on the track search region for the GEMs.
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Figure 3.22: Top: Shower blocks during construction, begin shielded inMuMetal, and layers
of MuMetal between rows. Bottom: Back view of the Shower during initial installation and
cabling in a test lab, showing the scale and arrangement of the detector. Images from [186].
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26 row x 2 col
9 x 9 x 29.5 cm3
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Particle
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Figure 3.23: Drawings of BBCal Shower and Preshower calorimeters, with lead glass block
size and geometry specified. The scattered electron interacts with the preshower, and the
subsequent EM shower interacts with the shower detector. Image from [189].
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3.6.5 Timing Hodoscope

TheBigbite timing hodoscope (TH) is a scintillator array positioned between the preshower
and shower calorimeters. Thehodoscope’s function is to provide ahighprecision timing ref-
erence, with high efficiency over the range of momenta that Bigbite is intended to analyse.

The timing hodoscope consists of 89 EJ200 plastic scintillating bars of dimensions 600
x 25 x 25 mm³, stacked vertically. The ends of each bar are glued with light-curable plastic
bonding adhesive (Dymax 2094) to Eljen Technologies UVT acrylic rod light guides, which
have a diameter of 24 mm. These light guides alternate between curved and straight ge-
ometries to allow for the closest packing of the detector within a constrained space, and to
minimise gaps between scintillator bars. Each light guide is coupled to an Electron Tubes
ET9124SB single channel PMT, for a total of 178 readout channels. The PMTs are housed
within in-house assemblies which incorporate MuMETAL shielding, and coupled to cus-
tom voltage divider bases. The high voltage for each channel can be adjusted individually.

89 Bars

178 Chans

Sandwiched 
between PS 

and SH

Figure 3.24: Diagram of the Bigbite Hodoscope which is a vertical stack of scintillating bars
positioned between the shower and preshower calorimeters. Image from [191].

When a particle traverses a bar it scintillates light, which propagates along the light
guides to the PMTs on each end. The signals from each PMT are read out by the same type
of NINO ASIC front end card as the GRINCH. The first hit in the multi-hit TDC within the
DAQ acquisition window is taken as the time for the channel and read out to the data files.
In some cosmic-ray studies, a separate trigger paddle is used, which sits centrally above the
hodoscope x-y plane. The signals from the NINO cards are then read out to CAEN v1190
TDCs. This allows the hit times to be extracted, as well as providing some raw pulse height
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information which can be reconstructed via the time-over-threshold capability offered by
the NINO ASIC. A subset of 64 channels (32 bars) also have signals read out to FADCs, how-
ever these are not fully utilised in the final analysis due to the limited acceptance provided,
but are used in some calibration procedures.

3.7 Hadron Arm: SuperBigBite

The SuperBigbite spectrometer acts as the hadron arm for the experiment, positioned to
the right hand side of the beam as viewed in the downstream direction. SBS consists of a
hadronic calorimeter, a dipole magnet and a stack of GEM layers which will be utilised in
future experiments, however were not employed for this experiment and as such are not
discussed. The HCal and SBS magnet can both be seen in full in Fig. 3.25.

Figure 3.25: (Left) Hadron Calorimeter (HCAL) shown from the front, which sits on a steel
platform 75 cm vertical from the Hall floor. (Right) SBS Dipole Magnet photographed from
behind (downstream looking upstream).



CHAPTER 3. EXPERIMENTAL SET-UP 78

3.7.1 SBSMagnet

The main component of SBS is the 48D48 dipole magnet, previously used at the Alternating
Gradient Synchrotron accelerator in Brookhaven National Laboratory. 48D48 is a 100 ton
iron dipole magnet with a 45.72 x 121.92 x 121.92 cm³ field volume, maximum field of 1.3
T and field integral of ≈ 1.6 Tm at 2.1 kA coil excitation current. The SBS name arises from
its large intermediate solid angle, which is approximately 70 msr. Previous high resolution
spectrometers of JLab such as LHRS and RHRS of Hall A, and HMS and SHMS of Hall C, had
solid angles on the order of 4-6 msr. The magnet sits on a support platform, which allows
rotation of 10 ≤ 𝜃SBS ≤ 40∘, and a distance to the target of 1.6 ≤ 𝐷SBS ≤ 3.5m.

Each pole has a single water-cooled coil with 120 turns of copper conductor, and the
magnet is positioned such that the field direction is horizontal in the lab frame. The coil on
the beamline side of the magnet was altered to account for the presence of the beamline
at extreme forward angles. A cut-out in the iron core was machined to allow the beamline
to actually pass through the magnet at these very small forward angles. This is visible in
Fig. 3.25, where it can be seen that the beamline side coils have a different geometry than
the other side, and there is a cut-out in the core.

3.7.2 Hadron Calorimeter

The Super Bigbite calorimeter (HCal) is a hadronic sampling calorimeter, consisting of 12
columns x 24 rows (288 total) matrix of modules or blocks. Each block is 15 cm x 15 cm
x 1 m and consists of 40 interleaved layers of iron and scintillator plates. The thickness of
the scintillator and iron plates is 5 mm and 20 mm, respectively. Both the scintillator and
iron plates as well as a PMT are enclosed in a rectangular container with a cover. Both are
made of 1.4mm thick steel sheets. A wavelength-shifting barmade of Saint-Gobain BC-484
bisects the module in the long direction. A custom light guide directs scintillated light from
the bar to the PMT. A complete schematic of this setup is shown in Fig. 3.26.

The purpose of HCal is to detect recoiling protons and neutrons, measuring their posi-
tion and energy deposition and providing a high resolution time for the hit. In addition to
electromagnetic interactions which occur in electromagnetic calorimeters, hadrons inter-
act with the nuclei of the absorbermaterial in a hadronic calorimeter primarily through the
strong nuclear force. These interactions are more complex than the electromagnetic inter-
actions occurring in electromagnetic calorimeters. Inelastic collisions lead to the produc-
tion of secondary hadrons, such as pions, kaons and nucleons. These secondary particles
then further interact with the absorber material, generating more secondary particles and
forming a hadronic shower. As the hadronic shower develops, secondary particles deposit
their energy in the activematerial layers. In scintillator-based systems, chargedparticles ex-
cite the scintillator material, causing it to emit photons. The emitted photons are collected
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Figure 3.26: Picture of HCAL module design. Image from [192].

by PMTs. The signals from the PMTs are amplified and digitised by the detector’s electron-
ics. The amplitude of these signals is proportional to the energy deposited by the hadronic
shower in the calorimeter.

Signals from each of the 288 module PMTs are read out to FADC250s and F1TDCs [193],
all of which are located in a VXS crate in the DAQ bunker. The fADCs provide information
on the energy deposition in a block. Both the FADCs and F1TDCs provide timing relative
to the BigBite trigger. The position for a hit is taken as the centre of the block that fires. The
block with the highest energy is designated a local maxima and local blocks are clustered
around it. Multiple clusters can be reconstructed around local maxima per event. The po-
sition resolution of a cluster can be improved below simply the size of a block by an energy
weighted mean of blocks in a cluster.

The detector has been measured to have an internal timing resolution of 1.3 ns, posi-
tion resolution of approximately 6 cm, and energy resolution of 30-50%, varying at different
kinematic settings [194]. HCal is a sampling calorimeter, where only a fraction of the total
energy is directly measured by the active material. The rest of the energy is deposited in the
absorber material. The overall energy resolution depends on the fraction of energy sam-
pled and the statistical fluctuations in the shower development. The energy resolution of
a hadron calorimeter is typically worse than that of an electromagnetic calorimeter due to
the more complex nature of hadronic interactions and the larger fluctuations in the shower
process. The resolution generally improves with increasing energy [190]. HCal has an ex-
pected sampling fraction of ≈ 5% from simulated geometry, however as show in Sec. 4.4.3
the data suggests this is closer to 11%. This means for example, that nucleons which enter
the face of HCal with 2.37 GeV momentum corresponding to a kinetic energy of about 1.6
GeV, on average an energy of around 170 MeV will be measured. HCal forms part of the
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coincidence trigger for the experiment which will be discussed in Sec. 3.9.1.

3.8 Magnetic Optics andMomentum

Charged particles which traverse the BB and SBS spectrometers are deflected by the dipole
magnets in each arm respectively. Therefore the position and trajectory of particles mea-
sured in the spectrometers must be reconstructed backwards through the magnetic field to
original positions and trajectories at the interaction vertex inside the target. The method
of performing this reconstruction is called “magnetic optics” or simply “optics”. In Bigbite
this is done by inserting a “sieve” plate in front of the magnet and taking data on the car-
bon optics target. Both the sieve and carbon foils are surveyed prior to running, such that
the position of the holes on the sieve and the �̂� position of the eight foils are well known.
These known factors can then be used to project tracks formed in the GEMs back towards
the target. This method is not employed on the SBS side due to the fact that the SBS magnet
had no sieve plate at the time, and the SBS GEMs were not fully in use. The BB sieve plate is
pictured in the left of Fig. 3.27 and the hole pattern can be clearly seen. The reconstructed
particle position in x and y at the sieve’s location is shown in the right hand side for a sample
of optics calibration data. The hole pattern can also be clearly seen in the reconstruction,
indicating good optics reconstruction of the track trajectory in events.

Figure 3.27: (Left)The sieve plate. (Right) Reconstructed events for kinematic setting 3 with
the sieve plate in place in front of Bigbite. The sieve hole pattern can be clearly seen. Figure
from [195].

The particle momentum for tracks recorded in Bigbite is not measured directly but in-
ferred from the reconstructed bend angle. The momentum relative to the central momen-
tum 𝛿𝑝 is the variable directly extracted by the optics, which is detailed in Sec. 4.6. 𝛿𝑝, the
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Figure 3.28: Elastic scattering from H₂ in Bigbite, showing that the relationship between
𝑝incident𝜃bend and 𝜃tg is linear.

momentum and the bend angle are related to the field integral by

𝛿𝑝 =𝑝𝜃bend ∝∫𝐵 ⋅𝑑𝑙 (3.16)

where 𝑝 is the particle’s momentum, 𝜃bend is the angle of deflection through the magnet,
𝐵 is the field strength and 𝑑𝑙 is the particle’s path length. The left hand side of Eqn. 3.16
should be correlated with the original angle of the particle in the dispersive plane, 𝜃tg. The
correlation is plotted fromelastic scattering offhydrogen inFig. 3.28whichhas a clear linear
relationship. The momentum is fitted as

𝑝 =𝐴
1+𝐵𝜃tg

𝜃bend
(3.17)

for coefficients 𝐴 and 𝐵. The final reconstructed momentum is then extracted from 𝛿𝑝, 𝐴
and𝐵. Further calibration of themomentum against beamposition is explored in Sec. 4.6.3

3.9 Electronics and Data Acquisition

JLab experiments use theCEBAFOnlineData Acquisition (CODA) [196] system for data tak-
ing. CODA was developed by the JLab DAQ group and is based on a main server interacting
with a database inwhich all theDAQ components update their status. Typically the readout
crates host a single board computer which runs a Read Out Controller (ROC) program that
controls the outflow of data from the electronics. The ROCs send the data through a high-
speed network link, usually Ethernet, to a computer running the Event Builder program,
which uses the data from the ROC to check synchronisation and build the event. Finally the
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Event Recorder writes out the data into binary event IO (EVIO) files on the local file storage
system, which can later be decoded for physics use. These files are eventually moved to a
tape based mass storage system for long term storage. Slow controls are provided by The
Experimental Physics and Industrial Control System (EPICS) [197]. EPICS is a set of open
source software tools, libraries and applications used commonly in experimental physics.
EPICS is used to record informationon the status of the accelerator andHall, and as ameans
of remotely controlling hardware.

3.9.1 Triggers

Given the large luminosities typical of Hall A, and the large acceptance of the spectrome-
ters, there is a huge rate of low energy particles striking detectors. TheDAQ system can only
handle a rate of around 5 kHz, at which it begins to saturate. Given these facts, recording ev-
ery particle event in the detectors is completely impractical. CODA is therefore prompted to
record anevent uponcertain criteria referred to as a trigger. A trigger relies on the amplitude
of signals from a detector system to quickly determine whether to record an event. Trig-
gers typically have two main aspects, the threshold and prescale. As the name suggests the
threshold determines the minimum amplitude of the signal in the detector system which
forms the trigger, for an event to be recorded. The threshold for a given trigger is adjustable
on the DAQ software. Users set a value in mV, which corresponds to a physical energy value
in GeV. Only events in which the detector system measures a signal with a corresponding
amplitude above this will trigger the DAQ. The prescale tells the DAQ how often to trigger
an event. A prescale of𝑁 results in accepting 1 in every𝑁 triggers.

Table 3.3: Triggers used in E12-09-016.

Trigger Description
1 BBCal Trigger
2 HCal Trigger
3 Coincidence
4 GRINCH LED Pulser

Multiple triggers were utilised in E12-09-016, shown in Tab. 3.3. At the heart of the ex-
periment is the Bigbite calorimeter trigger, which defines the start of an event. The HCal
trigger is independent of the BBCal trigger, and typically experiences large rates meaning it
is never used in isolation. The coincidence trigger is a logical AND of these two. Compre-
hensive logic diagrams for each of the three physics triggers are available in Appendix A.The
functionality of each will be summarised in this section. An LED pulser trigger was present
for the GRINCH which was always running at a low rate and will also be discussed.

TheBBCAL triggermodules are composedof overlapping sumsof shower andpreshower
blocks as shown inFig. 3.29. All of the25BBCAL triggermodules are continuously combined
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in an OR analogue sum and sent to a system of discriminators which check the analogue
sum against the threshold. When this analogue sum is over the threshold this produces
the BBCAL logical trigger signal which is then sent to the trigger interface (TI) in the DAQ
bunker. An integrated trigger supervisor (TS) then sends the signal to each of the subsys-
tem crates, which begins reading data from a configurable lookback window and writing it
to the output file. During experimental running, at the beginning of each new kinematic
setting the BBCal trigger threshold is set to a rough value in mV corresponding to the de-
sired low GeV value, and then exact calibration can be done. The running value is chosen to
be safely lower than the quasielastic electron energy to avoid losing good events. For kine-
matic setting 2 for example, with a central QE electron energy of 2.69 GeV, this threshold
corresponded to ≈ 1 GeV.

TheHCAL trigger is an independent triggerwhich is similarly formed by anOR analogue
sum of overlapping regions. Blocks are grouped into 24 modules of 4x4, and 10 overlapping
regions of these modules are summed. The construction of this is illustrated in Fig. 3.30,
where the black lines indicate individual HCal blocks, the red lines show the grouping of
blocks in their respective modules, and the blue circles indicate the regions of overlap be-
tween thecornersof fourmoduleswhichare consideredas sums. TheHCal trigger threshold
is set fairly low due to the poor energy resolution of the detector which results in large rates
on the order of MHz for HCal. However, this trigger is never used on its own as these rates
would overload the DAQ limit of ≈ 5 kHz.

The coincidence trigger is a logical AND of the BBCal and HCal trigger signals. This is
used as the primary physics trigger for E12-09-016 since the exclusivity of themeasurement
means that non coincident events are not useful. However, the BBCal single arm trigger is
prescaled in to varying extents on a run by run basis (typically during Hydrogen runs) as
high momentum electron events can be useful for diagnostics and calibrating detector re-
sponse. The final trigger is an LED which pulses light to the GRINCH at a very low rate in
order to trigger events. This is used primarily for testing, however was useful during pro-
duction running as it functioned as a low rate life support for theDAQ that could andwould
otherwise crash or corrupt data in the event of an interrupted beam.
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Figure 3.29: BBCAL trigger systemblocks composedof overlapping combinations of shower
and preshower blocks. Image from [198].
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Figure 3.30: HCal trigger system blocks composed of overlapping 8 x 8 regions of the detec-
tor. Image from [199].
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3.10 Analysis Software

Hall A utilises a standard object-orientated analysis framework called the Hall A analyzer
or Podd [200], which is built upon CERN’s ROOT library [201]. The analyzer is made up of
classeswhich handle commonanalysis tasks involving standardHall A experimental equip-
ment. Specific to Hall A SBS experiments is the SBS-offline suite of C++ classes which di-
rectly integrate into analyzer to provide specialised data processing and reconstruction al-
gorithms for the SBS detectors [202]. SBS-offline is utilised through a suite of scripts and
databases known as SBS-Replay [203]. This contains calibration parameters for all systems
and detector mapping, with information in the databases timestamped to match different
experimental kinematic settings.

SBS-offline decodes the raw EVIO files produced by CODA and analyses individual de-
tector channels and writes the desired output information to human readable histogram(s)
and ROOT tree(s) within a ROOT file. The output can contain all detector outputs from
raw detector hit information to higher level constructed quantities like track and cluster
information, and has necessary EPICs slow control information such as beam energy, posi-
tion and helicity. However there is limited physics reconstruction here, namely single arm
electron kinematic quantities like quasi-invariantmass squared𝑊2 andmomentum trans-
fer 𝑄2. Throughout the analysis contained in this work, an analysis library has been con-
structed to analyse the rootfiles produced by SBS-Offline and perform the necessary steps
in extracting 𝐺𝑛

𝐸 [204].

3.11 Monte Carlo Simulation: G4SBS

A fully realistic simulation for the SBS experimental suite called G4SBS [205] was built on
the Geant4 framework [206]. The simulation contains physically accurate representations
of the detectors and materials used in the experiment. Fig. 3.31 shows the full experimen-
tal setup rendered visually in Geant4. G4SBS contains built in physics event generation for
a number of processes. An elastic generator uses the known Rosenbluth scattering cross
sections of protons and neutrons to produce scattering angles for the recoil electron and
nucleon. Parameterisations for Fermi motion of ²H and ³He are available in the form of
momentum distributions. Final state particles are propagated through the detector mate-
rials for realistic energy deposition and time of flight simulation.

Additional generators exist for thepurpose ofmodellingbackgrounds. A single armpion
generator [207] based on the WISER model [208] and a pion photoproduction generator
(WAPP) are used to estimate the residual pion contamination in Bigbite after cuts. An in-
elastic event generator based on theBosted-Christy [209, 210] parameterisation of inclusive
resonance scattering is used tomodel thebackgroundshapeof thedistributionof kinematic
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Figure 3.31: Picture of experimental setup in G4SBS.

variables in the final analysis. Each of these generators is necessary to determine the signal
and background yields in the final quasielastic event sample are used to form the physics
asymmetry of interest.

A parallel software library, libsbsdig [211], was developed in order to digitise the raw
output of G4SBS to a form readable by the decoder in the analyzer, such that simulated
data could be fully propagated through the analysis machinery to study reconstruction and
detector effects. The libsbsdig software converts raw hits on Geant4 detector volumes into
pseudo detector data by reading in channel maps from a Monte Carlo database within SBS-
Replay. A simulation decoder class in SBS-offline can then be used to create output rootfiles
of G4SBS data with the same structure as real production data replays. This conveniently
allows direct comparison of simulation and data within the same analysis framework.



Chapter 4

Detector and Target Calibrations

This chapter will detail the calibration procedures performed on the detector systems, tar-
get data and beamline monitoring systems. While the beamline remains unchanged from
previous Hall A experiments, the target and all of the SBS detector systems are fairly novel.
Given this, the detector calibrations in particular were developed from scratch prior to ex-
periment E12-09-019 (GMN) production running and fine tuned throughout. In light of
this great thanks are owed to the GMN students for developing these procedures. The cal-
ibration for each subsystem has since been refined and repeated for the GEN-II kinematic
settings by students to whom reference will be given in the relevant subsections.

4.1 Kinematic Setting Notes

Kinematic setting 2 (GEN2) was the first setting which took data on a production ³He tar-
get. During this period of time the collaboration were still trying to completely understand
the performance of a completely new target cell. In particular the polarisation was not well
understood early in the kinematic setting. As will be discussed in Sec. 4.2.1, the target po-
larisation is measured and calibrated through the polarimetry methods of NMR and EPR.
At this time a signal was missing from an NMR lock-in channel, which degraded the mea-
surements. The resultant calibrations for this subset of the polarimetry data are still being
understood as a consequence. Furthermore, the technique of measuring and calibrating
the polarisation was still being iteratively tuned. As a result parameters of the method such
as the field sweep speedwere being changed, which affected the uncertainties on the polar-
isation data. Finally, the performance of the target cell itself was still being understood. The
target oven temperature, field strength, laser power and convection voltage were all being
tuned in an ad-hoc fashion in order to study the response of the polarisation spin-up and
ultimately maximise the potential polarisation of the target.

This kinematic setting saw no data taking on carbon targets, since the GEM alignment
could be performed at the commissioning setting (kinematic setting 1) because Bigbite

88
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didn’tmovebetween these settings. As a result both the optics calibration and calculation of
nitrogen dilution in the final asymmetry must be performed through alternative methods
than the standard methods which are applied in kinematic settings 3, 4a and 4b. The optics
calibration must rely on a starting optics model from Monte Carlo simulation as discussed
in Sec. 4.6. The nitrogen dilution must use extrapolated estimates from kinematic settings
3 and 4 for, until such time as a nitrogen target is implemented into the simulation. This is
discussed in Sec. 5.9.

4.2 Target Calibrations

The target polarisationwasmeasured roughly every three hours during production running
by the nuclear magnetic resonance (NMR) procedure as detailed in Sec. 4.2.1. The target
expert on shift would run the NMR software which was largely automated, and this would
produce an analogue electrical signal in an NMR coil. The induced voltage due to this cur-
rent was read out in the NMR software in mV and could then be later calibrated via electron
paramagnetic resonance (EPR) polarimetry, as discussed in Sec 4.2.2, to produce a polarisa-
tion value as a percentage. EPR calibrations were performed for sets of NMR data through
the experimental running by various members of the target group. Minute by minute po-
larisations were acquired by a linear interpolation between each three hour data corrected
data point. The polarisation for an event was matched via time stamp and each event was
weighted by the polarisation. Offline density corrections and the event by event extrapola-
tion of the data was performed by graduate student Hunter Presley (University of Virginia).

4.2.1 NMR Polarimetry and Adiabatic Fast Passage

NMR measurements are performed by taking the nuclei in the holding field, and apply-
ing a perpendicular rotating radio frequency (RF) field. The resultant precession around
the effective field causes a resonance which produces a signal in nearby pickup coils that
is proportional to the polarisation of the target. The proper resonance conditions can be
found through adiabatic fast passage (AFP). AFP is the method of reversing the spins of the
nuclei by changing the holding field in the presence of an RF field in such a way that the
spins of the nuclei can flip, but do not have time to relax. The reversal will sweep through a
resonance that produces the desired electromagnetic field (EMF) signal in the coils.

The ³He nuclei have a magnetic moment �⃗� = 𝛾 ⃗𝑆 where ⃗𝑆 is the spin of the atom, and
𝛾 is the gyromagnetic ratio of ³He. The Helmholtz coils produce a holding field, �⃗�0. When
a rotating RF field ⃗𝐻𝑅 with a frequency 𝜔𝑅 is applied perpendicular to �⃗�0, the magnetic
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moment will precess around the effective field𝐻𝑒 [212]

𝑑�⃗�
𝑑𝑡

= 𝛾�⃗� ×(�⃗�0+�⃗�𝑅) = 𝛾�⃗� ×�⃗�𝑒. (4.1)

Defining �⃗�0 to be in the �̂� direction, then in the frame of a rotating field with frequency−𝜔0
the effective field can be rewritten as

�⃗�𝑒 = (𝐻0−
𝜔
𝛾
)�̂�+ �⃗�𝑅. (4.2)

The precession of the spins follows this effective field under AFP conditions. When AFP is
applied, the angle between �⃗�𝑒 and �⃗�0 in the rotating frame, 𝜃 is given by

tan𝜃 =
𝐻𝑅

𝐻0−(𝜔/𝛾)
=

𝜔𝑅
𝜔0−𝜔

, (4.3)

where 𝜔0 = 𝛾𝐻0 is the Larmor frequency of the spin in the applied field �⃗�0 [212]. Through
this method either the holding field or frequency of the RF field can be swept such that the
³He nuclei start to precess, pass through resonance, and align 180 degrees from the original
orientation. It is vital to ensure that the AFP (or adiabaticity) criterion is held

1
𝑇3He

ll
1
𝐻𝑅

|
𝑑𝐻𝑅

𝑑𝑡
|ll𝜔 (4.4)

where𝑇3He is the spin relaxation timeof the ³Heatoms [212]. Theadiabatic criterion ensures
the equilibrium of the system. If the sweep is too slow the spins have time to relax mid
transition. However if it is too fast then the field direction changes more quickly than the
spins can reorient themselves, and the equilibrium breaks down.

During the experiment, the polarisation signal was measured by sweeping the holding
field up, until the spins flip, and then by sweeping the field back down, until the spins are
back in theoriginal orientation. TheAFPsweepwasperformed twice inorder topreserve the
polarisation of the ³He as well as maintain a constant direction of polarisation. The initial
parameters of the sweepwere in line with the GEN-I target, sweeping the holding field from
25 to 32 G, with an RF frequency of 91 kHz and field strength 90 mG. This was fine tuned for
each target cell throughout the running of the experiment.

NMR is considered to be minimally invasive as it produces polarisation losses on the
order of 1%. The NMR produces an analogue signal in the coils proportional to the polari-
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sation, given by

𝑠 ∝
𝜔𝑅

√(𝜔0−𝜔)2+𝜔2
𝑅

𝑠 ∝
𝑃³He𝜇³He𝐻𝑅

√(𝐻0− 𝜔
𝛾 )2+𝐻

2
𝑅

𝑠 =𝑃³He ⋅ 𝑛³He ⋅Φ ⋅𝜇³He ⋅ 𝐶electric

(4.5)

where𝑃³He is the polarisation of the target,𝑛³He is the density of the target,Φ is themagnetic
flux through the coils and𝜇³He is themagneticmoment of the nuclei. 𝐶electric is a conversion
constant from the signal reading in mV to polarisation that depends on the experimental
setup, and must be calibrated to obtain a true polarisation value in percent. The electron
paramagnetic resonance (EPR) technique was used to do this.

4.2.2 EPR Polarimetry

EPR is a techniquewhich utilises the Zeeman effect tomeasure the polarisation of unpaired
electrons in an atom, and extract the NMR calibration factor. In the presence of an external
magnetic field, the spins of unpaired electrons in the alkali metals will align parallel or anti-
parallel with the field. The total contribution to the splitting is given by

𝐻0 =𝐻 +Δ𝐻 (4.6)

where 𝐻 is the external field and Δ𝐻 is the small contribution from the polarised ³He. The
spins of the nuclei can be flipped via AFP as before, which results in a net change in the
resonance frequency. By flipping the spins twice and performing a measurement of this
shift for opposite target polarisations, the contribution arising purely from the nuclei can
be isolated. Now, instead of sweeping the holding field as in the NMR, the frequency of the
field is swept in order to keep the holding field constant and isolate Δ𝐻. The frequency of
the field is swept through an EM range of around 58 kHz, and the resonance is detected at
the frequency that the energy level splitting occurs. The shifts due to alignment and anti-
alignment are

Δ𝑣+ =Δ𝑣³He+Δ𝑣𝐻0
+Δ𝑣other

Δ𝑣− =−Δ𝑣³He+Δ𝑣𝐻0
+Δ𝑣other

⟹ 𝑣³He =
Δ𝑣+−Δ𝑣−

2

(4.7)

where Δ𝑣³He is the contribution to the splitting from the polarisation of the ³He, Δ𝑣𝐻0
is the

contribution from the holding field, and Δ𝑣other is the sum of any other external contribu-
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tions which may arise.
This frequency splitting can be directly related to the polarisation by

Δ𝑣³He =
𝑑𝑣EPR(𝐹,𝑀)

𝑑𝐻
𝐶𝑛³He𝜇³He𝑃 (4.8)

where 𝐶 is a dimensionless constant related to the cell geometry, and 𝑑𝑣EPR(𝐹,𝑀)
𝑑𝐻 is a well

known function in the literature and calculable from the Breit-Rabi equation [213]. Assum-
ing a perfectly spherical pumping chamber, the EPR frequency is then expressed as

Δ𝑣³He =
8𝜋
3
𝑑𝑣EPR(𝐹,𝑀)

𝑑𝐻
𝜅0𝜇³He𝑃 (4.9)

wherenow𝜅0 is adimensionless constantwith adependenceon the cell temperature,which
is measured experimentally. The absolute polarisation can be directly extracted from here.
EPR calibrations involved performing an NMR, following by an EPR, followed by a second
NMR.Fromthis theexact calibrationconstant couldbedetermined forNMRmeasurements
on a cell.

4.2.3 Density Corrections

The pressure in the target at time of construction and sealing was around 10 bar, meaning
the density at room temperature is also around 10 times that of air. The temperature of the
target oven is controlled by a feedback system which causes oscillation around a central
value. However for the EPR calibrations to be consistent, the temperature of the pumping
chamber and the target chamber should be steady. When this is not the case, fluctuations
in temperature result in fluctuations in density and therefore themeasured calibration con-
stant.

NMR signals can be used to account for these density fluctuations, owing to the direct
proportionality between the density in the chamber and the signal that a given pickup coil
measures. Assuming that the pressure 𝑃 stays constant throughout the cell, then by the
ideal gas law

𝑃 =
𝑁𝑇𝑓PC𝑘𝐵𝑇PC

𝑉PC
=
𝑁𝑇𝑓TC𝑘𝐵𝑇TC

𝑉TC
(4.10)

where 𝑁𝑇 is the total number of molecules in the cell, 𝑓PC(TC) is the fraction of molecules
in the pumping (target) chamber, 𝑘𝐵 is the Boltzmann constant, 𝑇PC(TC) is the temperature
in the pumping (target) chamber and 𝑉PC(TC) is the volume of the pumping (target) cham-
ber. Eqn. 4.10 can be rearranged for the ratio of the fractions of molecules in the pumping
chamber to the target chamber

𝑓PC

𝑓TC
=
𝑇TC𝑉PC

𝑇PC𝑉TC
. (4.11)
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The NMR signal from Eqn. 4.7 in the coils measuring the pumping chamber and target
chamber can also be written as a ratio, 𝑅1

𝑅1 =
𝑠PC

𝑠TC
=
𝐾PC𝑓PC

𝐾TC𝑓PC
(4.12)

where 𝐾TC(PC) are the absorbed constants of Eqn. 4.7. If we consider the case of two NMR
measurments at different temperatures and pressures, 𝑅1 and 𝑅2, then a further ratio can
be formed

𝑅 =
𝑅1
𝑅2

=
𝑓1PC𝑓

2
TC

𝑓2PC𝑓
1
TC
. (4.13)

The term 𝑅 or Eqn. 4.13 will be referred to as the “super ratio”.
The relationship between the fractions 𝑓 in either chamber, for two discrete NMR mea-

surements must be related linearly, and so can be written

𝑓2PC =𝛼𝑓
1
PC

𝑓2TC =𝛽𝑓
1
TC

(4.14)

for arbitrary constants 𝛼,𝛽. By keeping in mind the fact that 𝑓1(2)
PC +𝑓1(2)

TC = 1, Eqn. 4.13 can
be rewritten as

𝑅 =
(1−𝑓1TC)𝑓

2
TC

𝑓1TC(1−𝑓
2
TC)

=
𝑓1PC(1−𝑓

2
PC)

(1−𝑓1PC)𝑓
2
PC

(4.15)

and then by substituting in Eqn. 4.14 yields

𝑅 =
(1−𝑓TC)𝛽𝑓TC

𝑓TC(1−𝛽𝑓TC)
=
𝑓PC(1−𝛼𝑓PC)
(1−𝑓PC)𝛼𝑓PC

(4.16)

where we have dropped the now trivial 1 superscript for convenience. Finally, with the re-
lationships in Eqn. 4.16, 𝛼 and 𝛽 can be explicitly written in terms of 𝑅 and 𝑓PC(TC)

𝛽 =
𝑅

𝑅𝑓TC+1−𝑓TC

𝛼 =
1

𝑅−𝑅𝑓PC+𝑓PC
.

(4.17)

Since 𝑅 can be calculated directly from the signal information out of the pumping and tar-
get chamber for two different NMR measurements, and 𝑓PC(TC) can be calculated from the
temperature that is tracked over time, and the volume which is known from the geometry,
then𝛼 and𝛽 canbe calculated. Finally the change in calibration constants canbe corrected
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for by

𝐶2
PC =

1
𝛼
𝐶1

PC

𝐶2
TC =

1
𝛽
𝐶1

TC.
(4.18)

To correct these density fluctuations across the full range of polarisation measurements for
a kinematic setting, the calibration constant extracted for a reference point that is well un-
derstood through EPR measurements is chosen. This is 𝐶1

TC(PC). From there 𝛼𝑖 and 𝛽𝑖 are
calculated using the first NMR measurement of the chosen EPR calibration point, for all
other NMR measurements 𝑖, using Eqn. 4.17. The calibration constants for all measure-
ments, 𝐶2,𝑖 are then adjusted with Eqn. 4.18 [214].

The results of the first pass of this calibration procedure by Hunter Presley are shown
in Fig. 4.1. The NMR constants before calibration are shown in blue, and after calibration
in red. It can be seen that for all data points the NMR constants increase in magnitude
after this calibration, which means that the absolute polarisation of the target that is recon-
structed also increases. This is an important calibration as it allows us to access the correct
polarisation in the final physics analysis.

Figure 4.1: NMR constants calibrated over time [214].

The uncertainties for the procedure on all target cells are shown in Fig. 4.2. In particular
target cell Hunter which was installed for all of kinematic setting 2 is shown in dark blue
(for original slow sweep setting of 1.2 G/s) and light blue (for the later fast sweep setting of 5
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G/s). There are two different sweep speeds as this was the first target of the experiment and
the NMR procedure was still being optimised for smaller polarisation losses per sweep. The
error on a given EPR calibration is taken simply as the standard deviation over the square
root of the sample size [214]. The density corrected errors for both settings of target cell
Hunter peak around 2.25% and are shown explicitly for each data point in Fig. 4.3.

Figure 4.2: Errors for NMR constant calibration for all cells [214].

The density corrected NMR measurements for target cell Hunter during kinematic set-
ting 2 are shown in Fig. 4.3. As stated a minute by minute interpolation of these data points
was performed, and events are time-stamp matched to a polarisation value during the fi-
nal analysis. The unweighted average polarisation over the final data sample of quasielastic
neutronevents ismeasuredas 37.9%. Thecorrect statistical propagationof the erroroneach
point through the interpolation is still ongoing. For now a minute by minute interpolation
of the errors on each measurement is also performed to get an error on each interpolated
value. The average error on the unweighted polarisation is 1.9%. This is largely dominated
by large errors on early datawhichwasmeasuredwith a slower sweep speed, while theNMR
procedure was being iteratively tuned. Additionally at this time one NMR lock in channel
was missing, so only upstream information was used instead of the combined upstream
and downstream information from the coils.

4.2.4 Angular Error From A|| and Compass Measurements

The exact direction of the total combined field in the Helmholtz coils at the target had to be
known to 0.01 deg. The field was not perfectly uniform across the length of the target, but
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Figure 4.3: Polarisation over time, calculated from calibrated NMR data for target cell
Hunter during GEN2 kinematic setting.

could bemodelled and corrected for. The field directionsweremeasured at the start of each
kinematic setting by a compass device. An OPERA calculation was performed usingTOSCA
field maps to get the correct form of the function describing the polar and azimuthal angles
of the field direction. The measured polar and azimuthal angles at the centre of the target
were used as the minima/maxima for the polynomial functions and the shape was attained
from the OPERA data, as a function of the target z-vertex position 𝑣𝑧,

𝜃vz =𝐴𝑣2𝑧 +𝐵𝑣𝑧+𝐶

𝜙vz =𝐷𝑣2𝑧 +𝐸𝑣𝑧+𝐹.
(4.19)

Unfortunately, the simulation which will be used to finalise this polynomial fit is still in
progress. As a result, an earlier simulation for a different kinematic point is used to estimate
the parameters of Eqn. 4.19. A previous OPERA simulation of the field at kinematic setting
3 demonstrated an empirical deviation of 1.4∘ in 𝜃 and 1∘ in 𝜙 between the centre of the
target and the edges at ± 30 cm, with a shape that is approximately a polynomial of order
two. As such the function for kinematic setting 2 has been approximated combining this
absolute deviation and the compass measurements at the correct setting. These measure-
ments found that the absolute field direction at 𝑧 = 0was 𝜃 = 61.65∘ and 𝜙 = 1.25∘, and the
deviation across the length of the target are negligible to the final systematic uncertainty.
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4.3 Beamline

4.3.1 Beam Polarisation

Thebeampolarisationwasmeasuredat intervals throughout experimental runningviaMöller
polarimetry as detailed in Sec. 3.3.3. These measurements were performed by the Möller
polarimetry group. The data was analysed and calibrated by Faraz Chahili (Syracuse Uni-
versity). The results of all measurements taken at all kinematic settings are presented in
Fig. 4.4.

As discussed in Sec. 3.3.1 an insertable half-wave plate (IHWP) can be positioned in the
path of the laser within the electron source before it strikes the photocathode. This has the
effect of flipping the helicity of the photons, and the resultant longitudinal polarisation of
the electrons. As such, measurements of the beam polarisation are taken at both half-wave
plate settings. These are denoted in blue (HWP in) and red (HWP out) in Fig. 4.4.

As also mentioned in Sec. 3.3.1 the electrons produced out of the GaAs photocathode
pass through a Wien filter, which is physically orientated at a given azimuthal angle. The
beam polarisation needs to be measured after every Wien angle change. The polarisation
taken for a given set of events was the weighted average of measurements at a given Wien
angle. Where necessary for kinematics settings with multiple Wien angle settings, polari-
sation for an event is simply time-stamp matched to the polarisation value closest in time.
More discrete time interpolation of the polarisation values was deemed unnecessary due to
the small number of measurements over large timescales. For kinematic setting 2 it is fairly
trivial since there was only oneWien angle, and therefore one beam polarisation average.

Figure 4.4: Hall A Möller results across GEN-II kinematic settings. Figure from [215].
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The measurements taken in Halls A and B during the period of kinematic setting 2 are
shown in Fig. 4.5. The Hall A measurements are shown in blue triangles with up orientation
representing the HWP in and down orientation representing the HWP out states. The Hall
B measurements are given by red triangles with left(right) orientation being HWP in(out).
An average is taken for each Hall from the measurements at each half wave plate setting.
The Hall B data has more measurements across a longer period of time, which is generally
more favourable. However due to differences in experimental technique, the Hall B Möller
measurements have much larger systematic uncertainties. Given the much more precise
nature of the Hall A Möller data, we elect to use the average value of the single Hall A Möller
run for all of kinematic setting 2. The final values taken in the exploratory physics analysis
of kinematic setting 2 is 84.089 ± 0.181%.

Figure 4.5: MöllerMeasurements fromHalls A andBduringGEN2 kinematic setting. Figure
from [215].

Helicity

The helicity of the electron is altered by various effects between its emission from the GaAs
photocathode, and its entry to the hall, as described in 3.3.1. It is known generally that the
Möller asymmetry is negativewhen formed by subtracting the number of events with target
and beam spins anti-aligned from the number which are aligned [216]

𝐴 =
𝑁↑↑−𝑁↓↑

𝑁↑↑+𝑁↓↑
. (4.20)
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In the Hall A Möller polarimeter the magnetic field of the target points downstream which
means the spins of the target electrons point upstream along the beam [133]. Due to this
the correct form of the asymmetry in Eqn. 4.20 is

𝐴Möller =
𝑁+−𝑁−

𝑁++𝑁− > 0, 𝐴Möller =
𝑁−−𝑁+

𝑁−+𝑁+ < 0. (4.21)

As such forming the asymmetry in this way, with ℎ = +1 corresponding to positive helicity
and ℎ = −1 corresponding to negative helicity, then the half wave plate state which gives a
positive physics asymmetry is the statewhich is correct, i.e. requires no extra flip in the data
analysis. Tab. 4.1 lists the asymmetry and beam polarisation sign for each Möller measure-
ment shown in Fig. 4.4. It can be seen that for kinematic setting 2, the Möller asymmetry
and beam polarisation are positive when the half wave plate is removed. This means that
the correct asymmetry requires no further work. For all other kinematic settings the oppo-
site is true, and an extra factor of -1 would be included in each helicity value during analysis
to attain the correct asymmetry sign.

Table 4.1: Möller polarimetery results for E12-09-016. The sign of the beampolarisation can
be used to determine the correct sign of the physics asymmetry for a given half wave plate
state.

Date IHWP State 𝐴Möller 𝜎𝐴 Beam Pol Sign
GEN2

15/10/22 out 0.052499 0.000330 +
15/10/22 in -0.045866 0.001054 -

GEN3
16/11/22 out -0.053610 0.000112 -
16/11/22 in 0.053281 0.000105 +
13/12/22 out -0.053243 0.000094 -
13/12/22 in 0.053025 0.000095 +

GEN4a
30/01/23 out -0.053341 0.000139 -
30/01/23 in 0.053468 0.000145 +
27/02/23 out -0.051347 0.000116 -
27/02/23 in 0.051072 0.051072 +
13/03/23 out N|A N|A N|A
13/03/23 in 0.051164 0.000047 -

GEN4b
21/09/23 out -0.049856 0.000133 -
21/09/23 in 0.049995 0.000142 +
19/10/23 out -0.050146 0.000124 -
19/10/23 in 0.050137 0.000099 +
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Figure 4.6: (Left) Faster raster current in arbitrary raster units. (Right) Beam position from
BPMA in mm. GEN2 ³He data set, Run 2200.

4.3.2 Beam Position Calibration

The beam position monitoring is described in Sec. 3.3.3, and the beam is rastered around a
5 x 5 mm² circle on the face of the cell as described in the same section. The absolute beam
position needs to constructed from the BPM and raster information and calibrated using
the carbon hole target. The beam position measured by the BPMs is given by

⎡

⎣

𝑥
𝑦

⎤

⎦BPMA(B)

=
⎡

⎣

𝐶𝑥,𝑢 𝐶𝑥,𝑣
𝐶𝑦,𝑢 𝐶𝑦,𝑣

⎤

⎦

⎡

⎣

𝑢
𝑣

⎤

⎦BPMA(B)

+
⎡

⎣

𝐶𝑥,off
𝐶𝑦,off

⎤

⎦BPMA(B)

(4.22)

where (𝑢,𝑣) are the initial BPMvalues described by Eqn. 3.1 and𝐶𝑥/𝑦,𝑢/𝑣 are scaling param-
eters and𝐶𝑥/𝑦,off are offsets which are calibrated. TheBPMs are calibrated initially using po-
sition measurements from the Hall A harp scanners introduced in Sec. 3.3.3, which provide
an absolute position measurement. This known absolute position can be compared to the
BPM distribution for a number of runs and a matrix inversion provides the corrected BPM
scaling parameters [137].

Theelectronicswhich record theBPMinformationaredelayedandas sucharede-synced
fromevents. However the raster information is not out of time and is accurate to the nearest
event (keeping in mind that the EPICs readout is around every two seconds). Therefore the
BPM information can be used to calibrate the centre position of the raster from arbitrary
raster units to metres over many events. Recall from 3.2 that the beam positions obtained
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from the raster are given by

𝑥rast =𝑂𝑥+𝐴𝑥𝐼 rast
𝑥 ,

𝑦rast =𝑂𝑦+𝐴𝑦𝐼 rast
𝑦 .

Thecoefficients𝑂𝑥(𝑦),𝐴𝑥(𝑦) are calibrated by comparing the raster current to the beamposi-
tion from the calibrated BPM positions. Fig. 4.6 shows the 2D distribution of the raster coil
current in the x and y directions on the left, and the reconstructed BPM position in BPMA
on the right. The mean and RMS position of the BMP and raster are compared and the co-
efficients are extracted by

𝐴𝑥(𝑦) =
Δ𝑥(𝑦)BPM

Δ𝐼 raster
𝑥(𝑦)

(4.23)

𝑂𝑥(𝑦) = 𝜇𝑥(𝑦)BPM
−𝜇𝐼 raster𝑥(𝑦)

𝐴𝑥(𝑦) (4.24)

where 𝜇 and Δ denote the mean and RMS of each position measurement respectively.
The calibrated BPM information can also be used to calculate the position of the beam

at the target

BPMtg = (BPMB𝑥(𝑦)−BPMA𝑥(𝑦))
BPMA𝐷

BPM𝐷
+BPMA𝑥(𝑦), (4.25)

where BPMA(B)𝑥(𝑦) is the 𝑥(𝑦) position recorded by each BPM, BPMA𝐷 is the distance be-
tween the centre of the target and BPMA, and BPM𝐷 is the distance between BPMA and
BPMB. The process of calibrating the BPM and raster can be performed iteratively to fine
tune the final beam position measurement. The final calibrated beam position at the target
is then calculated as

𝑥(𝑦)beam = BPM𝑥(𝑦)+𝑥(𝑦)rast (4.26)

where 𝑥(𝑦)rast is given in equation 3.2.

4.4 Detector Calibrations

The response of individual detectors is usually calibrated any time an experimental con-
dition changes, such as the kinematic setting as one large extreme, or a single channel
high voltage change on a smaller scale. Typically every system was calibrated before the
first experimental run of E12-09-019 using cosmic muon data, and subsequently calibrated
throughout the ongoing analysis efforts for that experiment. Those calibrated values feed
into the initial starting conditions for E12-09-016, for which we again revisit each detec-
tor’s calibration steps per kinematic setting. Beamline, optics, momentum reconstruction
and GEM calibrations were performed by Sean Jeffas (University ofVirginia) [217–219]. En-
ergy calibration for BBCal and HCal was done by Kate Evans (College ofWilliam and Mary)
[220] andHunter Presley (University ofVirginia) [221] respectively. TheGRINCHwas uncal-
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ibrated for the first pass replay of the data used in this analysis, however subsequent work
on timing alignment has beenperformedby the author and Jack Jackson (College ofWilliam
and Mary) and will be discussed [222]. The BBCal and HCal timing are aligned to the ho-
doscope, but have no dedicated timing calibrations in this pass of data. The hodoscopewas
calibrated for Pass 1 by the author [223]. Further global timing analysis of all systems has
since been performed, with aspects ongoing.

Cosmic Muon Calibrations

Muons from cosmic rays typically reach earth at sea level with a flux of around 1 muon
per square centimetre per second, and a mean energy of 4 GeV. This makes them excellent
candidates for calibrating detectors in experiments with GeV energy electrons. Dedicated
DAQ running periods known as cosmic runs are taken (typically overnight to accumulate
reasonable statistics) with specific trigger setups more sensitive to cosmic muons than the
single arm and coincidence triggers used in beam conditions.

Hydrogen (H₂) Data Calibration

It is also common to dedicate a portion of planned beam time to taking data on a hydrogen
(H₂) target in experiments like E12-09-016. This data can be used to further calibrate de-
tectors for electron and nucleons due to elastic scattering at the same kinematic values as
the production helium-3 (³He) data, but with better precision due to the absence of nuclear
effects which smear out reconstructed kinematic distributions.

4.4.1 GEM Tracking

Data out of the GEMs is fairly complex and requiresmany steps to fully analyse. Raw data at
the strip level is first processed to remove noise through a pedestal subtraction and “com-
mon mode” algorithm filtering. The BBCal trigger blocks provide a physical region that the
particle which should be responsible for a track must have hit. By projecting this region
backwards towards the GEM plane, a constraint region can be formed. Then inside the
calorimeter constraint region 1D clusters of strips are formed, and then 2D hit combina-
tions. From these the tracks between multiple layers are formed. A complete and detailed
explanation of this entire reconstruction is available in the thesis of Sean Jeffas [195]. This
section will attempt to summarise the reconstruction process and calibration procedures
involved in E12-09-016.
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Online Data Treatment

The signal in a GEM APV25 readout card (APV) for one event is made up of six 25 ns time
samples for an event width of 150 ns. In an event each sample has a baseline with a non-
zero ADC offset called the “common mode”. This is calculable from a “pedestal run” where
a small number of statistics are collected with no beam and an artificial trigger. This results
in events with only noise remaining from which the mean 𝜇ped and standard deviation𝜎ped

are calculated for each APV and uploaded to theVXS Trigger Processor (VTP). The pedestal
mean is subtracted from the signal in real time and the common mode fluctuations can be
calculated.

One of three common mode algorithms is employed to align the differing baselines of
each sample. This is programmed into theVTP and acts in real time. The “Sorting Method”
was used before running to test the common mode but is too memory intensive for theVTP
FPGAduring production running. An experimental “HistogrammingMethod” has been de-
veloped and is under further study. An algorithm was developed by Danning Di (University
of Virginia) which does not require individual strip information to be stored in real time
and thus reduces the hardware bottleneck sufficiently to be used in beam conditions. This
is now called the “Danning Method” and is described in the thesis of Di [224]. The Danning
method was used exclusively during production data taking.

After the signal is common mode and pedestal subtracted, the signal will have the noise
aligned around zero with real signals as peaks. The final step in background removal is
“zero suppression”. A 5𝜎ped cut is applied to the sum of all six time samples for a channel,
𝐴𝐷𝐶𝑖 > 5𝜎ped. Strips within 5𝜎 of the pedestal noise are discarded, which greatly reduces
the occupancy, which would otherwise totally saturate the DAQ.

Offline Track Reconstruction

1D clustering is performed over strips which pass the zero suppression for a given axis of a
layer. First local maxima are found from the list of all strips. Then each local maximum is
compared to the next on its left and right hand side. If these aremore than eight strips apart
they remain separate clusters. If not the strip with smallest signal between them is found
and labelled a valley. Then the difference between the signal amplitude of the peak and the
valley is found, known as the prominence. A condition is checked to determinewhether the
local maximum should be considered its own cluster based on the prominence. Next the
new list of local maxima is looped over again. This time the distance criteria is four strips.
Now the timing of strips is checked relative to themaximumstrip. The signal amplitudes are
compared to a predetermined cut. If a strip passes each of these criteria it is added to the
cluster, and the iteration moves left. Afterwards this is repeated moving right. A 1D cluster
is formedusing all the strips that pass the previous steps. If the cluster position is notwithin
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the calorimeter search region it is discarded. Finally, clusters that do not pass a cluster ADC
sum threshold or do not have at least two strips are discarded.

All possible 2D combinations of overlapping 1D clusters between U and V, or X and Y
layers are formed into “hits”. Another set of criteria are applied based on the calorimeter
search region, the time difference between two clusters, the ADC signal correlation and the
ADC signal asymmetry. If all 2D clustering criteria are met, a list of 2D hits are formed for
the module. The list of 2D hits for all modules must be iterated to construct straight line
tracks. First, a minimum number of layers with hits is required to form a track. For Bigbite
in GEN-II, this is three. All possible combinations of hits from the two most outer layers
are formed into track candidates, and the projection is checked backwards towards the tar-
get and forwards towards the calorimeter constraint region. If these fail the candidate is
discarded. Next the remaining tracks are looped over and all combinations of hits in in-
termediate layers are considered. For each new candidate, a straight line is fit and the 𝜒2

is checked within some predetermined cut. Again the straight line is projected backwards
towards the target and forwards to the constraint region. If these three criteria are passed,
the track is added to the final list of good tracks and recorded in the analyzer output, for use
in physics analysis.

Alignment

The position of each GEM module needs to be known with enough precision for the SBS-
offline software to find tracks with≈ 10-⁴m resolution. Eachmodule can be described by six
variables which describe the absolute position of the centre of themodule and the absolute
pitch, roll and yaw of the plane of the module relative to the centre. The centre of a module
is defined as

�⃗�mod =
⎛⎜⎜
⎝

𝑥0
𝑦0
𝑧0

⎞⎟⎟
⎠

(4.27)

where 𝑥0,𝑦0,𝑧0 are 𝑥,𝑦,𝑧 position coordinates of the centre of the module in metres. The
rotations associated with the pitch, roll and yaw are defined by the matrices 𝑅𝑥,𝑅𝑦,𝑅𝑧
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𝑅𝑥 =
⎛⎜⎜
⎝

1 0 0
0 cos(𝜃𝑥) −sin(𝜃𝑥)
0 sin(𝜃𝑥) cos(𝜃𝑥)

⎞⎟⎟
⎠

𝑅𝑦 =
⎛⎜⎜
⎝

cos(𝜃𝑦) 0 sin(𝜃𝑦)
0 1 0

−sin(𝜃𝑦) 0 cos(𝜃𝑦)

⎞⎟⎟
⎠

𝑅𝑧 =
⎛⎜⎜
⎝

𝑐𝑜𝑠(𝜃𝑧) −sin(𝜃𝑧) 0
sin(𝜃𝑧) cos(𝜃𝑧) 0

0 0 1

⎞⎟⎟
⎠

.

(4.28)

The absolute position for a hit is then given as

�⃗�hit = �⃗�mod+𝑅�⃗�hit,local (4.29)

where �⃗�hit,local is the hit position in the local GEM geometry. If the position of a track at each
module is calculated before calibration for each event then a 𝜒2 can be formed

𝜒2 =
𝑁hits

∑
𝑖=0

(𝑥hit−𝑥track)2+(𝑦hit−𝑦track)2. (4.30)

A minimisation is performed to extract the six parameters for each module. The results of
this minimisation for each module are shown in Fig. 4.7. The residuals of each are aligned
at zero with resolutions on the order 50 - 100 𝜇m. Recall that modules 4-8 comprise layer
5, whilst modules 1-4 are the entirety of layer 1-4 respectively. As such the resolution of the
individual modules on the rear tracker is improved, because much of the noise which may
affect the fits is blocked by the dense material of the Cherenkov.

GainMatching

The gain of APV cards must be calibrated to remove variations in ADC values recorded for
particles of similar energy. As mentioned in Sec. 4.4.1 the 2D clustering method involves a
cuton theADCasymmetrybetween the twodirectionsof theoverlapping strips. As suchany
bias in the amplitudes recorded in the ADC as a result of mis-matched gain values directly
impacts 2D clustering and therefore overall track reconstruction.

The gain coefficient for an APV 𝑗 on GEM module 𝑖 is

𝐴𝐷𝐶𝑖𝑗 =𝐺𝑖𝐺𝑗𝐴𝐷𝐶raw (4.31)

where 𝐺𝑖 is the gain for the module, 𝐺𝑗 is the gain for the APV and 𝐴𝐷𝐶raw is the raw mea-
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Figure 4.7: Residuals after GEM alignment calibration. Modules are aligned near zero and
resolution is shown in the top of the plot. Figure from [195].

sured ADC signal. The ADC asymmetry between two clusters 𝑢,𝑣 is defined as

𝐴𝐷𝐶asym =
𝐴𝐷𝐶clus,𝑢−𝐴𝐷𝐶clus,𝑣

𝐴𝐷𝐶clus,𝑢+𝐴𝐷𝐶clus,𝑣
. (4.32)

For APVs 𝑖 along U-axis and 𝑗 along V-axis the associated average asymmetry after gain
matching calibration are labelled 𝐴𝑢,𝑖 and 𝐴𝑣,𝑗 respectively. The asymmetry combination
between the two axes 𝐴𝑖𝑗, is then defined as

𝐴𝑖𝑗 =
𝐴𝑢,𝑖−𝐴𝑣,𝑗
𝐴𝑢,𝑖+𝐴𝑣,𝑗

. (4.33)

Then the weighted average between the U andV layers for a module is calculated as

𝐴𝑢/𝑣,mod =
∑𝑁𝑢/𝑣
𝑖=0 𝑁𝑢/𝑣,𝑖𝐴𝑢/𝑣,𝑗
∑𝑁𝑢/𝑣
𝑖=0 𝑁𝑢/𝑣,𝑖

(4.34)

where𝑁𝑢/𝑣 is the number of U andV strips (which are equal to each other) in a given mod-
ule. Two quantities can be formed for a module, 𝐴𝑖𝑣,mod and 𝐴𝑢,mod,𝑗 which represent the
asymmetry combination between APV 𝑖(𝑗) on the U(V) axis and the weighted average axis
asymmetry on theV(U) axis. These are defined as

𝐴𝑖𝑣,mod =
𝐴𝑢,𝑖−𝐴𝑣,mod

𝐴𝑢,𝑖+𝐴𝑣,mod

𝐴𝑢,mod,𝑗 =
𝐴𝑢,mod−𝐴𝑣,𝑗
𝐴𝑢,mod+𝐴𝑣,𝑗

.
(4.35)
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Figure 4.8: (Left) GEM ADC asymmetry vs module before gain calibrations and (right) after
the calibrations. Figure from [195].

Eqns. 4.32 4.33 and 4.35 can be combined to form a 𝜒2 of the form

𝜒2 =
𝑁𝑈

∑
𝑖=0

𝑁𝑉

∑
𝑗=0

(
𝐴𝑖,𝑗,𝑟𝑎𝑤−𝐴𝑖,𝑗

𝜎𝐴𝑖,𝑗,𝑟𝑎𝑤
)
2

+
𝑁𝑈

∑
𝑖=0

(
𝐴𝑢,𝑗,𝑟𝑎𝑤−𝐴𝑖𝑣,mod

𝜎𝐴𝑖,𝑟𝑎𝑤
)
2

+
𝑁𝑉

∑
𝑗=0

(
𝐴𝑣,𝑗,𝑟𝑎𝑤−𝐴𝑢,mod,𝑗

𝜎𝐴𝑗,𝑟𝑎𝑤
)
2

. (4.36)

The 𝜒2 in Eqn. 4.36 is solved to minimise both the asymmetries between U andV APVs, and
the average asymmetry in amodule. Thisminimisationproduces the initial gainparameters
𝐺𝑖,𝐺𝑗 introduced in Eqn. 4.31. Fig. 4.8 shows the result of this calibration compared to the
raw asymmetries for kinematic setting 2.

4.4.2 Bigbite Calorimeter

The BBCal ADC times are aligned to the hodoscope TDC times [225]. This was initially per-
formed as part of the GMN calibrations [226], and then re-aligned for the GEN kinematic
settings individually. The BBCal energy reconstruction was calibrated in pass 1 by Kate
Evans [220]. A summary of the method and results for the calibration of the kinematic set-
ting 2 data is provided in this section. BBCalmeasures the energy of the elastically scattered
electrons in Bigbite and provides the trigger for the spectrometer arm. As such, a well cal-
ibrated energy is required. For kinematic setting 2, H₂ data can be used to achieve a clean
elastic event sample and allow for a high quality calibration. A 𝜒2 is formed over all of the
calorimeter blocks

𝜒2 =
𝑁
∑
𝑖=0

(𝑝𝑖
𝑒−

𝑀
∑
𝑘=0

𝐶𝑘𝐴𝑖
𝑘)

2

(4.37)

where𝑝𝑖
𝑒 is themomentumof the track as reconstructed by the optics, 𝑖 is a sumover events

in thedata set,𝑘 is a sumover the individualBBCALblocks,𝐶𝑘 is the gain coefficient of block
𝑘 and 𝐴𝑖

𝑘 is the BBCal ADC reading for that block in a given event. A minimisation of 𝜒2 is
performed in order to solve for all 𝐶𝑘. Ideally the energy reconstruction will yield a ratio of



CHAPTER 4. DETECTOR AND TARGET CALIBRATIONS 108

close to unity with the momentum, 𝐸/𝑝 ≈ 1. The better the resolution (i.e the smaller the𝜎
of the Gaussian fit to 𝐸/𝑝) the better the reconstruction.

A summary of the results of the calibration are shown in Fig. 4.9. The resolution of the
ratio 𝐸/𝑝 is compared before and after calibration, and any correlation across momentum
range are corrected for. Additionally the ratio ismonitored for stability over runs. Kinematic
setting 3 was calibrated in the same way. Kinematic settings 4A and 4B required use of ³He
data due to a lack of H₂ data as previously discussed.

E/p 

Figure 4.9: 𝐸/𝑝 resolution before and after calibration for (top) all data and (bottom) mea-
sured across runs. The top left plot shows the resolution before (green) and after (black)
calibration. Figures from [220].

4.4.3 Hadron Calorimeter

HCal energy reconstruction and timing were calibrated in pass 1 by Hunter Presley [221].
The ADC and TDC timing spectra are simply aligned relative to the timing hodoscope. The
ADC and TDC energy weighted times for HCal clusters in QE events are shown in black in
the top of Fig. 4.10. The dashed red lines indicate 3𝜎 timing cuts. These cuts remove low
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energy noise and tails in the measured energy spectrum. This is visible in the bottom left of
Fig. 4.10, which shows the measured energy before the timing cut in black, and afterwards
in dashed red. The sampling fraction is illustrated similarly in the bottom right, which is the
focus on the energy calibration.
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Figure 4.10: The HCal cluster TDC time (top left), ADC time (top right), measured energy
(bottom left) and measured fraction of elastic nucleon energy (bottom right) in black. The
dashed red lines on the top figures indicate 3𝜎 cuts on the TDC and ADC times, and the
dashed red plots in the bottom figures indicate the resulting distributions after these cuts.
GEN2 H₂ dataset.

Theenergy reconstructioncalibration isperformed inavery similarmanner to theafore-
mentioned method for BBCal. A 𝜒2 is formed over all blocks

𝜒2 =
𝑁
∑
𝑖=0

(𝐸𝑖−
𝑀
∑
𝑘=0

𝐶𝑘𝐴𝑖
𝑘)

2

/𝜎2
𝐸 (4.38)

where 𝑖 sums over all events and 𝑘 sums over all blocks which recorded a hit. 𝐸𝑖 is the
expected energy of the nucleon in that event and𝜎2

𝐸 is the energy resolution of the detector,
which are related to the sampling fractions (SF). The SF of HCal are on the order of 5% -
10% and are initially determined for each kinematic setting from Monte Carlo. A factor 𝑅 is
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defined which relates the true sampling fraction 𝑆∗𝑓 to the ideal MC value

𝑆∗𝑓 =𝑅𝑆𝑓. (4.39)

The kinetic energy acquired by the nucleon from rest is determined as

𝐸𝑖 = 𝜈𝑖𝑆∗𝑓,𝑖 (4.40)

where𝜈has the standardkinematic definition𝜈 = 𝐸−𝐸′ = 𝑄2

2𝑀p
(the energy exchangedby the

incoming electron). The ratio of measured energy to elastic nucleon kinetic energy (𝐸/𝜈) is
shown in the bottom right of Fig. 4.10. This is calculated over all blocks and is shown in Fig
4.11 against the dispersive (left) and non dispersive (right) directions of HCal. The mean SF
in each bin is indicated by the red markers. The deviation across HCal indicates the non-
uniformity of energy reconstruction, demonstrating the importance of the calibration.

The energy resolution is then approximated based on an ideal calorimeter as

𝜎2
𝐸 ≈ 𝑣𝑖𝑆∗𝑓,𝑖. (4.41)

Eqn. 4.39, 4.40 and 4.41 into Eqn. 4.38 yields the final expression

𝜒2 =
𝑁
∑
𝑖=0

(𝐸𝑖−∑𝑀
𝑘=0𝐶𝑘𝐴

𝑖
𝑘)

2

𝑣𝑖𝑆𝑓,𝑖
. (4.42)

Similarly to the BBCal calibration a minimisation is performed to determine each 𝐶𝑘 and
𝑅. H₂ data taken at kinematic setting 2 was used to calibrate HCal. There were no subse-
quent hardware or power supply changes throughout all kinematic settings therefore only
one calibration was required. As such the GEN2 calibration was applied to all datasets.
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Figure 4.11: HCal measured fraction of elastic nucleon energy vs (left) the dispersive (x)
direction and (right) the non-dispersive (y) direction. Red markers indicate the mean of
each bin.
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4.4.4 Cherenkov Calibration

The GRINCH needs to be calibrated for timing peaks in all channels to accurately separate
pions and electrons based on the difference in 𝛽 factor in the refractive medium. A global
timing offset value was put into the offline replay database at the beginning of the experi-
ment inorder to get the signals fromall channels into a commonwindow. However, changes
to the read back window cause significant shifts in the timing peaks of the channels. As a
result a calibration of the offset for the peak must be performed for all channels whenever
the window shifts. This happened in particular during H₂ data taking near the beginning of
the kinematic setting 2 period. A consequence of this is uncalibrated GRINCH times in the
“pass 1” production dataset.

A timing window cut is applied in the cluster formation stage of offline analysis. This
means that even if an electron from a good GEM track forms a good cluster in the GRINCH,
if the time is outside of the window then this cluster will not be track matched. This causes
the common GRINCH analysis cuts for pion and electron separation to fail. An important
task before a second data replay pass then has been to calibrate these timing offsets and to
verify the resulting physics impact of the GRINCH cuts in the analysis.

The author worked closely with Jack Jackson in analysing the leading edge time distri-
butions of hits in the GRINCH to generate new timing offsets, and applying various cuts on
new GRINCH clusters to suppress the pion background in the final data sample. Fig. 4.12
shows the cluster mean time before (red) and after (black) alignment. Importantly, the red
distribution is flatter and has an unusual periodicity. This is because the true peak is so far
offset from the central window ±50ns that the only signals that fall within the window are
random noise. In contrast the black distribution after all channels have been aligned has a
much more expected shape around zero. This is indicated more clearly in Fig. 4.13, which
shows the raw leading edge time for all PMTs. On the left of the figure all the channels are
globally offset by around 125 ns, as well as misaligned. On the right hand side, they can be
seen to be well aligned around zero.

The impact on physics analysis from a first pass of timing alignments for the GRINCH
canbe investigated. A commonway to assess the capabilities of theGRINCH is by looking at
thePreshower energydistribution,which typically exhibits twoclearpeaks - a low lyingpeak
around 100 MeV corresponding to pions and a broader higher energy peak corresponding
to electrons. These are clear in black in the left and right of Fig. 4.14. GRINCH clusters are
matched to tracks by cuts on the absolute distance of the average centre of the cluster to
the projected position of a track. GRINCH clusters also exhibit on average larger clusters
for electrons. By choosing events where the primary GRINCH cluster was track matched,
and had a fairly large cluster size (i.e. ≥ 2,3) one can begin to examine how the calibrations
improve the ability to match the pion and electron peaks. The left of Fig. 4.14 shows various
cuts on the preshower energy distribution before the calibrations, and it is clear that the
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Figure 4.12: The cluster mean time of the GRINCH (red) before alignment and (black) after
alignment of all channels, for GEN2 data.
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Figure 4.13: Leading edge time of raw hits in the GRINCH vs the PMT number for all chan-
nels (left) before calibration and (right) after calibration. Select run 2095 from GEN2 H₂
dataset.
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Figure 4.14: Preshower energy distribution with various cuts denoted in the legend, (left)
before GRINCH timing calibration and (right) afterwards. GEN2 H₂ dataset.

efficiency of pion rejection and electron selection is poor. In contrast on the right hand side
of the same figure, the same cuts are shown for the calibrated data, and it is clear that the
individual distributions are being picked out more clearly.

4.4.5 Timing Hodoscope

The BB timing hodoscope will ideally provide a precise start time for events and is a crucial
ingredient in measuring the nucleon time of flight (TOF) and related momentum. Various
effectsmustbe corrected for in the time recordedby thehodoscope, and further calibrations
are required to extract a precise TOF using HCal in coincidence.

The time recorded in a single PMT, 𝑡PMT, and the true start time for an event at the inter-
action vertex, 𝑡vz, are related by

𝑡PMT−𝑡vz = 𝑡eTOF+𝑡0−𝑡TW+𝑡prop

= 𝑡eTOF+𝑡0−𝑝TW𝑡TOT+
𝑑

𝑣scint
.

(4.43)

where 𝑡eTOF is the electron TOF from the vertex to the detector and 𝑡0 is an arbitrary timing
offset. The correction associated with timewalk effect which is calculated as 𝑡TW =𝑝TW𝑡TOT

where 𝑝TW is a constant calculated from a timewalk calibration procedure and 𝑡TOT is the
time over threshold (TOT) for the signal. The time taken for the signal to propagate along
the bar, 𝑡prop, is related simply to 𝑑 the distance from the hit position to the edge of the bar,
and 𝑣scint the effective speed of propagation of light in the bar. Though each of the 89 bars
are made of the same plastic, small manufacturing defects, radiation exposure and other
effects can cause the speed of light in thematerial to change slightly. In pass 1 the corrected
times were constructed as

𝑡corr = 𝑡PMT−𝑡TDC,0+𝑝TW𝑡TOT−𝑡0 (4.44)
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where 𝑡TDC,0 is aTDCchannel offset valuewhich aligns the raw signals in a commonwindow
at the beginning of the offline reconstruction. In this case a secondary alignment of the
times with QE cuts applied and any non zero offset remaining after timewalk calibration
are absorbed in 𝑡0.

The rawTDC channel offsets are calculated by fitting the raw leading edge signals for all
PMTs with a Gaussian. The mean is taken as the offset. Importantly the value must be con-
verted into TDC units at this stage of reconstruction. The constant of conversion between
ns and TDC bins is 𝑐TDC = 0.0937 for the v1190 TDC. In the first step of reconstruction the
TDC are decoded and the time is formed as

𝑡PMT = (𝑡raw,TDC−𝑡trig,TDC−𝑡TDC,0)𝑐TDC (4.45)

where 𝑡raw,TDC is the raw TDC signal from the hodoscope PMT and 𝑡trig,TDC is the raw TDC
signal from the trigger which is subtracted as a reference.

Thenext stage in reconstruction is to identify real hits in the bars fromnoise in the PMTs.
This is done by taking the PMT times from Eqn. 4.45 and constructing “bar” level variables.
Naturally the first step is identifying which bars had hits in both the left and right hand side
PMTs. Any bar in which both sides did not fire is discarded. Next a window cut of ± 30 ns
is applied to the left and right leading edge time. This is why the initial raw TDC alignment
is important. A cut of 5 < 𝑡TOT < 30 ns is applied to the time over threshold in each PMT,
which removes a lot of low amplitude noise.

At this stage, the bar level variables are corrected for timewalk effects. Timewalk is a shift
in the timing of a measured pulse in leading edge discriminators, that occurs due to ampli-
tude variations. A common way to illustrate this is to examine the relationship between the
TDC leading edge timeand theADCsignal amplitude. However, not all hodoscope channels
were read out to ADC in this experiment. As such the TOT out of the TDC can be used as a
suitable substitute, since the NINOTOT is defined to be a proxy ADC signal. Fig. 4.15 shows
the leading edge time of PMTs which passed the “good bar” cuts described above, plotted
against the TOT. A clear linear trend is present. The red line indicates the fit to the mean of
each Y-slice. The parameters of this fit can be taken as the timewalk correction parameters
for each PMT. The slope is 𝑝TW and the offset is absorbed in 𝑡0.

The next step in the reconstruction is clustering. First all good bars are iterated over and
considered as possible cluster centres. If a bar has a larger TOT than both its direct neigh-
bours, or one direct neighbour in the case that only one fired, or has no direct neighbours
to begin with, it is considered a local maximum. Bars are then aggregated into clusters de-
pendingonwhether there is another goodbarbetween themand the localmaximum. When
no more clustering can be performed, clusters are compared to the GEM track in order to
match the cluster coming from the scattered electron in the event. The horizontal position
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Figure 4.15: The time over threshold vs leading edge for PMT 44L. The linear trend indicates
the timewalk effect. GEN2 H₂ dataset.

of a hit in a bar in the timing hodoscope is calculated by

𝑦bar =
−𝑣scint

2
(𝑡bar,diff−𝑡0,diff) (4.46)

where 𝑡bar,diff = 𝑡L − 𝑡R is the left-right time difference in the bar and 𝑣scint and 𝑡0 are the
calibrated scintillation speedand timedifferenceoffset respectively for that bar. Thevertical
position is simply the 𝑥 coordinate of the bar. 𝑥mean,𝑦mean and 𝑡mean are formed for clusters
by aTOTweighted average over all bars in a cluster. Theprojected position of theGEM track
onto the hodoscope face is given as

𝑦proj = 𝑦FP+𝐷HODO𝜙FP

𝑥proj = 𝑥FP+𝐷HODO𝜃FP
(4.47)

where𝐷HODO is the distance from the front GEM layer to the hodoscope. Fig. 4.16 shows the
uncorrected linear relationship between 𝑦proj on the x-axis and 1

2𝑡bar,diff on the y axis for a
bar. The fit to this directly provides the 𝑣scint (gradient) and 𝑡0,diff (intercept) for the bar. One
can then perform iterative corrections and checks by constructing the same figure, with a
corrected time difference on the y axis given by

𝑡diff,corr = 𝑡diff+(
2

𝑣scint
(𝑦FP+𝐷HODO𝜙FP))−𝑡0,diff. (4.48)

The difference between the hodoscope y position and the projected gem position, 𝛿𝑦𝐹𝑃,
should ideally be a narrow distribution centred on zero, and allows us to directly infer the
efficiency of the hodoscope-gem trackmatching. This is shown for all bars in Fig. 4.17where
the left shows how the difference between the track projection in the non-dispersive plane
and the position measured in the hodoscope are heavily misaligned before calibration, and
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Figure 4.16: The linear relationship between the bar time difference and the y position pro-
jection from the GEMs, from which the scintillation speed and offset can be extracted from
the linear fit in red.

the right shows that after calibration it is a narrow delta function around zero. This idea
can be repeated in the vertical direction for 𝛿𝑥(GEM-BBHodo), however there is no direct
correction applied in the dispersive region. The position of a cluster in the dispersive plane
is calculated as the TOT weighted mean of the x position of constituent bars. The x position
of a bar is taken as the centre position of the bar itself.

Finally, clusters can be track matched using the TOT weighted mean positions. Track
matching cuts of |𝛿𝑦| < 0.15 m and |𝛿𝑥| ≤ 0.05 m are applied to all clusters, and if more
than 1 pass, the cluster with the smallest 𝛿𝑥 is taken as the main physics cluster associated
with the scattered electron. The resultant efficiency of track matching for all bars after all
calibrations is shown in Fig. 4.18. Additionally shown are the resolution in 𝛿𝑥,𝛿𝑦 and in
𝑡mean and 𝑡diff. The averages over all bars for each of the five quantities are given in each
image. The hodoscope has been able to maintain a ratio of projected track 𝑥 position to
clustermean 𝑥 position (in the dispersive direction) of 0.97, and 700-800 ps intrinsic timing
resolution. An analysis of multi-cluster events found that in the vast majority of cases, a
negligible number of secondary clusters pass the track match cuts (13 out of 66797 events
with at least 1 track). An analysis of multi-bar primary clusters found that 47.5% of clusters
whichwere trackmatchedhadonly a single bar and therefore 52.5%weremulti-bar clusters.
Mean time resolutions are calculated specifically from multi-bar clusters where the mean
time is taken as 𝑡mean = 𝑡mean,𝑗−𝑡mean,(𝑗+1) where 𝑗 denotes the cluster maximum and (𝑗+1)
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Figure 4.17: GEM to hodoscope track projection in the non-dispersive plane, before (left)
and (right) after calibration of the scintillation speed and relative offsets.
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Figure 4.18: Summary of averaged resolutions for various quantities across all bars after
calibration on GEN2 H₂ dataset.

is the second largest amplitude bar in the cluster. This quantity is completely free of any
resolutionbias introducedby the trigger or other external effects, and therefore gives amore
direct measure of the effective timing resolution of the system.

4.5 Pass 2 Timing Analysis

4.5.1 Hodoscope

As briefly discussed, the timing resolutions seen in pass 1 data are insufficient in calculating
useful nucleon time of flight and momentum. Being able to do this is important as in the
end we would like to be able to cut around missing momentum, and missing perpendic-
ular momentum for quasielastic event selection. A method for calibrating the timing ho-
doscope and hadron calorimeter timing information more rigorously is under exploration.
This sectionwill detail the general idea, keeping inmind that the full calibration is still under
development.

The calibration formalism follows that of the Hall BTOF systems [227]. The definition of
PMT times remains unchanged however now instead of sequential calibration procedures
which are susceptible to double counting and hidden variable correlations, a simultaneous
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Figure 4.19: The bar mean time across all 89 bars of the timing hodoscope for (left) the pass
1 calibrationmethod and (right) the new simultaneous fitting procedure. Themean of each
slice corresponding to 1 bar is shown by the red markers. The fit is a first order polynomial
to the means of all bars.

global fit of all parameters is performed. A 𝜒2 is constructed as

𝜒2 =
𝑁
∑
𝑖=1

hits
∑
𝑗=𝑖

((𝑡PMT−𝑡eTOF−𝑡0+𝑝TW𝑡TOT−
𝑑

𝑣scint
)
2

, (4.49)

where 𝑖 sums over 𝑁 events and 𝑗 sums hits per event. Electron time of flight which was
previously unused in the corrected time formation shown in Eqn. 4.44 is now calculated per
eventusingaparameterisationof the trackvariables at the target. This ismodelled fromdata
generated with the elastic generator in the G4SBS simulation, using a 2nd order expansion
in 𝜃tg,𝜙tg,𝑦tg,𝑝. The exact definition of these variables and their calculation is discussed in
Sec. 4.6.

A preliminary attempt at extracting the hodoscope calibration parameters using this
method of simultaneous fitting has been shown to be successful [228, 229]. The improve-
ment in bar mean time alignment across all bars is shown in Fig. 4.19. The left plot is after
pass 1 calibration and shows that themean times are fairly well aligned, but an overall offset
is still present. For comparison the same plot is shown on the right after the new calibration
proceduredescribedhere. Thenewcalibrationdemonstrates an improvement in alignment
as seen by the improved 𝜒2 of the fit, and in the fact that both fit parameters are closer to
zero, as would be expected for perfect alignment.

In order to construct the most accurate possible true start time of an event, the tim-
ing detectors must be calibrated with respect to the time that the electron bucket from the
accelerator interacts at the target vertex. As described in Sec. 3.3.2, electron bunches are
delivered to the Hall with a periodicity which depends on the operating frequency of the
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machine. If the machine is in three Hall running mode then the machine frequency is 499
MHz (2.004 ns bunches), and if all four Halls are active then the frequency is 249.5 MHz
(4.008 ns bunches). The time of the RF pulse of the machine is directed into the v1190 and
F1TDCs at 1/40 (4.008 ns) or 1/80 (2.004 ns) of the RF frequency depending on the running
mode. For GEN-II this was the latter, therefore the RF pulse time is recorded every 160.32
ns. The time sent to theTDCs is calculated as the time the closest beambucket reaches 𝑧 = 0
at the target. By subtracting this time from the calibrated detector times we can get the de-
tector time relative to the vertex. In this case we also add back the trigger time which has
a worse resolution and washed out the intrinsic resolution of detectors. For the hodoscope
this takes the form

𝑡vz
HODO = 𝑡mean

HODO+𝑡
v1190
trig −𝑡𝑣1190RF −

𝑧vz

𝑐
(4.50)

where the last term is a correction to the beam bucket time based on the scattering vertex
location. This quantity is formed for all bars individually, and can be seen for bar 44 in
Fig. 4.20. The low statistics of a single bar can partially obscure the structure, but in general
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Figure 4.20: The detector time relative to the RF time for bar 44 of the hodoscope.

one can see by eye that there are peaks separated by around 2 ns. Before we can look at all
bars together,wemustfindaway toalign this to account for relativemisalignmentsbetween
bars.

We can take the modulus of this time with the bunch time of 2.004 ns. This is shown
for bar 44 in Fig. 4.21 where the black histogram is before any corrections. A Gaussian is fit
around the peak of the uncorrected distribution and the mean of the fit is used as the RF
bar correction which we will call 𝑡bar

RF . The red histogram shows how the distribution aligns
to zero after subtracting this RF bar correction prior to taking the modulus.

By aligning all bars like this we should eliminate any relative internal detector offsets
to the RF time. After carrying out this correction, we can re-examine the distribution from
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Figure 4.21: Themodulusof thedetector time relative to theRF to thebunch spacingof 2.004
ns for bar 44 of the hodoscope (Black) before aligning the peak offset and (red) afterwards.

Fig. 4.20 now for all bars. This is shown in Fig. 4.22. Thepeaks are now clearly visible, spaced
∼ 2 ns apart with a resolution of around 500 ps. In order to maintain self consistency, HCal
should now be calibrated in the same way to allow direct comparison.
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Figure 4.22: The detector time relative to the RF time for all bars in the hodoscope after each
bar has been corrected for an RF offset.
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4.5.2 HCal

The HCal ADC gain, ADC timing offsets and TDC timing offsets were calibrated for the first
pass. However, no timewalk calibration was fully implemented for timing at this point. In
the same vein as the new method of calibrating the hodoscope, a minimisation of factors
which affect the HCal TDC time is under construction. Neglecting deflection of protons in
the SBS magnet for now, the time of the signal from the scattered nucleon at HCal should
be

𝑡PMT = 𝑡NTOF+𝑡0−𝑡walk,HCAL (4.51)

where 𝑡NTOF is the time of flight of the nucleon from the vertex to HCal, 𝑡walk,HCAL is the
time associatedwith timewalk effects, expected to be a non linear function of the deposited
energy; and 𝑡0 is an arbitrary offset. Again a 𝜒2 can be formed,

𝜒2 =
𝑁
∑
𝑖

hits
∑
𝑗
(𝑡PMT−(𝑡NTOF+𝑡0+𝑤0𝐸+

𝑤1

√𝐸
))

2

, (4.52)

where we have assumed a form for the timewalk as a function of the energy 𝐸 to be
𝐴exp𝐵𝐸+𝐶/√𝐸, and expanded the exponential in a power series to first order. The zeroth
term of the power expansion is simply an offset and can be absorbed in 𝑡0. The corrected
time for hits is then constructed as

𝑡PMT,corr = 𝑡PMT−((𝑡NTOF−𝑡NTOF0)+𝑡0+𝑤0𝐸+
𝑤1

√𝐸
) (4.53)

where 𝑡NTOF0 is the central time of flight defined as the time of particles which hit the detec-
tor with a path length of exactly 17 m.

The nucleon time of flight is a more difficult quantity to parameterise. This is because
since there is no tracking on the hadron arm (the SBS gems were not fully operational at
all times during GEN), a power expansion in the track variables performed with simulation
data in the same way as for the electron TOF, cannot be directly implemented in real data.
As such for now we calculate the nucleon time of flight as an approximation using elastic
kinematics and applying elastic cuts to the data. The path length is determined directly
as the magnitude of the vector from the vertex to the HCal cluster mean position. 𝐿N =
√| ⃗𝑟HCal− ⃗𝑟vz|2. Elastic kinematics are used to predict the momentum of the final nucleon,
which along with the nucleon mass can be converted to a beta factor 𝛽 = 𝑝

√𝑝2+𝑀2
𝑝
. The TOF

is then simply calculated as 𝑡NTOF =
𝐿N
𝛽𝑐 and the central TOF is calculated as 𝑡NTOF0 =

𝐷HCal
𝛽𝑐

where as a reminder𝐷HCal = 17m. The difference 𝑡NTOF−𝑡NTOF0 is then the corrective factor
to account for spreads in TOF across the detector.

Equipped with a model of the nucleon TOF for now, we can solve the minimisation of
the constructed 𝜒2. The leading edge times are shown against deposited energy for block
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Figure 4.23: HCal TDC leading edge time vs deposited energy for block three (left) before
calibration and (right) afterwards. The fit is a power series detailed in the text.

three in Fig. 4.23 in which the effect of timewalk can be clearly seen in the dependence. The
red fit uses values fixed from theminimisation and demonstrates that thismethod correctly
measures the timewalk.

As with the hodoscope we can observe how the mean time of the cluster changes across
the detector using this calibration method. Fig. 4.24 shows the mean time of clusters in
HCal against the primary block ID. The pass 1 calibration data is on the left, and it can im-
mediately be seen thatwith these calibrations themean times across the detectorweremis-
aligned. The fit across all blocks also indicates a noticeable linear dependence. In compar-
ison the results of this new method are shown on the right. Now the times are much more
aligned at zero, and the linear dependence has been reduced by a factor ∼ 60 and is effec-
tively negligible.

Efforts to extend this calibration of HCal to include RF corrections as was shown in the
hodoscope case are ongoing. There are non-trivial difficulties in repeating this. Firstly the
individual statistics available are small to begin with. After cuts these are even smaller, and
once they are split between 288 channels in the detector, the number of events in a given RF
distribution is so small that currently no offset can be extracted. Additionally the F1 TDCs
which readout the HCal are missing RF information in a non-negligible number of events.
This is under intensive investigation. Finally it is possible that the intrinsic resolution of the
detector is not sufficient to resolve the RF structure in the same way as the hodoscope has
demonstrated all together. However all possibilities must be fully explored before this can
be confirmed. Nonetheless the improvement to the mean time alignments by correcting
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Figure 4.24: The cluster mean time in HCal vs primary block ID for (left) the pass 1 calibra-
tion method and (right) the new simultaneous fitting procedure. The mean of each slice
corresponding to a block is shown by the red markers. The fit is a first order polynomials to
the means of all blocks.

the timewalk, offset and nucleonTOFusing this exploratory simultaneous fitting procedure
have demonstrated that large improvements in the HCal timing resolution are possible.

4.5.3 Coincidence

Ultimately the goal of timing analysis is to reach the best possible coincidence timing reso-
lution, in order tominimise the accidental background in the final event sample for physics
analysis, and construct accurate momentum for the final state nucleons. This will involve
taking the minimisation approaches which have been discussed for the hodoscope and
HCal and constructing a single global fit for the complete coincidence time. Since this tim-
ing analysis is still in it’s infancy, this step has not been performed yet. Nonetheless the
individually calibrated times can still be used to construct a coincidence time, and the com-
parison before and after pass 2 analysis can be made. Fig. 4.25 shows the coincidence time
taken as the HCal cluster TDC time - hodoscope cluster TDC time, before and after these
efforts. A clear improvement in the resolution is present, demonstrated by the narrowing
peak which is also aligned at zero. The resolution is taken as the width of a Gaussian fit.
For the black distribution which represents the coincidence time from the old calibration
procedure this is 1.9 ns. As visible in the figure, the resolution of the new distribution is 1.3
ns.
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Figure 4.25: Coincidence time between HCal and the timing hodoscope before (red) and
after (black) exploratory pass 2 timing analysis, for the H₂ dataset at kinematic setting 2.

4.6 Optics Reconstruction and Calibration

Bigbite measures the electron track’s position and trajectory at the focal plane which has
𝑧fp position roughly at the �̂� position of the centre of the hodoscope. The quantities mea-
sured by the GEMs which describe the track in the focal plane are two position (𝑥FP,𝑦FP)
and two angular (𝜃FP,𝜙FP) variables where each takes the definition within the transport
coordinate system defined in Sec. 3.5. The variables in the target plane that we then re-
construct through the optics are the position of the interaction vertex 𝑦tg; the in-plane and
out-of-plane scattering angles (𝜙tg,𝜃tg) respectively; and the particlemomentum relative to
the central momentum of the spectrometer 𝛿tg = (𝑝tg−𝑝c)/𝑝c. In a traditional small angu-
lar acceptance spectrometer, the central momentum is the momentum for which a particle
traversing the central axis of the magnet at 𝜃tg = 0will be bent to be perpendicular with the
central ray of the spectrometer. For Bigbite with a 750 A current yielding a field integral of
0.93 Tm-¹ this corresponds to a central momentum of 1.94 GeV and bend angle of 10∘. In
reality, given the large acceptance of the SBS experimental setup, 𝛿FP corresponds to small
deviations from the first-order model for the momentum reconstruction.

Additionally ⃗𝑣 = [𝑥vz,𝑦vz,𝑧vz] defines the interaction vertex in the Lab frame. The posi-
tion at the vertex in the dispersive plane𝑥tg is also a crucial part of the optics reconstruction,
and is calculable iteratively from the vertex information. Therefore the target and vertex
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variables are related trigonometrically by

𝑥𝑣𝑧 =−𝑦beam−𝑧vz cos(𝜃BB) tan(𝜃tg) = −𝑥tg

𝑦𝑣𝑧 = 𝑥beam+𝑧vz cos(𝜃BB) tan(𝜙tg)

𝑧𝑣𝑧 =
−𝑦tg

sin(𝜃BB)+cos(𝜃BB) tan(𝜙tg)

(4.54)

For completion, but less useful, the projection of 𝑧vz in the spectrometer coordinates is sim-
ply

𝑧𝑡𝑔 =
𝑧𝑣𝑧

cos(𝜃BB)
(4.55)

which completes the definitions and relationships between the (𝑥,𝑦,𝑧) coordinates of the
focal plane, target plane and interaction vertex.

Calibrationof a spectrometer typically involves three coreparts. First, relative alignment
of the trackers and themagnet including position and angular offsets with a Single-Foil car-
bon target. Next the angle and vertex reconstruction are performed using a Multi-Foil car-
bon target to extract the coefficients of the optics expansion for the target variables. Finally
the momentum can be calibrated using elastic H₂ data.

4.6.1 Alignment

A crucial first step in optics is understanding how the first chamber is aligned relative to
the target. This is followed by relative alignment of subsequent chambers including the an-
gular offsets. This procedure includes working out where the magnet is relative to the first
tracker. A Single-Foil carbon run (or “carbon optics”) run with no current to the spectrom-
eter provides data on a single known vertex from which every track can be projected back
towards mm precision. The method of extracting angular and position offsets is detailed in
Sec. 4.4.1.

4.6.2 Angle and Vertex Reconstruction

The optics of the Bigbite magnet is a well studied topic [230] and a well understood and
successful reconstruction method is an𝑁 th order matrix element expansion [231, 232]

Ωtg =
𝑖=𝑁
∑
𝑖=0

𝑗=𝑁−𝑖
∑
𝑗=0

𝑘=𝑁−𝑖−𝑗
∑
𝑘=0

𝑙=𝑁−𝑖−𝑗−𝑘
∑
𝑙=0

𝑚=𝑁−𝑖−𝑗−𝑙−𝑘
∑
𝑚=0

𝐶Ω
𝑖𝑗𝑘𝑙𝑥

𝑚
fp𝑦

𝑙
fp𝜃

𝑘
fp𝜙

𝑗
fp𝑥

𝑖
tg (4.56)

whereΩ∋ {𝛿𝑡𝑔,𝑦𝑡𝑔,𝜙𝑡𝑔,𝜃𝑡𝑔} and 𝐶Ω
𝑖𝑗𝑘𝑙 are the elements of the “optics matrix” - a set of coef-

ficients corresponding to each target variable in a polynomial expansion of the target plane
variables.

Calibration of the optics involves solving for the coefficients𝐶Ω for a given experimental



CHAPTER 4. DETECTOR AND TARGET CALIBRATIONS 127

S
ie

ve
 X

 [m
]

Sieve Y [m]

Ev
en

ts
 /

 0
.0

06
 m

 

Z [m]

Figure 4.26: (Left) Reconstructed (x,y) position at the sieve plate using the optics expansion
and (right) vertex z position of seven out of the eight total carbon foil positions, for kine-
matic setting 3. Figures from [195].

setup. As introduced in Sec. 3.8 data is taken on the carbon foil target, with a sieve plate
placed in front of Bigbite. Since the sieve plate and target are surveyed, the truepositions for
the scattering vertex are known. The measured quantities using the expansion in Eqn. 4.56
can be calculated and compared to the known variables,

Δ𝑦tg =𝑦tg,meas−𝑦tg,exp

Δ𝜙tg =𝜙tg,meas−𝜙tg,exp

Δ𝜃tg =𝜃tg,meas−𝜃tg,exp

Δ𝛿tg =𝛿tg,meas−𝛿tg,exp

(4.57)

A 𝜒2 can be formed over the ΔΩtg variables, and the minimisation over the event sample
yields new coefficients for the optics matrix. Fig. 4.26 shows the 2D (x,y) reconstructed po-
sitionusing the expansion, and the 1Dz vertex position at the targetwhich clearly highlights
the seven of the eight individual foils. The eighth foil, which is not visible in this spectrum,
is positioned furthest downstream of the beam at 𝑧 = 0.3 m. Events arising from this foil
are fully blocked by a downstream tungsten collimator. The old expansion overlaid with
the new expansion indicates that the calibration method has produced more well resolved
peaks.

Keeping in mind that 𝑥tg,𝑦tg and 𝑧vz are related non linearly, this calibration method
is best performed iteratively from some starting point to converge on appropriately accu-
rate 𝑥tg and optics coefficients. For kinematic settings 3 and 4 the starting point was optics
coefficients obtained from the simulation. However for kinematic setting 2, since no car-
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bonoptics datawas taken the simulation coefficients areusedwithout further optimisation.
This is assumed to be appropriate since kinematic setting 2 has the least background and
will be the least sensitive to calibration issues.

4.6.3 Momentum Calibration

The momentum can be calibrated from elastic scattering on H₂ data. H₂ is free of the nu-
clear effect of Fermi smearing which broadens kinematic variable distributions. As suchwe
can precisely calculate the expected momentum due to elastic scattering, using the elastic
scattering formula

𝑝elastic =
𝐸beam

1+ 𝐸beam
𝑀𝑝

(1−cos𝜃𝑒)
(4.58)

where 𝜃𝑒 is the scattering angle of the electron equal to 𝜃𝑒 = −𝜙tg +𝜃BB which is known to
high precision due to the mrad level angular resolution of Bigbite. The reconstructed mo-
mentum can then be directly compared with the predicted and we can form the variable
𝛿𝑝 = 𝑝/𝑝elastic−1whichmeasures how far away fromprediction the reconstructedmomen-
tum for pure elastic scattering is. Naturally for sufficiently clean elastic selection, a narrow
peak around zero indicates good reconstruction.

Figure 4.27: Elastic scattering from H₂ in Bigbite, showing the correlation between 𝛿𝑝 and y
position of the beam. Figure from [218].

Using Eqn. 3.17 and 4.58, 𝛿𝑝 is formed and is shown against the beam 𝑦 position in
Fig. 4.27. Clearly before correction there is a negative linear correlation. Typically the mo-
mentum can be directly reconstructed to first order by

𝑝 =
𝛿fp

𝜃bend
(4.59)

where𝛿fp is extracted from the optics expansion as previously described and the bend angle
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is calculated for an event by

𝜃bend = arccos(�̂�fp,r ⋅ �̂�tg,fit) (4.60)

where �̂�fp,r and �̂�tg,fit are the unit vectors of the track in the focal plane and target plane
respectively given as

�̂�fp,r = [𝑥fp,𝑦fp,1.0]

�̂�tg,fit = [𝑥tg,𝑦tg,1.0] .
(4.61)

However as shown in Sec. 3.8 𝛿 is linearly correlated with 𝜃tg, and a linear fit to extract con-
stants 𝐴,𝐵was shown in Eqn. 3.17. The first order momentum is then given by

𝑝′ = 𝐴
1+(𝐵+𝐶𝑑Mag)𝑥tg

𝜃bend
(4.62)

where 𝐶 is a known parameter which encapsulates the offset caused by the distance from
the target to the centre of the dipole magnet, 𝑑Mag. The corrected momentum can then be
calculated as

𝑝 = 𝑝′(1+𝛿)−(𝐴vy+𝐵vy𝑦beam) (4.63)

where 𝐴vy and 𝐵vy are extracted from the fit in Fig. 4.27 and 𝑦beam is the y-position of the
beam which is derived in Sec. 4.3.2. We can define momentum components in the spec-
trometer frame as

𝑝′
𝑧 =𝑝

√√
⎷

1
𝑥2tg+𝑦2tg+1

𝑝′
𝑥 =𝑥tg𝑝′

𝑧

𝑝′
𝑦 =𝑦tg𝑝′

𝑧.

(4.64)

These can be rotated into the Hall coordinate frame accordingly, which provides the final
calculated momentum components of the recoil electron in the Hall Coordinate System
(HCS)

𝑝𝑥 =𝑝′
𝑧 sin(𝜃BB)+𝑝′

𝑦 cos(𝜃BB)

𝑝𝑦 =−𝑝′
𝑥

𝑝𝑧 =𝑝′
𝑧 cos(𝜃BB)−𝑝′

𝑦 sin(𝜃BB).

(4.65)



Chapter 5

Data Analysis

The goal of the E12-09-16 experiment is to extract the value of 𝐺𝑛
𝐸 at three new values of

momentum transfer 𝑄2. This will be achieved at each kinematic setting by first measuring
the form factor ratio𝐺𝑛

𝐸/𝐺
𝑛
𝑀 and thenextracting𝐺𝑛

𝐸 using existingworlddatafits for𝐺𝑛
𝑀. The

form factor ratio will be extracted from a direct measurement of the transverse asymmetry
in the double polarised elastic scattering of electrons and neutrons, using a fixed helium-3
(³He) target.

The experiment ran at four kinematic settings. The first was a commissioning setting
where no production data was taken. This chapter will present the preliminary analysis of
the second kinematic setting, GEN2, corresponding to𝑄2 = 2.92 GeV². At this current time
the data has undergone one pass of calibrations, and it is known that further calibration
work is required. As such physics results described here are purely preliminary with even-
tual final results due in the future. Where applicable remarks on future work will be made.

5.1 Analysis Flow

An outline of the complete analysis flow is shown by the flowchart of Fig. 5.1. As described
in Sec. 3.9, raw data is written from the DAQ to binary encoded EVIO files. The Hall A an-
alyzer is a CERN ROOT [201] based software which is used to decode the raw data files for
experiments. Specific to SBS experiments the SBS-offline Root/C++ software was written
by the SBS collaboration, which is an extension to the analyzer software. SBS-offline al-
lows the decoded data to be reconstructed at a detector level into hits and clusters. A small
number of events (typically around 50k) per run are replayed using the analyzer during the
experiment, to produce rootfiles which are used for online monitoring.

Afterwards, the full statistics are reconstructed, and these rootfiles can be used for cal-
ibration of each kinematic setting. The new calibration parameters are put into the SBS-
replay database, which is directly accessed by the SBS-offline software during the replay
stage. Full calibration rounds are called “passes” where each pass of event reconstruction
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Figure 5.1: Flowchart of the complete analysis process of E12-09-016

corresponds to a complete replay of the production dataset for a kinematic setting through
the analyzer software described in Sec. 3.10. While this data has not yet undergone a com-
plete secondpass of calibrations and replay, this analysiswill explore themethods of cut op-
timisation, background analysis and final physics extraction using the first pass data, with
the preliminary new timing calibrations implemented.

After sufficient calibration, data reduction cuts are used to “skim” the large volume of
output production root files into a single more manageable file. At this stage all necessary
kinematic variables and physics quantities are calculated and in the case that they are al-
ready present in the original rootfiles they are recalculated and checked for numerical va-
lidity. The skim also takes in target polarisation and beam helicity information in the form
of time stamps at this stage. This file is now used for physics analysis, which includes event
selection, cut optimisation, Monte Carlo (MC) simulation fitting and matching, and final
physics quantity extraction.
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5.1.1 Data Reduction Cuts

Software Cuts

The cut definition file for the initial replay usually contains basic pre-cuts designed to get
rid of noise and channels which may have had data written as default values such as 0.0
or -1000 due to no hits. A finer reconstruction process then performs some basic physics
reconstruction for kinematic variables from the primary track and clusters from the detec-
tors. At this stage single arm track cuts on Bigbite are made. At least one track is required in
Bigbite given by𝑁track > 0.

A minimum preshower amplitude is required by 𝐸𝑃𝑆 > 20 MeV. Originally this was in
place to removea largepeakat very lowenergy corresponding tohits in thepreshowerwhich
caused a trigger but often did not result in a reconstructed track. This was initially used as
part of data reduction in more raw level calibration data replays, which didn’t necessarily
require a track in Bigbite. However it is almost redundant by the inclusion of at least one
track, but nevertheless it is still present in the data.

Coincidence with HCal is then assured by requiring at least one good cluster recon-
structed in the calorimeter, 𝑁HCAL

clus > 0. Due to the high rates in HCal, this cut typically has
little effect on the data size since the bottleneck on good events at this stage is typically re-
constructing a track in Bigbite. A further cut is placed on the trigger bits variable which is
a binary variable corresponding to the physical number of a given trigger. The coincidence
trigger, detailed in Sec. 3.9.1 was the third trigger, labelled “ps3”. The corresponding trigger
bit (trigbits) value is therefore 23−1 = 4. Cutting on trigbits = 4 ensures an event triggered by
the coincidence trigger, since for some runs the single arm Bigbite trigger was prescaled in
to varying amounts for calibration purposes.

Post Analyzer Cuts

After the replay level cuts, further data reduction cuts can be applied to the skimmed data
to further reduce the large backgrounds, and begin to isolate events from quasielastic (QE)
electron scattering. All reconstructed tracks require by definition a minimum of at least
three out of the five layers to contain good 2D hit combinations within the search region.
This is naturally because forming a track between only two points leaves too many degrees
of freedom, and a huge number of possible combinations. A“good gem track” cut in Bigbite
can be applied to increase the likelyhood of the track being a real electron candidate. This
takes the form 𝑁tr,hit > 3, 4 or 5, as these are the physically possible values. For kinematic
setting 2, this value is kept at 3, since the“real” electron signal is already fairly cleanly visible
in other variables.

Recall that the track variables are reconstructed via magnetic optics detailed in Sec. 4.6.
One variable of particular interest is 𝑧vz, the �̂� coordinate of the reconstructed vertex posi-
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Figure 5.2: z coordinate of the reconstructed scattering vertex before any cuts.

tion in the target. Cutting on this is known as a “target z-vertez cut”. 𝑧vz is shown in Fig. 5.2
before further event selection, showing the acceptance of events across the full length of the
target. The red lines indicate the cut which is applied |𝑧vz| < 0.27 m. This eliminates scatter-
ing from the collimators within the windows of the 60 cm glass cell, which produce a large
pion background. This is indicated clearly by the peak at +0.3 m in Fig. 5.2, correspond-
ing to scattering off the downstream window. Scattering from the upstream window is less
well pronounced in the distribution around -0.3 m, but it is assumed that the cut should be
symmetrical about the centre of the target at 𝑧 = 0m. The additional peak which is visible
around -0.4 m comes from scattering off the beryllium window which seals the end of the
beampipe. Naturally this is also removed along with everything below -0.27 m.

Next further electron selection cuts on Bigbite can bemade by looking at the energy dis-
tribution in the preshower calorimeter. At the momentum scale being considered, pions
with a mass much greater than the electron produce a different energy distribution in the
preshower than electrons. This is illustrated in Fig. 5.3 where a clear low energy pion peak
can be seen around 100 MeV, distinguishable from the rest of the high energy distribution
which corresponds mainly to electrons. The dashed red histogram is the preshower energy
after the target z-vertex cut, which has approximately halved the pion peakwhile not reduc-
ing the yield at higher preshower energies by as much. The solid red line indicates a cut of
𝐸PS > 200 MeV, which removes much of the remaining pion background.

The energy measured in the shower calorimeter after cuts on the preshower and target
vertex is shown in Fig. 5.4. This is less useful than the preshower distribution on its own,
however as alluded to in earlier chapters the combination of the shower and preshower
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Figure 5.3: Preshower cluster energy distribution (black) before any cuts and (dashed red)
after target z-vertex cut.
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Figure 5.4: Shower energy distribution after preshower energy and target z-vertex cuts.

energies, i.e. the total energymeasured by BBCal, can be compared to the trackmomentum
as a tool for selecting electrons. Due to the tiny mass compared to pions, we expect the
distribution of 𝐸/𝑝 to be close to unity. This is shown in Fig. 5.5 after cuts on the preshower
energy and target vertex. The peak is fitted with a Gaussian which yields a mean of 1.10,
suggesting that the calibration of the calorimeter energy reconstruction could possibly be
improved for this data. Nevertheless a cut can bemade based on theGaussianwidth, which
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is indicated by the solid red lines at ±3𝜎.
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Figure 5.5: BBCal total reconstructed energy divided by track momentum after preshower
energy and target z-vertex cuts. The red lines indicate a 3𝜎 cut around the Gaussian peak.

After selectingonelectron signals inBigbite,wecanbegin to lookat identifyingnucleons
in the hadron calorimeter. The first step is applying a cut on the minimum cluster energy in
HCal. Fig. 5.6 shows the total sampled energy for clusters in HCal. A clear low energy peak
is visible which mainly corresponds to out of time background noise. This was explored in
Sec. 4.4.3, where it was shown that selecting on the timing peak suppressed this out of time
background inhydrogen (H₂) datawhere elastic cuts hadbeenmade. Fig. 5.6 shows raw ³He
data after electron cuts in Bigbite in comparison, and the red line indicates an energy cut
of 𝐸HCal > 50 MeV. This suppresses low energy background in HCal enough at first to allow
further analysis. At a squared four-momentum of 𝑄2 ∼ 3.0 GeV² the energy transferred by
the virtual photon is around 𝜈 ∼ 1.6 GeV. This is the kinetic energy acquired by the struck
nucleon, which is sampled by HCal. Assuming an average 11% sampling fraction based on
the estimates from H₂ calibrations in Sec 4.4.3, this would result in an HCal cluster energy
of around 170 MeV which is indicated by the dashed black line in Fig. 5.6. However, the
relatively large ∼ 30% energy resolution of HCal means that there are no practically useful
physics based cuts which can be applied to the energy.

Further data reduction can be done by selecting on the track variables 𝜃𝑡𝑔, 𝜙𝑡𝑔, 𝑦𝑡𝑔, 𝑝
which are detailed in Sec. 4.6. However at this point these distributions have been cleaned
up by prior cuts such that few events that appear to come from outside of the spectrome-
ter acceptance are included. The four variables are shown after the discussed data reduc-
tion cuts in black, in Fig. 5.7. The distributions after complete QE cuts (discussed later) are



CHAPTER 5. DATA ANALYSIS 136

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
 [GeV]HCAL E

0

50

100

150

200

250

300

350

400

310×

 E
ve

nt
s 

/ 0
.0

02
 G

eV

Figure 5.6: Energy sampled by the primary HCal cluster before any cuts. Red line indicates
the HCal energy cut and the black dashed line indicates the average expected value of sam-
pled QE nucleon energy.

shown in dashed red. We have jumped ahead here to indicate that the full QE cuts naturally
select out the ranges of interest in these variables such that nodirect cuts are necessary. This
is particularly highlighted in the momentum distribution on the bottom right of Fig. 5.7,
wherein after complete QE selection a Gaussian distribution around 2.7 GeV is visible, with
most of the lowermomentum inelastic events removed. The peak above zero in the 𝜃 distri-
bution corresponds to the acceptance region of Bigbite only populated byneutron events in
HCal. This extra acceptance comes as a result of the fact that protons at the same angles are
deflected above HCal by the SBS magnet. In contrast the in plane angle barely changes be-
tween± 0.1 rad. 𝑦tg is highly correlatedwith 𝑧𝑣𝑧 as explored in Sec. 4.6. As such the previous
z-vertex cut causes this distribution to already have sharply defined edges. After sufficiently
reducing the data size to a manageable level, we are in a position to begin considering the
kinematic reconstruction of all production runs and the physics analysis. However first we
must identify all those runs which are of an acceptable quality.

5.2 Run Selection

Keeping track of rundetails is a large and important task, particularly in an experiment such
as E12-09-016which runs formonths to years in total duration. The ideal “good” production
run was one hour long, with relatively steady beam current, stable target polarisation, ac-
curate and stable beamhelicity information and stable detectors. Themost common issues
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Figure 5.7: The distribution of (top left) 𝜃tg (top right) 𝜙tg (bottom left) 𝑦tg (bottom right) 𝑝
for (black) events after preshower energy, z-vertex and HCal energy cuts and (red dashed)
further QE selection cuts. The relative scaling is arbitrary for the purposes of comparing the
distribution shapes.

which could cause a run to be rejected are DAQ issues which result in a restart, or detector
problems which could not be quickly corrected with a high voltage reset.

The first task in run selection is validating the complete run list for a kinematic setting.
Runs are kept track of in anonline spreadsheet by shiftworkers during the runningof the ex-
periment. While this is typically accurate, it is of course prone to human error andmisjudg-
ment of a“bad” run. Therefore all runs have been tested for a set of criteria to verify whether
they are good or bad. First, all runs with the zeroth data segment missing, corrupted, or be-
low a certain file size can immediately be rejected. Next the target being used at the time
is checked against EPICs monitoring data and the automatic online Hall A electronic log
book. Runs which were not production ³He runs are categorised accordingly into Carbon
Optics, Carbon Hole, Carbon Foil, Hydrogen Reference Cell, NoTarget, or Unknown/Bad in
the case that the available information is unclear.

Good runs taken on the Helium-3 target are then checked for accumulated charge, tar-
get polarisation status and beam helicity status. Fig. 5.8 shows the average beam current
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Figure 5.8: Average beam current for all runs in kinematic setting 2. Runs are colour coded
by target type in the legend.

measured through EPICs for all runs (which were not immediately labelled as bad runs) in
kinematic setting 2, separated by target type. It can be seen that most of the production
runs that had been deemed“bad”were in fact so, as they have effectively zero beam current
meaning no accumulated charge. However for a number of runs this was not the case and
they were then checked for other criteria.

5.2.1 Target Polarisation

Askinematic setting 2was thefirst production settingon thepolarised ³He target, therewere
anumber of teethingproblems. Firstly the target polarisation at thebeginningof the experi-
mentwas particularly low, and the losses due toNMR-EPR calibrationwere large, relating to
a slow NMR sweep speed. As time passed the parameters relating to the polarisation spin-
up of the target were fine tuned. Additionally, NMR data between 17-10-22 and 21-10-22
suffered from technical issues at a software and hardware level. One of the multi-channel
lock-ins of the NMR software was producing no signal, and for a time an RF amplifier in the
EPR coils was missing. This has the effect of rendering the calibration of this time period
exceptionally more difficult. It is believed this may yet be corrected for in the future, but
for now no polarisation data is available for these runs. This corresponds to all ³He runs
within the range 2033-2149. Note that not all runs in this range are production ³He runs
however. Other than this known issue, no runs are scrapped purely on the basis of low tar-
get polarisation. This is because the impact of event reduction on the statistical error in the
final measurement is deemed to be larger than the impact of lower total polarisation on the
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systematic error.
The polarised target is introduced in Sec. 3.4.1 and the method of polarising it through

Spin Exchange Optical Pumping is described in the same section. The calibrations for the
NMR measurments in order to extract polarisation values are detailed in Sec. 4.2.3. The
final values taken for the polarisation are achieved from time stamping events to a minute
level interpolation of the NMR data. The unweighted acceptance averaged polarisation for
events in the final QE sample is 37.9 ± 1.9%.

5.2.2 BeamHelicity and Polarisation

The beam helicity is unknown for the first 1000 events of every run (around 0.1% of the to-
tal in a 1M event run), while the helicity sequence is determined. After this the helicity is
known for all events, except for a small number due to an undefined helicity state in the
Pockels cell’s transition period. These events with an unknown helicity are allocated a he-
licity value of 0. Recall that ±1 corresponds to ± helicity of the electron, as measured in the
parity DAQ.However, it was found early on that a large portion of runs had a disproportion-
ate number of events with unknown helicity, which ultimately revealed a larger issue in the
helicity recording at the time. Runs found to have over 2% of events (after the first 1000)
with an unknown helicity state are discarded. In some positive sense this also occurred be-
tween 17-10-22 and 21-10-22, meaning most of the affected runs are already unusable due
to the aforementioned target polarimetery issues. So less overall production runs were lost.
Fig. 5.9 shows the percentage of all events after the first 1000 which had unknown beam he-
licity (as indicated by a helicity state zero in the data stream), for all production runs which
weren’t immediately labelled as bad runs. The red dashed line indicates the 2% limit with
any run above this being rejected. The method of measuring the beam polarisation is de-
scribed in Sec. 3.3.3. The results of these measurements are shown in Sec. 4.3.1. The final
result out of the single measurement at this setting will be quoted and used for the entire of
kinematic setting 2. The beam polarisation is 84.1 ± 0.2%.

5.3 Kinematic Reconstruction

This section will detail the calculation of event kinematics, taking detector quantities re-
constructed in SBS-offline and creating physics quantities to be used in analysis. The kine-
matic reconstruction of an event begins with the electron track in Bigbite. The momentum
components and trajectory of the track allow the momentum transfer to the nucleus to be
calculated, since the beam four-vector is well known. The momentum transfer to the nu-
cleon with the assumption that it is at rest allows for the invariant mass of the final state to
be calculated. The projection of the predicted final state nucleon four vector towards HCal
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Figure 5.9: Fraction of events with unknown helicity state after the first 1000 for all produc-
tion ³He runs in kinematic setting 2.

allows us to create delta position variables in 𝑥 and 𝑦, from the difference in the predicted
position on the face of HCal to the measured position.

5.3.1 Squared Four-Momentum Transfer

We begin with the definition of squared four-momentum transfer between the incident
beam electron and the target nucleon,

𝑄2 =−𝑞2 =−(𝑘−𝑘′)2 = 2𝐸𝑖𝐸𝑓(1−cos𝜃𝑒), (5.1)

where 𝜃𝑒 is the scattering angle of the electron,𝐸𝑖(𝑓) is the energy of the incident (scattered)
electron, 𝑘 = (0,0,𝐸𝑖,𝐸𝑖) is the beam electron four vector and 𝑘′ is the reconstructed scat-
tered electron four vector 𝑘′ = (𝑝𝑥,𝑝𝑦,𝑝𝑧,𝑝). The momentum components are those cal-
culated from the tracking reconstruction discussed in Sec. 4.6. The energy of the scattered
electron is directly calculable, neglecting electron mass𝑚𝑒, as

𝐸𝑓 =
𝐸𝑖

1+ 𝐸𝑖
𝑀 (1−cos𝜃𝑒)

(5.2)

where𝑀 is the mass of the nucleon. Substituting Eqn. 5.2 into Eqn 5.1 provides an alterna-
tive expression for momentum transfer which is purely in terms of the initial beam energy
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and target particle mass

𝑄2 =
2𝑀𝐸2

𝑖 (1−cos𝜃𝑒)
𝑀 +𝐸𝑖(1−cos𝜃𝑒)

. (5.3)
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Figure 5.10: Momentum transfer squared from H₂ data before cuts (black) and MC simula-
tion (green). The black solid line indicates the position of the central 𝑄2 of the kinematic
setting.

The reconstructed momentum transfer is shown before any cuts in Fig. 5.10. The black
line indicates the “central” value of 𝑄2 for kinematic setting 2. This is the value of momen-
tum transfer at which the electronwith energy𝐸beam would be scattered at exactly the angle
𝜃BB, given by Eqn. 5.3. In practice the distribution shown is not a perfect delta distribution
on this value, as a result of the large acceptance of the spectrometers and detector effects.
No cuts are made on𝑄2. Instead QE cuts on the data naturally select events in a wide range
of𝑄2 as a result of the large acceptance of the experimental setup.

5.3.2 NucleonMomentum and Invariant Mass

The true invariant mass𝑊 of the final state requires knowledge of the initial target particle
momentum components, or the momentum components of the recoil nucleon. The mo-
mentum of the final state nucleon can be calculated from the sampled kinetic energy in
HCal with proper calibration and knowledge of the sampling fractions in the blocks. How-
ever as discussed the energy resolution ofHCal does not allow for a practically useful recon-
struction, and so𝑊must be calculated using the former method. For data taken on the H₂
target this is fairly trivial as there is no Fermi motion in the nucleus, and so the assumption
that the target particle is at rest is a good one. This is not so true in the case of ³He in which
the struck nucleon does exhibit Fermi motion. However since we cannot directly observe
the momentum of individual target particles, we must still make the assumption that the
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Figure 5.11: Invariant mass squared from H₂ data before cuts (black) and MC simulation
(green). Black solid lines indicate the 1st, 2nd and 3³rd resonance regions respectively, which
correspond to the peaks in the distribution.

particle is at rest. However now the quantity calculated is technically a “quasi” invariant
mass. Nevertheless we will continue calling𝑊 (𝑊2) the invariant mass (squared), for both
H₂ and ³He data, while keeping in mind the nuclear effects in the latter case.

The projected nucleon four-vector is calculated assuming single nucleon scattering at
rest, as the sum of the rest nucleon (𝑇𝜇) and virtual photon (𝑞𝜇) states,

𝑃𝜇 =𝑞𝜇+𝑇𝜇, (5.4)

where we have assumed a stationary target nucleon with a corresponding four-vector

𝑇𝜇 = (0,0,0,𝑀). (5.5)

The invariant mass squared is then able to be calculated as

𝑊2 = 𝑃𝜇𝑃𝜇 = (𝑞+𝑇)2. (5.6)

Additionally, the energy transfer via the virtual photon is defined as

𝜈 = 𝐸𝑖−𝐸𝑓. (5.7)

From this we can also calculate the predicted nucleon momentum,

𝑝𝑁 =√𝐸2
𝑁−𝑀

2
𝑁 =√(𝜈+𝑀𝑁)2−𝑀2

𝑁 =√𝜈2+2𝑀𝑁𝜈. (5.8)

The width of the reconstructed invariant mass distribution 𝑊2 typically increases as a
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function of the momentum transfer 𝑄2, due to a combination of Fermi motion in the nu-
cleus and general kinematic broadening at high values of 𝑄2. This is true for the same res-
olution of measured electron kinematics. Even if measuring elastic scattering from H₂ with
no nuclear effects, there is large broadening of the 𝑊2 distribution due to the kinematic
magnification of the factors which determine𝑊2. This is clearly evident in Fig. 5.11 which
shows the𝑊2 distribution for H₂ data in black, and MC simulation data for an H₂ target in
green. The true value of the MC events is a delta function at the proton mass of 0.938 GeV,
but after digitisation and reconstruction there is broadening of the distribution which is a
near match to the data. The peaks above the nucleon mass in Fig. 5.11 indicate what are
known as the 1st, 2nd and 3³rd resonance regions respectively. These correspond to known
baryon resonances. The 1st resonance region in particular, is dominated by theΔ(1232) res-
onance, which produces the majority of the irreducible backgrounds for this experiment.

5.3.3 Quasielastic Nucleon Position

The recoil nucleon is detected as a cluster in HCal. The energy weighted mean x and y posi-
tion of the cluster provides the hit position of the nucleon, limited by the position resolution
of HCal. Quasielastic kinematics can constrain the trajectory of the recoil nucleon assum-
ing it is initially at rest and we can use the quantities already reconstructed to predict the
trajectory,

𝜃𝑁 =arccos(
𝑧
𝑟
) = arccos(

𝐸𝑖−𝐸𝑓 cos𝜃𝑒
𝑝𝑁

)

𝜙𝑁 =𝜙𝑒+𝜋,
(5.9)

where 𝜃N,𝜙N are the polar and azimuthal angles of the struck nucleon four-vector respec-
tively, defined in the hall coordinates. The trajectory can then be projected towards HCal
which provides expected positions on the face of the calorimeter

𝑥expect =𝐷HCAL tan(𝜙N)

𝑦expect =𝐷HCAL tan(𝜃N).
(5.10)

where 𝐷HCAL is the distance from the target to HCal which was 17 m for all of E12-09-016.
By knowing both the measured and expected position of the nucleon at HCal, the differ-
ence between the two can be taken. This forms two variables which are paramount to this
analysis,

Δ𝑥 = 𝑥HCAL−𝑥expect

Δ𝑦= 𝑦HCAL−𝑦expect.
(5.11)
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Figure 5.12: (Left) Δ𝑦 and (right) Δ𝑥 from H₂ data before cuts (black) and MC simulation
(green). The black line indicates the QE peak in both distributions.

These variables are a measure of how far a particle deviates from the expected position
in HCal if the scattering were purely (quasi) elastic, and as such can be used directly as a
way to select out QE (³He) and elastic (H₂) events. Both variables are shown reconstructed
in H₂ data in Fig. 5.12. A Monte Carlo simulation is shown with arbitrary normalisation in
order to compare the shape of the distributions. Δ𝑦 shown on the left is a Gaussian-like
peak centred on zero, with a large exponential background before any elastic cuts. Since
this is a measure of the position deviation in the non-dispersive plane of the SBS magnet,
the signal is expected to be centred on zero like this. Δ𝑥 is illustrated similarly on the right
hand side. This time the peak is offset by around 2.5 m, due to this being a measure of the
position deviation in the dispersive plane of the SBS magnet. This means protons are bent
upwards towards the top of HCal. Naturally then, the neutron peak reconstructed in ³He
production data will be centred on zero. This provides a method of separating QE protons
and neutrons. Together the Δ position variables from HCal are crucial ingredients in the
final physics analysis of the ³He data.

5.4 Quasielastic Event Selection

Now that we have aptly reduced the data size, ascertained a list of acceptable production
runs, and reconstructed the necessary kinematic quantities; physics based cuts can be used
to select the desired final QE events sample. The cuts applied to the final sample for analysis
of the asymmetries are listed in Tab. 5.1. This section will demonstrate that a relatively few
number of cuts are required to select out the QE signal. Namely cutting on just𝑊2,Δ𝑦 and
Δ𝑥 canbe enough tohave a fairly clean selectionofQEevents. This is particularly true at this
kinematic setting, which is the lowest𝑄2 value of the experiment, and as such experiences
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the lowest background rates relative to higher𝑄2 kinematic points.

Table 5.1: Final cut values for quantities in QE event selection, after systematic analysis of
the final result.

Description CutValue
Target z vertex |𝑧𝑣𝑧| < 0.27 m

Preshower energy 𝐸𝑃𝑆 > 0.2 GeV
HCal energy 𝐸𝐻𝐶𝐴𝐿 > 0.05 GeV

GRINCH pion rejection ClussizeGRINCH >3 and Track Matched
Invariant Mass Squared |𝑊2−0.88| < 0.7 GeV²

HCal delta y |Δ𝑦| < 2.0 m
HCal delta x |Δ𝑥| < 1.0 m

Coincidence Time Peak |𝑡coin+1.12| < 6.19 ns

All cuts in Tab 5.1 are fairly static with the exception of𝑊2, Δ𝑦 and Δ𝑥. The vertex cut,
preshower energy cut, HCal energy cut and GRINCH pion rejection cuts can all clearly sep-
arate distinct features in each corresponding distribution. However, for the former three
variables, remaining backgrounds lay directly underneath the signal. This makes choosing
the cuts less trivial. Additionally, 𝑊2 and Δ𝑦 are heavily correlated due to their inherent
dependence on 𝜃𝑒.

Fig. 5.13 shows the 2D correlations between each of these variables for production ³He
data. The top left in particular highlights the aforementioned correlation. The bottom plot
shows the proton and neutron peaks aligned on Δ𝑦 around zero, and separated in Δ𝑥 as
a result of the SBS magnet deflecting the protons but not the neutrons. The top right plot
paints a similar picture, this time in𝑊2 instead ofΔ𝑦. The red lines indicate QE cuts which
have been found to suppress the inelastic backgrounds for𝑊2 andΔ𝑦while optimising the
raw yield and resulting statistical uncertainty.

Since𝑊2 and Δ𝑦 are strongly correlated, cutting on one of these variables significantly
affects the other as a result. This is shown in Fig. 5.14, which shows each variable after a cut
has been applied on the other. The exponential backgrounds in both distributions can be
seen to have been largely removed by a single cut on the other variable, with respect to the
uncut versions shown in Figs. 5.11 and 5.12 respectively.

We can inspect the distribution of Δ𝑦 after these cuts, and see from Fig. 5.14 that the
remaining signal is approximately a Gaussian peak around 0. This is expected since Δ𝑦 is
a measure of expected deviation in the non dispersive direction. The SBS magnet deflects
protons upwards (in the lab frame), and so the Δ𝑦 should be close to zero for QE recoil
nucleons. This is a result of, and constrained purely by, elastic kinematics. The remaining
cut on Δ𝑦 indicated by the red lines removes a small part of the tails of the distributions,
however the systematic analysis of these cuts found that a wider Δ𝑦 and narrower 𝑊2 cut
ultimately yielded the best signal to background ratio and statistical uncertainty.

A similar story is told when looking at the resultant𝑊2 distribution, where we see that
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Figure 5.13: 2D correlations between Δ𝑦, Δ𝑥 and𝑊2. Red lines indicate cuts listed in Tab.
5.1.

much of the inelastic and DIS background has been removed. The remaining signal is an
approximately Gaussian peak around the nucleonmass squaredwith a residual shoulder of
background. In reality the peak is slightly higher than 0.88 GeV² as a result of Fermi motion
and general kinematic smearing. The remaining cut on 𝑊2 indicated by the red lines will
remove a large part of this background shoulder. Ultimately this combination of 𝑊2 and
Δ𝑦 cuts were found to produce the smallest final uncertainty on the form factor ratio.

At this point two peaks can begin to be resolved in the Δ𝑥 distribution as seen in the
bottom plot of Fig. 5.15, which was previously completely dominated by background. The
shape of the Δ𝑦 is largely unchanged by the Δ𝑥 cut, since as already discussed, the devia-
tionof quasielastic nucleons in thenon-dispersivedirectionof SBS is independent of charge
and so selecting on the neutron peak of Δ𝑥 simply reduces the overall yield of the Δ𝑦 dis-
tribution. In contrast the shape of 𝑊2 appears to change quite a bit. The height of the
peak around the nucleonmass squared drops as expected, but now the shoulder whichwas
visible appears to smear out the full distribution. This is because the proton peak which
has now been removed was dominating the statistics, making the neutron mass peak more
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Figure 5.14: (Left) 𝑊2 after Δ𝑦 cut and (right) Δ𝑦 after 𝑊2 cut. Red lines indicate the re-
maining cut on each variable, listed in Tab. 5.1.
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Figure 5.15: (Top Left) 𝑊2 after Δ𝑦 and Δ𝑥 cuts and (Top Right) Δ𝑦 after 𝑊2 and Δ𝑥 cut.
(Bottom) Δ𝑥 after 𝑊2 and Δ𝑦 cuts. Red lines indicate the remaining cut on each variable,
listed in Tab. 5.1.

visible. Now the remaining neutron mass peak has a similar height with the large residual
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𝑊2 > 1.6 GeV² background which is present inside the |Δ𝑦| < 2.0 m cut. However this is
not a problem, because ultimately the narrow final cut around the nucleon mass squared
removes the majority of this background, and the QE Δ𝑥 distribution is cleanly visible.

Since the scattered electron and recoil neutron are measured in coincidence, then up to
small deviations in time of flight the coincidence time between each spectrometer should
be a fairly narrow distribution. We can select on this peak to further suppress background
events from out of time accidental hits. The coincidence time after all of the discussed QE
cuts is shown in Fig. 5.16, where the red lines indicate a 3𝜎 cut around the Gaussian peak.
The coincidence time is studied further in Sec. 5.6.
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Figure 5.16: Coincidence time spectrum from HCal TDC - Hodo TDC after QE cuts.

The coincidence time, momentum transfer, invariant mass and nucleon position delta
distributions are all shown in Fig. 5.17, for progressive event selection cuts, showing how
each distribution changes for each cut.
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Figure 5.17: Kinematic distributions at various stages of the quasielastic cut selection. The
final cut on Δ𝑥within which the signal and background fractions and asymmetries are cal-
culated is left open. The gradual resolution of the double peak in Δ𝑥 is illustrated in the
bottom left plot.
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5.5 Asymmetry Formalism and Dilutions

After we have selected our final QE event sample, we can begin to measure the raw count-
ing asymmetry. This must then be corrected for backgrounds which remain after all cuts,
and the various polarisations involved in the measurement. The raw asymmetry that we
measure is defined as

𝐴raw =
𝑁+

QE−𝑁
−
QE

𝑁+
QE+𝑁

−
QE

(5.12)

where 𝑁+(−)
QE are the number of events for +(-) helicity states in our final QE event sample

defined by the cuts in Tab. 5.1.
Consider now a background source 𝜒 which contaminates our final event sample with

a fraction 𝑓𝜒. The asymmetry associated purely with this channel is

𝐴𝜒 =
𝑁 ′
𝜒+ −𝑁

′
𝜒−

𝑁 ′
𝜒+ +𝑁

′
𝜒−

=
𝑁𝜒+ −𝑁𝜒−

𝑁𝜒+ +𝑁𝜒−
(5.13)

where 𝑁 ′
𝜒+(−) are the +(-) helicity counts in an arbitrary “pure” background region of phase

space, and𝑁𝜒+(−) are the +(-) helicity counts for the background fraction 𝑓𝜒, within the final
QE signal cut region. These latter counts are not immediately separable from our desired
signal, 𝑁𝑠+(−) , the +(-) helicity count for the pure quasielastic neutron events. The sum of
these is the total number of counts in the sample which pass all final QE cuts

𝑁+(−) =𝑁𝑠+(−) +𝑁𝜒+(−) . (5.14)

If a set of cuts can be made such that this pure background can be isolated, then the as-
sociated asymmetry can be measured directly. In order to estimate the fraction of total
events caused due to backgrounds, various techniques are employed, which are discussed
throughout the remainder of this chapter. In particular numerous backgrounds have been
simulated using the G4SBS MC software, alongside a simulation of the quasielastic chan-
nel, on the ³He target. Fitting procedures were developed using the background and signal
MC simulations in order to match the shapes of distributions (for example preshower en-
ergy and Δ𝑥) to experimentally observed spectra. The integral of a fitted background dis-
tribution within the final cut window provides a measure of the normalised counts in that
background,𝑁𝜒.

The dilution fraction associated with a given background is then simply 𝑓𝜒 =
𝑁𝜒
𝑁QE

. This
gives rise to the following asymmetry formalism

𝐴raw = 𝑃𝐴phys(1−𝑓𝜒)+𝑓𝜒𝐴𝜒 (5.15)

where 𝐴phys is the asymmetry associated with the QE neutron signal of interest, and 𝑃 en-
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capsulates the polarisation product of the target, beam and neutron. By rearranging for the
desired quantity we arrive at

𝐴phys =
𝐴raw−Σ𝜒𝑓𝜒𝐴𝜒

𝑃He3𝑃n𝑃beam(1−Σ𝜒𝑓𝜒)
=
𝐴raw−Σ𝜒𝑓𝜒𝐴𝜒

𝑃𝑓n
(5.16)

where ∑𝜒 is the sum over all backgrounds 𝜒 with distinguishable 𝐴𝜒, and 𝑓𝑛 = 1−∑𝜒 𝑓𝜒 is
the calculated QE neutron yield as a fraction of the raw yield.

5.6 Accidental Background and Prompt Random Subtrac-
tion

The majority of background events from all sources will manifest as “out-of-time” events in
the coincidence timing spectrum. These random accidentals hits will sit underneath the
main coincidence time peak. This can be seen clearly in Fig. 5.18, where the coincidence
time between the HCal cluster TDC time and hodoscope cluster TDC time is a peak centred
on -1.12 ns with a Gaussian width of 2.06 ns and a low lying approximately flat background
extends out towards the positive and negative directions.
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Figure 5.18: Coincidence timebetween theHCal cluster time from theF1TDCand theHodo
cluster time from the v1190TDC. 3𝜎 cut on the signal region is indicated in green. 3𝜎width
side bands around ± 10𝜎 are shown in red and blue.

When a background is flat in this way, the total number of events in a given cut window
is the same no matter where the cut is placed. Additionally assuming that random acciden-
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tal events are fairly isotropic in every other variable means that the “background shape” of
a given variable can be attained from looking at a side band of the coincidence timing spec-
trum. This is illustrated in Fig. 5.18 where the red (blue) shaded regions indicate a 3𝜎 cut
centred at -(+)10𝜎 and the green shaded region is a 3𝜎 cut around the coincidence peak.
By forming a histogram of any other variable for the peak and one of these side bands, the
former can be subtracted from the latter which leaves a background-subtracted signal for
a chosen distribution. This is a process known as prompt-random subtraction, and will be
referred back to as such when studied variables involved in other background estimations.

Fig. 5.18 also shows the measured raw asymmetry binned in the coincidence time spec-
trum along the bottom region of the plot. Due to the small number of events outside of
the coincidence peak, the statistical error on any asymmetry bin is fairly large. However to
within these errors there is little fluctuation. It is assumed to be appropriate to calculate
the asymmetry associatedwith the accidentals background usingmore than just the events
within a 3𝜎 side band. We elect to take the asymmetry by counting all events outside of 5𝜎
of the coincidence peak. The dilution and asymmetry associated with timing accidentals
are 𝑓acci = 0.0441±0.0004 and 𝐴acci = 0.0061±0.0032 respectively.

5.7 Physics Backgrounds and the Δ𝑥 Fit

The primary source of contamination in our data after prompt random subtraction comes
from irreducible physics backgrounds. These are from production mechanisms which pro-
duce final states that can appear like quasielastic events, and make their way into the fi-
nal event sample. The two main mechanisms of interest are photoproduction and electro-
production. Photoproduction occurs prevalently due to the production of Bremsstrahlung,
quasi-real and real photonswithin the target cell, which then interactwithprotons andneu-
trons within the target. Electroproduction is the exchange of a virtual photon between the
incident electron and target particle which we have already been considering.

Both of these mechanisms contribute to the overall exponential background which can
be seen in the raw 𝑊2 distribution shown in Fig. 5.11, through a plethora of channels. An
example of channels which contribute to the background are the production of pions from
Δ(1232) resonance decays,

𝛾(∗)𝑛→Δ0 →𝜋0𝑛

𝛾(∗)𝑛→Δ0 →𝜋−𝑝

𝛾(∗)𝑝→Δ+ →𝜋0𝑝

𝛾(∗)𝑝→Δ+ →𝜋+𝑛,

(5.17)

throughelectro- andphoto-production. However since thecompletefinal stateofanymulti-
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particle final state is not directlymeasured inHCal then there is noway to saywhat an event
truly was. With this said, the exclusivity of trying to measure an electron in Bigbite, and a
neutron in HCal through Δ𝑥,𝑦 cuts provides an acceptable suppression on much of these
events at this kinematic setting.
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Figure 5.19: (Top) Illustrations of the dominant physics backgrounds which contaminate
thefinal event sample and (bottom)Δ𝑥distribution for eachbackground (black) before and
(red) after QE cuts. (Left) Semi-inclusive electroproduction which results in an electron in
Bigbite and (right) photoproduction which results in a pion in Bigbite.

While both electro- andphoto-productionmechanismsmay result in the same interme-
diate and final states, the kinematics of each are different. Negatively charged pions which
mimic electrons in Bigbite via photoproduction must result in a proton in the final state. If
this is detected in HCal then Δ𝑥 and Δ𝑦 which would otherwise be clean elastic peaks, are
now smeared by the inclusion of the pion and Δ masses in the kinematic calculations. In
semi-inclusive electroproduction eventswherein an electron ismeasured inBigbite, the de-
tected hit in HCal might have arisen from any sort of particle out of a plethora of processes
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including but not limited toΔ resonances. Again, the position residuals are smeared by the
inclusion of intermediate state masses in the kinematics. The difference inΔ𝑥 for each case
respectively is shown in the bottom of Fig. 5.19.

Furthermore contaminationdue toneutral pionswhich travel towardsBigbite is consid-
ered negligible, since the photons out of the 𝜋0 decay would not leave the required track in
the GEM trackers. Positively charged pions might produce a neutron in the correct area of
HCal, but will produce downwards bending tracks in which the up bending biased tracking
algorithm will produce a non physical target vertex position for the scattering event, thus
acting as a quasi-veto of sorts. An analysis of down bending tracks has been performed
in the analysis of the E12-09-019 (GMn) dataset, and that work has not been replicated as
yet for E12-09-016, but we will consider these events negligible due to the aforementioned
reasons as well as coincidence quasielastic considerations. That leaves only 𝜋− as possible
candidates for misidentification as electrons in Bigbite. Therefore we focus on two distinct
possibilities:

1 Events in which an electron is correctly measured in Bigbite, and some particle is de-
tected inHCal, whichpasses all QE cuts, and lies directly under the signalΔ𝑥peak. We
will approximate this full background as semi-inclusive inelastic electro-production.

2 Events inwhich a pion ismisidentified in Bigbite, and a neutron candidate is detected
in HCal, which passes all QE cuts. We will assume these are pion photo-production
events.

5.7.1 Inelastically Scattered Electrons in Bigbite

Since the final helicity yields of the asymmetry are determined from the neutronΔ𝑥 peak, it
is sensible to approximate the inelastic background under the Δ𝑥 distribution. Two meth-
ods have been identified to attain the shape of this background distribution. A fitting pro-
cedure is performed using simulation QE proton and neutron events, and the chosen back-
ground shape, to realise the correct normalisation of the background.

The first method which will be called the “anti-cut” method, involves performing “anti”
cuts on𝑊2 and Δ𝑦 while maintaining all other cuts the same, and looking at the resultant
distribution inΔ𝑥. In principle by actively selecting events directly in the anti-cutΔ𝑦 - “QE”
𝑊2 region, this should give a Δ𝑥 shape for purely inelastic events which leak into the QE
sample, provided Δ𝑥 is isotropic within the 𝑊2 −Δ𝑦 kinematic space. In reality since the
signal for this kinematic setting is fairly clean, and𝑊2 and Δ𝑦 are correlated, the available
statistics within the 𝑊2 cut and Δ𝑦 anti-cut ends up being very small. This complicates
the eventual background fit. However, this idea is revisited later in the section in order to
estimate the pure asymmetry in the inelastic region.
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The second method is using simulation, wherein the background shape is taken di-
rectly from the G4SBS simulation using the “inelastic” generator, which was introduced
in Sec. 3.11. This provides a sample of background events generated out of the Bosted-
Christy inclusive electro-productionmodel. The elastic generator is used to simulate a sam-
ple of purely QE events, and MC truth information allows us to explicitly separate the Δ𝑥
peak from the elastic simulation into protons and neutrons measured in HCal. The Δ𝑥
data distribution has undergone prompt-random subtraction detailed in Sec. 5.6 in order
to avoid double counting backgrounds. TheΔ𝑥distribution for all threeMC simulations are
weighted by cross section, and along with the data distribution undergo the full QE cuts. A
chi-squaredminimisationfittingprocedure is developed inorder tomatch the combination
of the MC proton, neutron and background to the data, with the form

𝐶sim,𝑖 =𝑁(𝐶QE,p,𝑖+𝑅𝐶QE,n,𝑖+𝑁bg𝐶bg,𝑖) (5.18)

where𝐶 are the counts in each bin for the respectiveΔ𝑥histograms (QEproton, QEneutron
and background), and 𝑁,𝑅 and 𝑁bg are the fit parameters. 𝑅 controls the relative scale of
the neutron peak,𝑁bg controls the relative scale of the background distribution and𝑁 is a
global normalisation for the full fit. The results of this fit to the dataΔ𝑥 distribution after QE
event selection and prompt random subtraction is shown in Fig. 5.20. The blue distribution
is simulation protons, green is simulation neutrons, magenta is the inelastic background
simulationand red is the completefit to thedata inblack. Thecompletefitnoticeably fails to
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Figure 5.20: Δ𝑥 after prompt random subtraction and all other QE cuts for (black) data,
(blue) QE proton simulation, (green) QE neutron simulation, (magenta) inelastic back-
ground simulation and (red) the combined fit.
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Figure 5.21: (Top)Invariant mass squared𝑊2 for various cuts detailed in the legend, (bot-
tom) and the asymmetry binned in𝑊2 for each distribution.

fully model the data distribution, particularly in the valley between the proton and neutron
peak aroundΔ𝑥 =−1m. It is hoped to investigate potential reasons for this and improve the
accuracy of the fit in future work. The background fit after prompt random subtraction of
the Δ𝑥 distribution yields 𝑓BG = 0.0882 from which we subtract 𝑓𝜋, 𝑓N2 and 𝑓fsi (discussed
in subsequent sections) to avoid double counting these contributions within the overall
background shape.

To ascertain the asymmetry in the pure inelastic regime we revisit the idea of an anti-
cut on Δ𝑦. The invariant mass squared 𝑊2 is shown in Fig. 5.21 for a series of cuts. In
Black are all events in the Δ𝑥 cut window corresponding to both QE recoil neutrons as well
as semi-inclusive background. In addition green has the missing QE cut on Δ𝑦, and red
contains an anti cut onΔ𝑦. As expected then the green signal distribution sits lower towards
the nucleon mass, and the red anti-cut background distribution is maximal at large 𝑊2,
eventually equalling the black. The asymmetry of the red (anti-cut background) and black
(all neutrons) are plotted below. Clearly at large invariant mass squared the asymmetry is
distinctly smaller than asymmetry measured in the QE neutron region. We can treat these
as explicitly different, and take the semi-inclusive inelastic asymmetry from the high 𝑊2

region. The final dilution and asymmetry associatedwith semi-inclusive electroproduction
backgrounds are 𝑓inelas = 0.0701±0.0019 and 𝐴inelas = 0.0040±0.0007 respectively.
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Figure 5.22: Preshower energy distribution for data after prompt random subtraction and
QE cuts, before 𝐸PS cut. Simulation elastic electron and pion background distribution fits
are shown, detailed in the legend.

5.7.2 Pions in Bigbite

The contamination due to pions in Bigbite is expected to be able to be measured separately
from the semi-inclusive inelastic electroproduction background. Pion contamination in
Bigbite is a function of the relative rate of pion and electron production at a given momen-
tum and scattering angle, and quasi-real / real photon production in the target. Addition-
ally, for a coincidence measurement, the probability of producing a charged pion in coinci-
dencewith another particlewhich is detected inHCal, and that passes all event cuts, factors
into the contamination. The result is that these events which appear as misidentified pions
in Bigbite will contribute a fairly small amount to the overall background, particularly at
the lowest 𝑄2 value of kinematic setting 2. Nevertheless it is necessary to estimate the 𝜋−

contamination in the final quasielastic (e,e’n) sample. In GEN-I, pion contamination was
considered to be negligible for all four Q² points. For low-Q² kinematic points, this can be
estimated by comparing simulated preshower energy distributions to data, for some given
set of cuts.

The Preshower energy distribution is compared to simulation in Fig. 5.22. The signal
fromelectrons andpions are simulatedusing the elastic andphoto-pion (WAPP) generators
respectively. The preshower energy is then fitted to the two distributions after all QE cuts
with the exception of the 𝐸PS cut itself. The red dashed line indicates where this cut would
normally be. The data distribution has undergone prompt-random subtraction detailed in
Sec. 5.6 in order to avoid double counting backgrounds. The resultant fit at this kinematic
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Figure 5.23: Preshower energy distribution for plus andminus helicity contributions of data
and the simulation fit.

setting effectively yields a scale of zero for the pion signal, as somewhat expected owing to
the aforementioned reasons. The complete shape of the simulation and data energy spec-
trum are in fairly poor agreement, as a result of issues with the calorimeter geometry, den-
sity and reconstruction in the simulation, which are known but not yet fully understood.
The asymmetry associated with this contamination can also be estimated using a similar
method. Fig. 5.23 shows the same energy distribution separated into helicity components.
This time the positive andnegative distributions are fitted separately to the pion simulation.
This yields an asymmetry of 𝐴𝜋 = −0.08± 0.09 with a relatively large uncertainty owing to
the small statistics involved.

A second method is utilised to try and measure the asymmetry more cleanly. Fig. 5.24
shows thepreshowerenergydistribution this timewith“anti-cuts”onelectrons. TheGRINCH
is now explicitly not track matched, and we look for small clusters which are typically more
likely to be pions, aswell as dropping theQE cuts on𝑊2,Δ𝑦 andΔ𝑥 frombefore. The idea is
to almost completely isolate events which really had a pion in Bigbite, and directly measure
the asymmetry in the region which is shaded in red. This method yields over an order of
magnitude smaller statistical uncertainty in the measured asymmetry for pions. The dilu-
tion and asymmetry associated with misidentified pions in Bigbite are 𝑓𝜋 = 0.0004±0.0001
and 𝐴𝜋 = 0.0029±0.0017 respectively.
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Figure 5.24: Preshower energy distribution for GRINCH clusters with “anti-electron cuts”
i.e. which were not track matched and had a cluster size less than two. The red shaded
region indicates the region below the nominal analysis cut which is integrated over helicity
states to get a “pure” pion asymmetry.

5.8 QE Proton Contamination

Naturally in addition to the QE scattering of neutrons of interest, QE scattering of protons
will occur too. This can be simulated and counted separately from any other protons pro-
duced in inelastic scattering events, which are misidentified as neutrons. The SBS magnet
sweeps protons upwards and out of the acceptance of HCal, however a large number of QE
𝑒𝑝 events which pass QE cuts can survive. This is evident in Fig. 5.20, in which the blue plot
is the QE proton simulation scaled from the fitting procedure described in Sec 5.7.1. It is
clear that the tail of the proton distribution lies under the neutron distribution shown in
green. As such we can measure the fraction of total events attributed to QE protons which
pass our finalΔ𝑥 cut, 𝑓p,QE directly from the integral of the proton tail within the cut region.

The asymmetry associatedwith this dilution fraction𝐴p,QE can be estimated using exist-
ing world data for the proton form factors. The global fit by Ye et al. discussed in Sec. 2.8.4
describes the proton form factors very well, particularly in the region of 𝑄2 of interest. The
Ye model is applied directly to events in the final sample after QE cuts to calculate the pro-
ton form factors at the momentum transfer for a given event. The pure proton asymmetry
is calculated as

𝐴p,QE =𝐴p,phys𝑃p𝑃beam𝑃He3 (5.19)

where 𝑃p is the proton polarisation in ³He assumed to be∼ -0.03 and the physical asymme-
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try is

𝐴p,phys =−𝑟𝑝
√2𝜖(1−𝜖)

𝜏 sin𝜃∗ cos𝜙∗−√1−𝜖2 cos𝜃∗

1+ 𝜖
𝜏𝑟

2
𝑝

(5.20)

where 𝑟𝑝 = 𝐺𝑝
𝐸/𝐺

𝑝
𝑀. The dilution factor and asymmetry associated with misidentified QE

protons are 𝑓p,QE = 0.0745±0.0006 and 𝐴p,QE = 0.0024±0.0001 respectively.

5.9 Target Nitrogen Dilution

Nitrogen (N₂) exists in the cell at an approximate 2% of the partial pressure to produce
quenching of the excited nuclei and prevent radiative de-excitation. Quasielastic scattering
off nitrogen accounts for a small amount of events in the final sample. Since the nitrogen
is unpolarised, the asymmetry associated with this is negligibly small and it is appropriate
to take it as zero. The dilution fraction due to scattering off nitrogen can be estimated and
taken into account. The calculation of the necessary corrections due to nitrogen was per-
formed by Sean Jeffas (University of Virginia) for the third and fourth kinematics. The cal-
culation was not performed for kinematic 2 due to a lack of necessary carbon optics data.
The complete summary of the work done is available here [233], and a brief summary will
be given in this subsection.

The carbon optics data can be used to estimate contamination due to scattering from
N₂, with the following method

𝑓𝑁2
=
𝑄(𝐻𝑒3)
𝑄(𝐶)

𝑚𝑁2(𝐻𝑒3)
𝑚𝐶(𝐶)

𝑁C−𝑁acc,C

𝑁3He−𝑁acc,3He
(5.21)

where 𝑄 is the total charge accumulated on each target, m is the thickness of the target, N
are the counts passing all quasielastic selection cuts for each dataset and (³He, C) denotes
the ³He or Carbon (C) target, and the subscript “acc” denotes the number of counts due to
timing accidentals for each yield.

Thecarbonopticsproduces7peaks reconstructedalong the z-vertex as shown inFig. 5.25.
Cuts are made around each peak with a 3𝜎width of the vertex resolution, corresponding to
a cut of 2.1 cm. The foils themselves are 0.0254 cm thick, so ± 2.0873 cm of air needs to
be accounted for. The same cuts on the vertex are applied to the ³He dataset to match the
resulting acceptance. Similarly, the carbon optics data is taken with a sieve plate in place
which produces a second acceptance correction for the ³He dataset. Fig. 5.26 shows the x-y
position reconstruction at the face of themagnet where the sieve sits, for the optics and ³He
datasets. The sieve holes are indicated by a pattern of red ovals. Cuts are made inside all of
these regions for both datasets.

The masses of the (air and carbon) target particles involved in scattering inside the cut
regions for the optics data, and of the (nitrogen) particles for ³He, can be calculated from



CHAPTER 5. DATA ANALYSIS 161

Figure 5.25: The reconstructed track z position of the scattering vertex at the target. The
seven peaks account for scattering off each of the 7 carbon foils present at the optics posi-
tion. The redbandsdenotewhere cuts havebeenmade to remove scattering fromair. Figure
from [195].

the effective target lengths and normal densities at standard room temperature and atmo-
spheric pressure,

𝑚𝐶(𝐶) = 𝜌𝐶𝑙𝐶+𝜌𝑎𝑖𝑟𝑙𝑎𝑖𝑟
𝑚𝑁2(𝐻𝑒3) = 𝜌𝑁2𝑙𝑁2

(5.22)

Where 𝜌𝐶 = 2.2 g cm-³ is the density of carbon, 𝜌𝑎𝑖𝑟 = 1.225 g cm-³ is the density of air and
𝜌𝑁2 = 0.0013 is the density of nitrogen, and 𝑙𝐶,𝑎𝑖𝑟,𝑁2 are calculable from the sizes of the
vertex cuts and the knowledge that the carbon foils are 0.0254cm thick.

This method results in dilution fractions of nitrogen 𝑓𝑁2
of 0.0178±0.0018 and 0.0151±

0.0041 for GEN3 and GEN4 respectively. There was no optics data taken during GEN2, due
to the fact that the GEN1 data could be used for optics calibration. However, due to the
different 𝑄2 the scattering kinematics which would influence dilution corrections such as
this correction for nitrogen would have inaccuracies. As such, given the small nature of the
correction, and the empirical similarity between the results for GEN3 and GEN4, we elect
to use the GEN3 value for GEN2.
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Figure 5.26: Reconstructed x-y position of tracks at the face of the magnet where the sieve
plate sits for (left) the GEN3 carbon optics data and (right) the GEN3 ³He production data.
Acceptance matching within the sieve plate acceptance indicated by the array of red ovals.
Figure from [233].

5.10 Nuclear Corrections

As introduced in chapter 2, early unpolarised 𝐺𝐸
𝑛 extractions established the importance

of nuclear corrections necessary as the recoil neutron exists as part of the bound nucleus
state. Recall that the scattering is parameterised in the plane wave impulse approximation
(PWIA). Nuclear effects arise from several processes; rescattering between the struck nu-
cleon and a spectator, final state interactions (FSI); coupling between the virtual photon
and a virtual meson exchanged between two nucleons, meson exchange currents (MEC);
coupling between the virtual photon to an excited state of the nucleon, isobar configuration
(IC); and relativistic distortion of the wavefunction. Additionally, the neutron polarisation
within ³He, nominally taken to be 86%, is effectively increased by the selection of the lower
transverse momentum parts of the wavefunction in quasielastic kinematics. However, the
choice of QE cuts used are fairly wide, which means that more neutrons on average are
closer to the Fermi surface and so it is not straightforward what the effect on the neutron
polarisation will be.

For large momentum transfer ∼ |q| > 1 GeV, the relative contribution of MEC and IC
compared to PWIA and FSI decreases [45]. In light of this, focus is put on studying the effect
of FSI in the final event sample wherein the experimental acceptance is ∼ 2 < Q² < 3 GeV².
In particular, charge exchange wherein a struck neutron re-scatters and becomes a proton
which is deflected by the SBS magnet and lost, are the leading mechanism through which
the asymmetry is reduced by these FSI effects.

Nuclear correctionsarehandledwith thegeneralisedeikonal approximation (GEA) [234],
which is an extension to the Glauber approximation [235]. Where the Glauber approxima-
tion requires the struck nucleon be a stationary scatterer, this theoretical framework allows
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a treatment of the non-zero momentum of the initial nucleon in the bound system, which
directly addresses the Fermi motion of the nucleus. A Monte Carlo simulation was devel-
opedbyMisakM. Sargsian (Florida InternationalUniversity)which calculates the scattering
amplitudes for PWIA and FSI using spin-dependent𝑁𝑁 scattering data, and the AV18𝑁𝑁
potential for a ³He wavefunction. This framework was originally used in the GEN-I analysis
for a complete nuclear correction. Applying it similarly in this analysis is still in infancy, and
a full software integration is still in progress. As such an effort will be made to develop an
approximate dilution factor for the measured physics asymmetry, noting that a more com-
plete analysis will come in the future.

5.10.1 FSI and Effective Neutron polarisation

Thesimulation computes𝐴, the asymmetry arising fromPWIA+FSI of the neutron as part of
a bound system, and 𝐴Free, the asymmetry that one would measure for a free neutron with
100% polarisation. This allows a direct comparison between the two to yield a nuclear dilu-
tion factor 𝐷FSI. GEA calculations for GEN-I demonstrated a nuclear dilution factor which
indicated an effective neutron polarisation of∼ 96% (𝑄2 = 1.46GeV²) , 97% (𝑄2 = 2.5GeV²)
and 99% (𝑄2 = 3.5 GeV²) for the three kinematics respectively [112]. Figure 5.27 shows the
perpendicular component of the asymmetry𝐴perp as calculated in the GEA.The upper solid
line is the free neutron approximation, and the lower solid line includes a correction for the
nominal 86% neutron polarisation in ³He. The dashed line comes from the PWIA calcula-
tion and the dotted and dot-dashed lines are from distorted wave impulse approximation
(DWIA) and DWIA + charge exchange effects. Each of the GEA curves have also been scaled
down by 86% in this figure.The ratio of DWIA + charge exchange effects to the free neutron
(corrected for 86% polarisation) provides a measure of the nuclear dilution.

A preliminary test of the simulation code was run using simulated data from G4SBS at
kinematic setting 2 for this analysis. The simulated events had the same QE cuts applied as
the data discussed in Sec. 5.4. The scattered electron energy and angle, and recoil nucleon
momentum, angle and azimuthal angle are integrated over the experimental acceptance.
Thesefiveparameters are folded into the simulationcode togenerate the freeneutronasym-
metry and PWIA+FSI. The output results were seen to be sensitive to choice of cuts which
changes the final input values. A complete integration of the GEA simulation with existing
analysis machinery is required. The preliminary test yielded the values 𝐴 = 0.181, 𝐴Free =
0.186. This is an approximate dilution of 3% which is numerically similar to the results of
GEN-I.Theaveragedilution andasymmetry across the𝑄2 =2.5GeV² and𝑄2 =3.5GeV² kine-
matics of GEN-I were 𝑓FSI = 0.0287±0.0026 and 𝐴FSI = 0.0003±0.0005 respectively [64]. We
choose to use these values as an estimation of nuclear effects, since these kinematic set-
tings were at a𝑄2 which this measurement falls between. Since no dedicated calculation is
currently available to calculate the effective neutron polarisation for the given choice of QE
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Figure 5.27: The perpendicular asymmetry 𝐴perp calculated by M. M. Sargsian [112] in the
GEA, for various models which are detailed in the text.
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cuts, we take the neutron polarisation to be 𝑃𝑛 = 0.91± 0.05. When more accurate and final
calculations are available they will be implemented into this analysis.

5.11 Physical Asymmetry Measurement

Thecalculationof𝐴phys is given inEqn5.16. However since somequantities can changeover
time during the data taking for a kinematic setting, it is necessary to treat them as constant
only over the duration of a run where possible. Due to statistical limitations with this ap-
proach the contamination fractions and their associated asymmetries are taken to be con-
stant. Likewise the beam polarisation is measured infrequently and for kinematic 2 there
is only a single data point, so this is taken as constant. The proton asymmetry can be de-
termined for the entire sample due to the precision of the proton form factors in the global
fit to world data, with the assumption that the acceptance weighted 𝑄2 of events in the fi-
nal sample can be considered the same for proton and neutron events. The raw asymmetry
measured between helicity states can be formed for an individual run, and since the target
polarisation and uncertainties have been interpolated, these can be matched to events and
form run by run or event by event values. As such a run by run physics asymmetry can be
formed,𝐴phys,𝑖 and theweightedmean of this provides the final asymmetry. This idea is also
extended to an event by event weighted asymmetry extraction.

5.11.1 Run by Run Formalism

For an individual run 𝑖 the physical asymmetry has the same form as Eqn. 5.16,

𝐴phys,𝑖 =
𝐴raw,𝑖−∑𝜒 𝑓𝜒𝐴𝜒

𝑃𝑖𝑓𝑛
, (5.23)

where 𝐴raw,𝑖 is the raw asymmetry measured over that run and 𝑃𝑖 is the product of the po-
larisation terms 𝑃 = 𝑃3He,𝑖𝑃beam𝑃𝑛 in which only the target polarisation changes.To then
combine all of the measurements of 𝐴phys,𝑖, with statistical uncertainty 𝜎𝑖 for 𝑁 runs, we
employ the standard weighted average given by

𝐴phys =
∑𝑖

𝐴phys,𝑖

𝜎2𝑖

∑𝑖
1
𝜎2𝑖

(5.24)

where the summation is over𝑁 number of runs. The uncertainty on the final weighted av-
erage is given by

𝜎𝐴phys
=√

1
∑𝜎−2

𝑖
. (5.25)
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5.11.2 Event by Event Formalism

The technique of extracting the physical asymmetry from the weighted mean of run by run
measurements is appropriate for kinematic setting2 since runs typicallyhaveenoughstatis-
tics after QE cuts that the necessary assumptions of Gaussian statistics apply. However, for
higher 𝑄2 kinematic settings, particularly GEN4, this is not the case. The number of raw
events which pass QE cuts in a run can be on the order of one, and the resultant run by run
errors are no longer Gaussian and cannot be summed in a straightforward or meaningful
way. While kinematic setting 3 and 4 are not the focus of this work, a formalism was de-
veloped in order to extract the physical asymmetry from these conditions in a statistically
sound manner. This was found to have close numerical and statistical agreement with the
original run by run formalism of Sec. 5.11.1 for kinematic setting 2, as a consistency check
and proof of concept. Therefore in the interest of having a consistent codebase and analysis
between all kinematic settings this has become the adopted formalism in the final analysis
of this work.

Consider again Eqn. 5.16. We will expand this in to a form of the parameters which are
measured per event

𝐴𝑖 =
1
𝑓𝑛
(
ℎ𝑖−𝐷𝜒,𝑖

𝑃𝑖
) (5.26)

whereℎ𝑖 is the helicity of an event (ℎ =±1),𝐷𝜒,𝑖 =∑𝜒 𝑓𝜒𝐴𝜒,𝑖 where the proton asymmetry is
being measured each event and 𝑃 = 𝑃3He,𝑖𝑃beam where the time stamped polarisation of the
target is being taken per event. The weighted asymmetry is then calculated over the sum of
events as

𝐴phys =
∑𝑖

𝐴𝑖
𝜎2𝑖

∑𝑖
1
𝜎2𝑖

(5.27)

where the event by event Poisson uncertainty arising from the raw yield, and weighted by
the polarisation, is

𝜎𝑖 =
𝜎ℎ𝑖
𝑃𝑖𝑓𝑛

, (5.28)

for 𝜎ℎ𝑖 = 1 the uncertainty on the electron helicity per event. The full uncertainty on the
physical asymmetry is calculated by propagating the errors on each term through the ex-
pression for the statistical sources in Sec. 6.1 and the systematic sources in Sec. 6.2.

5.12 𝐺𝑛
𝐸 Extraction

The final step is to extract the form factor ratio from the physical asymmetry, and use 𝐺𝑛
𝑀

worlddata todirectlymeasure𝐺𝑛
𝐸 . Recall that thephysics asymmetry associatedwith elastic
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scattering off the nucleon is given by

𝐴phys =𝐴⟂ sin𝜃∗ cos𝜙∗+𝐴∥ cos𝜃∗ (5.29)

where 𝐴⟂ and 𝐴∥ are the perpendicular and parallel components of polarised scattering
respectively, given by

𝐴⟂ =−√
2𝜖(1−𝜖)

𝜏
𝑟

1+ 𝜖
𝜏𝑟2

𝐴∥ =−
√1−𝜖2

1+ 𝜖
𝜏𝑟2

,

(5.30)

and 𝑟 = 𝐺𝑛
𝐸/𝐺

𝑛
𝑀. Theangles𝜃∗ and𝜙∗ are the azimuthal andpolar angles between thedirec-

tion of the target polarisation (taken to be the calculated direction of the total field inside
the Helmholtz coils) and the direction of momentum transfer for an event. The polarisa-
tion direction and its variation across the target are known from compass measurement
and TOSCA based OPERA simulations detailed in section 4.2.4. The direction of the mo-
mentum transfer is known from the 𝑞 four-vector, purely from electron kinematics given in
Eqn 5.1.

By creating new variables 𝐴,𝐵,𝐶 of the form

𝐴=
𝜖𝐴phys

𝜏

𝐵 =√2𝜖(1−𝜖)
𝜏

sin𝜃∗ cos𝜙∗

𝐶=𝐴phys+√1−𝜖2 cos𝜃∗

(5.31)

Eqn 5.29 can be rearranged into a quadratic equation in 𝑟

𝐴𝑟2+𝐵𝑟 +𝐶 = 0 (5.32)

where𝐴phys is the physics asymmetry treated for dilutions as detailed in chapter 5, and each
of the kinematic terms in 𝐴,𝐵,𝐶 can be averaged over the final quasielastic neutron event
sample. Solving this allows a direct extraction of the ratio of interestwithout having to apply
corrections for the 𝑟2 term which exists in the denominator of 𝐴phys.

Finally,𝐺𝑛
𝐸 canbe extracted from the ratio for a given value of𝐺𝑛

𝑀. Thefit toworld data by
Ye has been discussed several times already, and is known to match data well in this region
of𝑄2. As such it is appropriate to directly take 𝐺𝑛

𝑀 ≡ 𝐺𝑛
𝑀(𝑄

2
meas)|Ye. The electric form factor

is then simply
𝐺𝑛
𝐸 = 𝑟 ∗ 𝐺𝑛

𝑀|Ye (5.33)



Chapter 6

Results and Outlook

In this chapter we present the results of this analysis over kinematic 2 for E12-09-016. The
sources of uncertainties in the measured physics asymmetry and the propagation of these
uncertainties to a final statistical and systematic uncertainty on the form factor 𝐺𝑛

𝐸 will be
detailed. The final results will be compared to existing world data and nucleon models.
Finally the experiment will be summarised and the results discussed, with an outlook on
future work given.

6.1 Sources of Uncertainty on Extracted Asymmetry

There are two main sources of uncertainty on the extracted asymmetry, which are both sta-
tistical in nature, and completely dominate the uncertainty on the final result at this kine-
matic setting. These are the Poisson uncertainty arising from the raw yield, and the com-
bined polarisation uncertainties on the three polarisation terms (beam, target, bound neu-
tron). Much of this analysis deals with counting discrete numbers of positive and negative
helicity events. As suchwewill rely heavily on Poisson statistics inwhich the uncertainty on
a count 𝑁 is given by 𝜎𝑁 =√𝑁, and that the uncertainty on a quantity can be propagated
as

𝜎2
𝑦(𝑥𝑖)

=∑(
𝜕𝑦
𝜕𝑥𝑖

)
2

𝜎2
𝑥𝑖 . (6.1)

6.1.1 Poisson Uncertainty on the Yield

Theuncertainty on the raw yield produces the statistical uncertainty on the raw asymmetry,
𝜎𝐴raw

. The raw asymmetry is defined as

𝐴raw =
𝑁+−𝑁−

𝑁++𝑁− =
Δ
𝑁
. (6.2)

168
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The raw yield of quasielastic (QE) neutron events is 𝑁 = 248326, with 𝑁+ = 128388, 𝑁− =
119938, Δ = 8450. The resultant raw asymmetry is 𝐴raw = 0.0340. Since 𝑁+ and 𝑁− are
measured in the same experiment they are correlated and we can define the probability 𝑞
such that 𝑞 = 𝑁+/𝑁. This means that the probability for a given event to have negative
helicity is then (1-q). As such the asymmetry is simply𝐴 = 𝑞−(1−𝑞) = 2𝑞−1 and therefore

𝜎𝐴2 = 4𝜎𝑞. (6.3)

Then the uncertainty associated with 𝑞 is

𝜎2
𝑞 =

𝜎2
𝑁+

𝑁2 (6.4)

For correlated𝑁+,𝑁−, the distribution of each is binomial: an event can only either be𝑁+

with a probability of 𝑞, or not, with a probability 1−𝑞. The variance in this case is given by

𝜎2
𝑁+ =𝑁𝑞(1−𝑞) (6.5)

and soby insertingEqns. 6.5 and6.4 intoEqn. 6.3, wearrive at theuncertainty in a correlated
measured asymmetry

𝜎2
𝐴 =

4𝑞(1−𝑞)
𝑁

=
4𝑁+𝑁−

𝑁3 . (6.6)

Since we are dealing with a relatively small asymmetry (that is,𝑁+ ∼𝑁− ∼𝑁/2, it is worth
noting that Eqn. 6.6 approximates to 𝜎 ∼ 1/√𝑁. Inserting the measured plus and minus
yields gives a value of 𝜎𝐴raw

= 0.0020. The relative uncertainty on the raw asymmetry is then
𝜎𝐴raw

/𝐴raw = 0.0020/0.0340 = 5.89%. In reality the uncertainty in the raw asymmetry enters
the uncertainty on the physical asymmetry as 𝜎𝐴raw

/(𝑃𝑓𝑛) which might change this rela-
tive value. Additionally, recall from Secs. 5.11.1 and 5.11.2 that we can measure the phys-
ical asymmetry as a weighted average over runs or even events. Since we opt to measure
this over events, the Poisson uncertainty associated with the yield is also weighted, and this
changes the overall value. The form of the weighted uncertainty is explicitly

𝜎stat,Poisson =
√√√
⎷
∑

1

(
𝜎ℎ𝑖
𝑃𝑖𝑓𝑛

)
2 , (6.7)

where 𝜎2
ℎ𝑖
= 1 is the uncertainty on a helicity count (ℎ = ±1), 𝑃𝑖 is the product of the tar-

get, beam and neutron polarisation for an event given by 𝑃𝑖 = 𝑃3He,𝑖𝑃beam𝑃𝑛, and 𝑓𝑛 is the
fraction of the yield measured to be QE neutrons after accounting for backgrounds. The
treatment of the polarisation uncertainties is discussed in the next section, and the treat-
ment of 𝑓𝑛 is discussed in Sec. 6.2.1. We find the statistical uncertainty associated with the
yield from this method to be 𝜎stat,Poisson = 6.09%.
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6.1.2 Uncertainty from Polarisations

Recall from Sec. 4.2.3 that the uncertainty on a given EPR calibration is taken as the stan-
dard deviation divided by the square root of the sample size of number of NMR sweeps.
This is a statistical uncertainty and is the main factor in the final uncertainty on the target
polarisation. The target polarisation for an event is attained from the minute-to-minute in-
terpolation of the calibrated NMR data, and the final uncertainty on the target polarisation
is an unweightedmeanof the errors. Theuncertainty on the beampolarisation andneutron
polarisation are fixed for the kinematic setting. They are taken as 𝑃beam = 0.841±0.002 and
𝑃𝑛 = 0.91± 0.05 respectively. The target polarisation, beam polarisation and neutron po-
larisation are completely uncorrelated quantities. As such the uncertainty of the combined
polarisation terms can be added in quadrature

𝜎2
𝑃 = 𝑃2 [(

𝜎𝑃3He

𝑃3He
)
2

+(
𝜎𝑃beam

𝑃beam
)
2

+(
𝜎𝑃𝑛
𝑃𝑛

)
2

]. (6.8)

The polarisation values and their uncertainties are summarised in Tab. 6.1. Recall that the
polarisation enters the event by event weighting of the physical asymmetry due to the in-
terpolation of theNMRdata to aminute-level discretisation. However calculating the event
by event weighted polarisation would assume that 𝑃𝑖 and its uncertainty 𝜎𝑃𝑖 are uncorre-
lated and perfectly localized, but in this case these values are interpolated from broader,
time-averaged measurements. This means that to correctly calculate the statistical uncer-
tainty associated with the polarisation, it must be done outside of the𝐴phys summation. We
choose to calculate the unweighted mean of the polarisation and its uncertainty, and use
these values to extract𝜎𝑃. The unweighted target polarisation is measured as 0.379± 0.019.
The combined polarisation and uncertainty from Eqn 6.8 is then 0.290 ± 0.022. This yields
a relative uncertainty on the physical asymmetry of 𝜎stat,pol =𝜎𝑃/𝑃 = 7.43%.

Table 6.1: Polarisation values and their uncertainties. The target polarisation is taken as an
unweighted mean over the final event sample.

Parameter Kin. 2 Result
𝑃3He 0.379 ± 0.019
𝑃beam 0.841 ± 0.002
𝑃𝑛 0.91 ± 0.050
𝑃 0.290 ± 0.022

6.1.3 Statistical Uncertainty on Physical Asymmetry

The statistical uncertainties arising from the yield and polarisation are completely uncorre-
lated, and can be combined in quadrature to provide the final statistical uncertainty on the
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physical asymmetry,
𝜎2

stat =𝜎2
stat,Poisson+𝜎

2
stat,pol. (6.9)

The combined relative uncertainty is then 𝜎stat = 9.57%. The result of this propagation of
these statistical uncertainties on the physical asymmetry yields 𝐴phys = 0.148±0.014 (stat).

6.2 Effect of Background Dilutions

Thereare variousbackgroundswhichdilute themeasuredasymmetry. These are introduced
in Sec. 5.5 and an analysis of the dilution fraction and asymmetry of eachbackground is pre-
sented throughout chapter 5. Each of these terms (denoted as 𝑓𝜒 and 𝐴𝜒 for a background
𝜒) has an associated uncertainty, which can be propagated onto the final physics asymme-
try. These are taken to be systematic in nature, and are generally very small in compari-
son to the statistical uncertainties presented in the preceding section. Nevertheless each is
propagated fully to the final physical asymmetry, however ultimately the final uncertainty
is completely dominated by statistics.

6.2.1 Dilution Fraction and Asymmetry Uncertainties

Most asymmetry values for backgrounds are measured and follow the statistics of Eqn. 6.6,
with the exception of the QE proton background asymmetry. This is simply because the
proton asymmetry value is calculated using the Ye global fit proton form factor data, and
so the uncertainty on this comes directly from the error bands of the fit combined with the
uncertainty on the polarisation terms.

The fractional background contributions also follow a common formula

𝑓𝜒 =
𝑁𝜒

𝑁
, (6.10)

where𝑁𝜒 is the number of counts for the associated background, and𝑁 is the total number
of events. Since𝑁𝜒 and𝑁must be correlated, the uncertainties on these terms are given by

𝜎2
𝑓𝜒
= 𝑓2𝜒 [

1
𝑁𝜒

+
1
𝑁
−
2𝜎𝑁𝜒𝑁

𝑁𝜒𝑁
], (6.11)

where 𝜎𝑁𝜒𝑁 = 𝜌𝑁𝜒𝑁𝜎𝑁𝜒
𝜎𝑁 and 𝜌𝑁𝜒𝑁 describes the correlation between𝑁𝜒 and𝑁. However,

no calculation of the necessary covariance matrix exists, we elect to treat these as uncorre-
lated and neglect the final term in square brackets for now. As will be seen the uncertainties
due to 𝑓𝜒 terms are negligible with respect to the statistical uncertainty, so we expect this
approach to be appropriate. The results for each background and its asymmetry value are
discussed in subsequent sections, and the calculations are detailed.
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QE Proton Background

The contamination due to QE recoil protons which leak into the neutron Δ𝑥 peak is mea-
sured to be the largest background fraction. The size of this background is directly related to
how large the lower bound of the Δ𝑥 cut is. This cut is applied symmetrically, and was cho-
sen to be |Δ𝑥| < 1m, in order to optimise the statistical uncertainty coming from the yield
without allowing in an overly large level of background. In principle this could be further
optimised with an anti-symmetric Δ𝑥 cut, increasing the upper bound to include more QE
neutrons. A future analysis may do so.

The analysis of the QE proton fraction and its asymmetry are detailed in Sec. 5.8. The
yield𝑁p,QE is measured from the integral of the fitted protonΔ𝑥 peak within the chosenΔ𝑥
cut, and the fraction is calculated from Eqn. 6.10. The uncertainty follows the statistics of
Eqn. 6.11. The asymmetry for these misidentified QE protons is directly attained from the
global fit toworld form factor data. As such the uncertainties do not follow the generic form
of Eqn. 6.6. Recall from Sec. 5.8 that the asymmetry is calculated as

𝐴p,QE =𝐴p,phys𝑃p𝑃beam𝑃He3 (6.12)

where 𝐴p,phys is the physical asymmetry given by Eqn. 5.20 which is measured over events,
𝑃p is the polarisation of the protonwithin ³He, taken as awidely accepted value of -0.03 and
assumed to have negligible uncertainty. The uncertainty on the final proton QE asymmetry
is then

𝜎2
𝐴p,QE

=𝐴2
p,QE [(

𝜎𝐴p,phys

𝐴p,phys
)
2

+(
𝜎𝑃beam

𝑃beam
)
2

+(
𝜎𝑃He3

𝑃He3
)
2

]. (6.13)

The uncertainties on the kinematic variables used to calculate 𝐴p,phys are assumed to be
negligible, and so the uncertainty is assumed to be purely dependent on the uncertainty of
the form factor ratio from the global fit,

𝜎2
𝐴p,phys

=𝐴2
p,phys (

𝜎𝑟𝑝
𝑟𝑝

)
2

. (6.14)

where 𝑟𝑝 = 𝐺𝑝
𝐸/𝐺

𝑝
𝑀|Ye. The uncertainties on 𝐺𝑝

𝐸 and 𝐺𝑝
𝑀 are also taken from the Ye fit, and

propagated to 𝑟𝑝 as

𝜎2
𝑟𝑝 = 𝑟2𝑝 [(

𝜎𝐺𝐸
𝐺𝐸

)
2

+(
𝜎𝐺𝑀
𝐺𝑀

)
2

]. (6.15)

Bringing together Eqns. 6.15, 6.14 and 6.13 provides the uncertainty on the proton asym-
metry. The dilution factor and asymmetry associated with misidentified QE protons are
𝑓p,QE = 0.0745±0.0006 and 𝐴p,QE = 0.0024±0.0001 respectively.
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Inelastic Background

Events in which an electron is detected in Bigbite, and something is detected in HCal which
appears like a QE recoil nucleon which passes all QE cuts are modelled as a semi-inclusive
inelastic background. This is measured to be the second largest contamination at this kine-
matic setting, with the chosen cut values. Since this is a measure of the inelastic back-
ground, it is particularly sensitive to the choice of cuts which can suppress inelastic events.
Specifically, the cuts on Δ𝑦 and𝑊2 largely control the signal to background ratio of inelas-
tic to elastic events in the final sample. The cut on Δ𝑥 will also affect this, but the scale of
the underlying inelastic background in the Δ𝑥 distribution is smaller than the former two,
in which it grows exponentially in the positive direction for𝑊2, and negative direction for
Δ𝑦.

The inelastic fraction was calculated from the background fraction of the Δ𝑥 fit and is
discussed in Sec. 5.7.1,𝑓BG. The fractiondue tonitrogen, pions inBigbite andnuclear effects
were subtracted to avoid double counting,

𝑓inelas = 𝑓BG−𝑓N2−𝑓𝜋−𝑓fsi. (6.16)

The uncertainties can therefore be added in quadrature

𝜎2
𝑓inelas

=𝜎2
𝑓BG

+𝜎2
𝑓N2

+𝜎2
𝑓𝜋
+𝜎2

𝑓fsi
. (6.17)

The background fraction from timing accidentals need not be subtracted, since the Δ𝑥 dis-
tribution has been subtracted for random accidentals prior to fitting, and the background
fraction fromQE recoil protons is simultaneously fitted. Theuncertainty on thebackground
fit is found using Eqn. 6.11, taking background yield 𝑁BG to be the integral of the back-
ground fit of the inelasticΔ𝑥 distribution, within theΔ𝑥 cut region. This analysis is detailed
in Sec. 5.7.1. The inelastic asymmetry is calculated in the same section, by selecting events
in an “anti-cut” region of squared invariant mass 𝑊2 and Δ𝑦 which is expected to corre-
spond to pure inelastic events. The asymmetry is calculated as

𝐴inelas =
𝑁+

inelas−𝑁
+
inelas

𝑁+
inelas+𝑁

+
inelas

(6.18)

where 𝑁+(−)
inelas are the positive (negative) helicity counts for events which pass the inelastic

cuts. The fraction and asymmetry are measured as 𝑓inelas = 0.0701 ± 0.0019 and 𝐴inelas =
0.0040±0.0007 respectively.
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Timing Accidentals Background

Random timing accidentals sit underneath the coincidence timing peak. This background
can be directly measured from side bands of the peak and is found to be the third largest
contamination. This background is directly related to the resolution of the coincidence
time, and improvements to timing calibrations have been found to directly decrease the
fraction of accidentals which lay under the coincidence peak. Timing accidentals can be
subtracted from distributions of other variables in a technique known as prompt-random
subtraction, which is detailed in Sec. 5.6. In the same section the yield is calculated from
the integral of a 3𝜎 width sideband, and the asymmetry is measured outside of ±5𝜎 of the
coincidence peak. The uncertainty on both the fraction and asymmetry follow simply from
the statistics of Eqns. 6.11 and 6.6 respectively. The dilution and asymmetry associatedwith
timing accidentals are 𝑓acci = 0.0441±0.0004 and 𝐴acci = 0.0061±0.0032 respectively.

FSI Background

Charge exchange from final state interactions is assumed to be the most dominant nuclear
effect which contaminates the final event sample and reduces the measured asymmetry.
The values for the dilution fraction and asymmetry have been estimated based on the aver-
age results for the kinematic settings of the GEN-I experiment. Their values are set with no
direct calculation as 𝑓fsi = 0.0287±0.0026 and 𝐴fsi = 0.0003±0.0005 [64].

Nitrogen Background

Recall that nitrogen (N₂) exists in the target ³He cell at ∼ 2% partial pressure in order to en-
hance the polarisation through quenching the de-excitation of the polarised alkali vapour.
This N₂ can undergo QE scattering and cause events which pass all cuts. The fraction of
events attributable to a background from this N₂ scattering is calculated for kinematic set-
ting 3 and 4 by Sean Jeffas, as discussed in Sec. 5.9. As also mentioned in the same section,
the values for kinematic setting 3 are taken for kinematic setting 2 as a result of there being
no necessary carbon optics data to perform the analysis at this setting. The uncertainty on
𝑓𝑁2

comes directly from the thesis of Sean Jeffas [195]. It is assumed that the accumulated
charges in the ³He and C datasets, 𝑄 and the mass densities, 𝑚 have negligible uncertain-
ties. The uncertainty on 𝑓N2 is measured on the counts within each yield,

𝜎2
𝑓𝑁2

=(
𝑄(3He)
𝑄(C)

𝑚N2(3He)
𝑚C(C)

)[
Σ(C)+Σacc(C)

(Σ(3He)−Σacc(3He))2

+
(Σ(C)−Σacc(C))2(Σ(3He)+Σacc(3He))

(Σ(3He)−Σacc(3He))4
]

(6.19)
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whereΣ represents a given target yield and the subscript“acc”denotes thenumberof counts
attributed to timing accidentals, which are subtracted in the analysis to avoiddouble count-
ing backgrounds. The final value is taken as 𝑓𝑁2

= 0.0178±0.0018. The asymmetry is taken
to be zero as nitrogen is unpolarised.

Pion Background

Pions misidentified as electrons in Bigbite produce a measurable background. This is dis-
cussed in Sec. 5.7.2 where signals from a pion in Bigbite and a particle in HCal which pass
QE cuts are estimated from a Monte Carlo simulation using a pion photoproduction gener-
ator. This is measured to be the smallest background in the experiment. This is due in part
to good particle identification (PID) between electrons and pions using both the preshower
calorimeter and GRINCH Cherenkov detector. Furthermore as discussed in the same sec-
tion, residual events in which pions which are misidentified as electrons are likely to be
removed by the full QE cuts as a result of the kinematics of producing a pion in the accep-
tance of Bigbite and something which appears as a QE recoil neutron within the final cut
acceptance of HCal. The yield of pion background events is calculated from the integral of
the background fit, and the associated asymmetry is measured through anti-cuts on an ex-
pected pure pion signal. The uncertainty on each of these quantities follows the statistics of
Eqns. 6.11 and 6.6 respectively. The dilution and asymmetry associated with misidentified
pions in Bigbite are 𝑓𝜋 = 0.0004±0.0001 and 𝐴𝜋 = 0.0029±0.0017 respectively.

Neutron Fraction

The neutron fraction 𝑓𝑛 is not a background contamination, but rather the subtraction of
all the background fractions which measures the remaining fraction of events which come
from QE neutrons of interest. It is given simply by

𝑓𝑛 = 1−𝑓p,QE−𝑓inelas−𝑓acci−𝑓fsi−𝑓N2
−𝑓𝜋 = 1−∑

𝜒
𝑓𝜒 (6.20)

where each background fraction 𝑓𝜒 has previously been discussed. The uncertainties are
simply added in quadrature, and the final value is found to be 𝑓𝑛 = 0.7645±0.0038.

6.2.2 Systematic Uncertainty on Physical Asymmetry

The results for each background fraction and asymmetry have been discussed in the pre-
ceding section, and are summarised in Tab. 6.2. The uncertainties on these values are com-
bined to form a single systematic uncertainty for the physical asymmetry. The propagation
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of these to the full asymmetry has the form

𝜎2
sys =

∑𝜎2
𝑓𝜒
𝐴2
𝜒

𝑃2𝑓2𝑛
+
∑𝜎2

𝐴𝜒𝑓
2
𝜒

𝑃2𝑓2𝑛
+𝐴2

phys (
𝜎𝑓𝑛
𝑓𝑛

) . (6.21)

The result of the propagation of these systematic uncertainties on the physical asymme-
try yields 𝐴phys = 0.148± 0.014 (stat) ±0.001 (syst) . As expected, the impact of the back-
ground dilution terms on the physical asymmetry and its systematic uncertainty are negli-
gibly small in comparison with the statistical uncertainty.

Table 6.2: Results ofbackgrounddilution fractionsandasymmetries and theiruncertainties.

Parameter Kin. 2 Result
𝑓P,QE 0.0745 ± 0.0006
𝑓inelastic 0.0701 ± 0.0019
𝑓acci 0.0441 ± 0.0004
𝑓FSI 0.0287 ± 0.0026
𝑓𝜋 0.0004 ± 0.0001
𝑓N2

0.0178 ± 0.0018
𝑓BG 0.0882 ± 0.0006
𝑓𝑛 0.7645 ± 0.0038
𝐴P,QE 0.0024 ± 0.0001
𝐴inelastic 0.0040 ± 0.0007
𝐴acci 0.0061 ± 0.0032
𝐴FSI 0.0003 ± 0.0005
𝐴𝜋 0.0029 ± 0.0017

6.3 Final Preliminary Results

6.3.1 Asymmetry Result

The physical asymmetry is calculated as

𝐴phys =
𝐴raw−Σ𝜒𝑓𝜒𝐴𝜒

𝑃He3𝑃n𝑃beam(1−Σ𝜒𝑓𝜒)
=
𝐴raw−Σ𝜒𝑓𝜒𝐴𝜒

𝑃𝑓n
. (6.22)

The results of calculating the physical asymmetry 𝐴phys and propagating the statistical and
systematic uncertainties are summarised in Tab. 6.3. The physical asymmetry is measured
as 𝐴phys = 0.148±0.014 (stat) ±0.001 (syst) . As discussed previously the statistical uncer-
tainty dominates in the combined uncertainty on 𝐴phys. As such the propagation of the full
uncertainty through to the form factor ratio and𝐺𝑛

𝐸 is not split into statistical and systematic
parts.
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Table 6.3: Results of calculations of 𝐴phys and statistical and systematic uncertainties.

Parameter Kin. 2 Result
𝑁QE 248326
𝐴raw 0.0340
𝜎𝐴raw

0.0020
𝜎𝐴raw

/𝐴raw 5.89%
𝜎stat,Poisson 6.09%
𝜎stat,pol 7.43%
𝐴phys 0.148
𝜎𝐴phys

0.014
𝜎stat 0.014
𝜎stat/𝐴phys 9.57%
𝜎syst 0.001
𝜎syst/𝐴phys 0.67%

6.3.2 Form Factor Results

The method of extracting the form factor ratio is detailed in Sec. 5.12. From Eqn. 5.29, the
physical asymmetry can be written as

𝐴phys =−√
2𝜖(1−𝜖)

𝜏
𝑟

1+ 𝜖
𝜏𝑟2

�̂�𝑥−
√1−𝜖2

1+ 𝜖
𝜏𝑟2

�̂�𝑧 (6.23)

where �̂�𝑥 = sin𝜃∗ cos𝜙∗, ̂𝑃𝑧 = cos𝜃∗, 𝜏 and 𝜖 are measured quantities discussed in the
aforementioned section. These are averaged over the final event sample, and new variables
𝐴,𝐵,𝐶 are formed,

𝐴=
𝜖𝐴phys

𝜏

𝐵 =√2𝜖(1−𝜖)
𝜏

̂𝑃𝑥

𝐶=𝐴phys+√1−𝜖2 ̂𝑃𝑧

(6.24)

and Eqn. 6.23 can be rearranged into a polynomial in 𝑟2 which is solved for the form factor
ratio 𝑟 = 𝐺𝑛

𝐸/𝐺
𝑛
𝑀. The uncertainty on the averaged kinematic variables is assumed to be

negligible, since the angular track reconstruction resolution of Bigbite ismuch smaller than
the kinematic broadening on these termswhich arises fromnuclear effects. Theuncertainty
from themeasuredphysical asymmetry is thenpropagatedby variation. Recall that thefinal
extraction of 𝐺𝑛

𝐸 from the measured form factor ratio 𝑟 is simply 𝐺𝑛
𝐸 = 𝑟meas ∗ 𝐺𝑛

𝑀|Ye. The
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uncertainty is propagated straightforwardly as

𝜎2
𝐺𝑛
𝐸
=(𝐺𝑛

𝐸 )
2 [(

𝜎𝐺𝑛
𝑀

𝐺𝑛
𝑀
)
2

+(
𝜎𝑟
𝑟
)
2
]. (6.25)

The magnetic form factor 𝐺𝑛
𝑀 and the corresponding uncertainty 𝜎𝐺𝑛

𝑀
are again taken from

the global fit to world data and the uncertainty band respectively. Taking the result for𝐴phys

given in Tab. 6.3 and summing over the kinematic variables involved in Eqn. 5.29, we can
form the required 𝐴,𝐵,𝐶 for our polynomial in 𝑟 = 𝐺𝑛

𝐸/𝐺
𝑛
𝑀. The values obtained for these

as well as the final calculation of the form factor ratio are given in Tab. 6.4. The form factor
ratio is extracted as 𝐺𝑛

𝐸/𝐺
𝑛
𝑀 =−0.1735+0.0255−0.0263.

Table 6.4: Averaged values of kinematic variables which are used in the extraction of the
form factor ratio in the quadratic method, with the form factor results.

Parameter Kinematic 2 Result
𝑄2 2.92 GeV2

𝜏 0.824
𝜖 0.799
𝑃𝑥 0.986
𝑃𝑧 -0.075
A 0.142
B 0.615
C 0.101
𝐺𝑛
𝐸/𝐺

𝑛
𝑀 −0.1735+0.0255−0.0263

𝐺𝑛
𝑀 -0.0742 ± 0.0007

𝐺𝑛
𝐸 0.0129 +0.0019

−0.0020

The magnetic form factor of the neutron is taken from the global fit to world data by
Ye, and at 𝑄2 = 2.92 GeV² is extracted as 𝐺𝑛

𝑀 = −0.0742 ± 0.0007. The final result for the
electric form factor of the neutron is measured as 𝐺𝑛

𝐸 = 0.0129+0.0019−0.0020. The results are shown
inFig. 6.1 for (top) the form factor ratio and (bottom) for𝐺𝑛

𝐸 , againstworlddata andnucleon
models. The result appears to be in agreement with the world fit within 1.6𝜎 error with
𝐺𝑛
𝐸 (𝑄

2 = 2.92)|Ye = 0.0169±0.0017, and notably falls between the CSM and RCQM models
that overlap with world data, and the more recent DSE based calculations which predict a
lower form factor ratio. Future work which might improve the precision of this result has a
chance to discern between models, and this is discussed in Sec. 6.4.
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Figure 6.1: Final results from this work. (Top) The measured form factor ratio multiplied by
𝜇𝑛 = −1.91 and (Bottom) the extracted electric form factor of the neutron from world data
of the magnetic form factor. Error bars correspond to 1𝜎 uncertainty in all data points.
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6.4 Conclusion and Outlook

The E12-09-016 (GEN-II) experiment undertaken within Hall A of Jefferson Lab has mea-
sured the electric form factor of theneutron𝐺𝑛

𝐸 at three kinematic settings corresponding to
newvalues of squared four-momentum transfer𝑄2. This thesis has presented a preliminary
analysis of the first production setting, kinematic setting 2 (GEN2 or KIN2), corresponding
to an acceptance weighted 𝑄2 = 2.92 GeV². Chapter 1 provided a short pedagogical intro-
duction to modern hadron physics and the nucleon. In chapter 2 the theoretical founda-
tions of electron scattering and nucleon structure were discussed, and an overview of past
nucleon form factor measurements and current world data was given. The experimental
setup for this measurement was detailed in chapter 3 and the calibration of detector and
target subsystems was shown in chapter 4. The physics analysis of the QE signal selection,
background estimations and asymmetry formalism was presented in chapter 5, and this
chapter has presented the final results and uncertainty calculations for kinematic setting 2.

The complete analysis of kinematic settings 3 and 4, which will triple the current 𝑄2

range of the world data are expected to be completed in the future. The results of this anal-
ysis stand to test existing world data and provide a consistency check on the analysis tech-
nique. The results of this analysis are slightly lower than one might expect from the current
global fit to world data, which at this𝑄2 is constrained by the measurements by Riordan et
al. at𝑄2 = 2.5 and 3.5 GeV² [112]. However the result is still within 1.6𝜎 of theworld data fit.
Additionally, this is also in close agreement with a recent exploratory thesis result by Sean
Jeffas of this kinematic point [195].

This result does not suggest stronger agreement oneway or the other between the recent
DSE theoretical calculations by Roberts et al, and theVMD, CSM and RCQM models which
overlap with the global fit at this 𝑄2. It appears to fall in between models, with the upper
bound agreeing with RCQM and CSM within errors, and the lower bound agreeing with the
new DSE model within errors. To gain more precise agreement with a model for this kine-
matic setting therefore requires amoreprecise result. Theuncertainty is dominatedby three
sources, the Poisson error on the raw yield, the uncertainty on the target polarisation and
the uncertainty on the neutron polarisation. The former is likely to change with improved
detector calibrations, as these may increase the overall yield of QE events for the same set
of cuts which would reduce the corresponding statistical uncertainty. The uncertainties on
the target polarisation are expected to improve with further polarimetry. In particular, if
the early polarimetery data taken while the NMR lock-in channel was missing can be re-
covered and calibrated, then not only might the polarisation uncertainty improve, but the
yield will also increase by the inclusion of those currently excluded runs. The neutron po-
larisationwas assigned a conservatively large uncertainty to account for the fact that no full
dedicated calculation of nuclear effects has been performed for this analysis yet. While it is
assumed that the dilution due to charge exchange in final state interactions will be a similar
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level to the GEN-I experiment, this should be verified with a dedicated calculation within
the GEA framework. Likewise it is expected that selecting QE events picks out a part of the
³Hewavefunction corresponding to lower transversemomentumof the neutron, effectively
increasing the polarisation above the nominal 86% value. This must also be verified for the
choice of cuts in the analysis using the GEA code discussed in Sec. 5.10.

Further improvements to the calibrations for all detector systems offer the best hope for
improving theprecisionof thismeasurementnot only at kinematic setting 2, but for all three
settings. In particular the analysis and calibration of the coincidence timing, which was
presented in Sec. 4.5, presents a unique opportunity to greatly improve the accuracy of the
experiment when completed. The preliminary calibration of performing a global fit to each
spectrometer-arm’s timing parameters has already yielded a measurable improvement in
the resolution of the coincidence timing, which reduces the accidental timing background
under the coincidence peak, and if sufficiently calibrated might offer a method of calculat-
ing the recoil neutron momentum through precision time of flight calculations. It is hoped
to improve this calibration by first absorbing the separate fits for the timing hodoscope and
hadron calorimeterTDC information into one fully self consistent global fit, and then to use
the accelerator RF signal to align events to the nearest beam bunch - ultimately removing
dilution to the timing signals which arise from a relatively slow trigger.

Additionally, the choice of QE cuts in this analysis could be revisited in closer detail.
Relatively largeΔ𝑥 andΔ𝑦 cuts have been chosen because the statistical uncertainty (which
appears to be the dominant contribution) is minimised with these wider cuts. The inelastic
background is sufficiently suppressed evenwith this largeΔ𝑦 cut given the 0.18 <𝑊2 < 1.58
GeV² cut. However the effect of changing these, particularly with asymmetric upper and
lower bounds, should be studied in detail. Additionally, if coupled with a dedicated GEA
calculation thiswill allowa full comparisonof how theuncertainty arising from the effective
neutron polarisation within a given set of cuts evolves.

Kinematic setting 2 was the first production setting which ran, and therefore the first
time this target was used. There were many initial technical difficulties which arose and
were overcome in this analysis. The target polarimetery was not well understood at first,
and the polarisationwas considered to be fairly low for a significant period of the kinematic
setting. Great effort was made to optimise the target running conditions in order to achieve
a suitable polarisation, which ultimately made this measurement possible. However the
early polarimetry changes ultimately may introduce systematic uncertainties to the data
which is not fully encapsulated in this preliminary analysis.

This is a first analysis of data which was recently acquired, which has seen only one full
pass of detector calibrations. It was performed during the stage of data taking and imme-
diate subsequent data checking, and as such the collaboration still has to work together
to progress the calibration techniques and fully understand the subsystems and their re-
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sponses during this experiment. It is well known that further calibrations are required on
all systems, and it is expected that the confidence, and interpretable knowledge of themea-
surement (at all kinematic settings) will improve with these. While the backgrounds esti-
mated are already fairly small for thepresented kinematic point, this is not the case at higher
𝑄2, and improved calibrations are expected to reduce the large inelastic background which
ultimately contributes the largest systematic uncertainty for those kinematic settings.

This is a completely new experimental set up with a totally new target system and a new
experimental analysis in a first of a kindmeasurement. This analysis hasmeasured the elec-
tric form factor of the neutron, within challenging kinematics, at a new value of 𝑄2 with
more precision than any measurement to date. This result precedes a more complete anal-
ysis, and validates an analysis method which can be applied to the higher𝑄2 kinematics.
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Figure A.1: Schematic of BBCal trigger.
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Figure A.2: Schematic of HCal trigger.
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Figure A.3: Schematic of coincidence trigger.
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