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Abstract

Contactless health monitoring is becoming an area of significant attention, especially after the
impact of the COVID-19 pandemic. With the development of RF sensing technology, its ap-
plication prospects in healthcare have garnered significant attention. Radio Frequency (RF)
sensing techniques such as ultra-wideband (UWB) radar and Frequency Modulated Continu-
ous Wave (FMCW) radar are used in many contactless monitoring scenarios. Compared to
contact-based health monitoring methods, RF sensing technology offers users a non-intrusive
experience, which enhances patients’ quality of life. Additionally, when compared to traditional
non-contact monitoring technologies like imaging, RF sensing provides superior privacy pro-
tection, which effectively addresses users’ concerns. Artificial intelligence technology is also
advancing rapidly and has gained significant attention due to its outstanding performance across
various application scenarios. The integration of artificial intelligence with RF sensing tech-
nology can offer excellent and convenient solutions for future healthcare. This thesis proposed
a multimodal speech recognition system of UWB radar data, acoustic information and visual
information. The proposed multimodal approach achieves 96.89% accuracy in the word clas-
sification task, which indicates the performance improvement of the incorporation of the UWB

for the multimodal system compared to the single-modal system.
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Chapter 1
Introduction

Healthcare applications refer to technologies and systems used to monitor, diagnose and man-
age health conditions. Healthcare plays a crucial role in improving the quality of patients’
lives. The importance of advanced healthcare applications has received much attention in re-
cent years, especially after the impact of the Coronavirus disease 2019 (COVID-19) pandemic.
The COVID-19 pandemic highlighted the need for advanced healthcare technologies, especially
remote monitoring and diagnosis techniques as COVID-19 is highly contagious and can cause
severe symptoms, remote monitoring and early detection of symptoms becoming more impor-
tant to prevent the spread of COVID-19.

In traditional healthcare systems, contact-based techniques are employed for the monitoring
of vital signs such as the airflow measurement for respiratory rate monitoring and electrodes
to record electrocardiogram (ECG) for heart rate monitoring. These conventional systems pro-
vide accurate and reliable monitoring for patients. However, traditional contact-based methods
also come with certain limitations. Wearable devices need to be worn constantly, which can be
uncomfortable and inconvenient. In particular, the elderly may find it challenging to wear or
manage these devices consistently. However, healthcare is more crucial for the elderly, which
indicates the importance of the improved system. Privacy is also one of the concerns while
video monitoring methods are employed, such as body temperature monitor using infrared cam-
eras and fall detection using optical cameras. Moreover, recharging and maintenance can further

reduce the usability of these devices in long-term healthcare.

Radio frequency (RF) sensing provides a promising alternative to address these limitations.
RF sensing techniques use the transmitter and the receiver that emit radio waves and detect
the reflected radio waves which are affected by human activities in the region of interest (ROI).
Common RF sensing techniques include ultra-wideband (UWB) radar, Frequency Modulated
Continuous Wave (FMCW) radar and WiFi. Through analysing the RF signal affected by human

activities, RF sensing based system provides continuous and non-invasive monitoring, which can
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address the concerns of privacy and comfort.

The rapid development of artificial intelligence (AI) has also attracted widespread attention.
Al is now being employed in various fields, especially in image recognition and natural lan-
guage processing areas. The application of artificial intelligence is increasing rapidly in the
healthcare domain, such as the analysis and diagnosis of medical images [[I]. One of the most
significant advantages of Al is its capacity to process a large number of characteristics simul-
taneously, which makes it an effective approach for data processing and analysis in different
systems. By integrating Al to process RF sensing data, the system becomes more capable of
extracting comprehensive information and improving computing time consumption. Therefore,
integrating Al as the feature extraction model with RF sensing provides a more capable solution

for the RF-based healthcare system.

Speech recognition also plays an important role in healthcare. It can not only support the pa-
tient with hearing impairment to understand others, but also improve the experience for both
patients and doctors. It benefits medical conversations by accurately recording dialogues during
consultations, allowing for comprehensive documentation of patients’ symptoms. Additionally,
it enables physicians to efficiently transcribe their diagnoses and notes, significantly saving time
on administrative tasks. This efficiency simplifies procedures and improves the quality of pa-
tient care. Furthermore, speech recognition provides a hands-free method of interacting with
various medical devices, which is particularly beneficial for patients with disabilities, ensuring

they engage with healthcare services more independently and effectively.

This thesis aims to explore the potential of RF sensing in healthcare applications with the assis-
tance of Al in data processing and evaluate its effectiveness compared to traditional methods.
Specifically, this thesis proposed a multimodal speech recognition method composed of video,
audio and UWB radar data. By incorporating the UWB data, this model aims to provide a more
robust and accurate approach for the speech recognition system.

The remainder of this paper is organized as follows: Section 2 reviews the state of the arts of
Healthcare applications, RF sensing systems and the common Al algorithm. Section 3 presents
the proposed multi-modal speech recognition system, and Section 4 gives a summary of the

thesis and states the direction of future experiments.



Chapter 2
Literature review

This chapter provides a comprehensive review of the state of the arts in the field of healthcare
monitoring, including traditional contact methods and contactless methods. To explore the ap-
plications and limitations of these technologies in various healthcare projects, including vital

signs detection, human activity recognition and speech recognition.

Vital signs are key indicators of the body’s essential functions, typically including heart rate,
respiratory rate, blood pressure, body temperature and blood oxygen saturation. Vital signs are

important in indicating a person’s health information and can be used to detect early signs of

diseases [2]], [3]l.

Heart rate is an indicator which reflects the daily physiological status most. A high resting
heart rate is associated with increased cardiovascular and coronary mortality [4]]. Heart Rate
Variability (HRV) is the time difference between two beats, which indicates the balance be-

tween the sympathetic and parasympathetic nervous systems [[3]l, [[0]l.

HRV is also an important indicator of the state of the heart and the autonomic nervous sys-
tem, and even a sign of sudden death [[7]]. Heart rate can be extracted from the electrocardiogram
(ECG) and photoplethysmography (PPG). ECG signal is commonly used in medical diagnoses,
which are recorded by electrodes attached to the body. The bioelectric generated by the heart
is recorded with the electrodes and is then reconstructed as the ECG signal. However, the limi-
tation of the ECG method is obvious. In order to collect accurate ECG signals, patients should
stay still as electrodes are sensitive to any bioelectric that may caused by any movement. [{]|
Furthermore, the attached electrodes make patients inconvenient in daily life. For this reason,
monitoring Heart rate through ECG 1is not an ideal solution in daily healthcare scenarios. A
PPG sensor emits red or green light to the skin and records the changes in the intensity of the
light reflected by or transmitted through the skin. As blood absorbs more light compared with

surrounding tissue, the intensity of light becomes a great indicator of the blood flow, which
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represents the cardiac cycle [9], [I0]. The PPG sensor can be integrated into a small wearable

device which makes it a convenient heart monitoring method [[IT]|.

Respiratory rate is a sensitive indicator in critical illnesses, especially in cases of illness that
affect the respiratory system or the nervous system. Recording respiratory rate is very impor-
tant for diagnosing obstructive sleep apnea (OSA). OSA can affect the blood oxygen level and
disrupt sleep which can impact a person’s mental state in the daytime and even increase the risk
of stroke [[T2]], [T3]l. However, the recording of respiratory rate gets little attention in routine
healthcare monitoring compared to heart rate [[I4]], which may lead to missed early diagnosis of
these diseases. One of the factors that prevent daily and continuous monitoring of respiratory
rate is that traditional methods of monitoring respiratory rate tend to be contact-based and need
to be worn on the face or chest, which affects the user’s daily life severely. The contact-based
respiratory monitoring method includes capturing the breath sound, measuring the Chest and ab-
dominal wall movements, measuring the airflow, and monitoring CO; or Blood oxygen satura-
tion [[T3]]. In paper [[T6]l, the breath sound capturing method is used to detect the sleep-disordered
breath. Paper [2]] also concludes several wearable techniques such as elastomeric plethysmog-
raphy (EP), impedance plethysmography (IP) and respiratory inductive plethysmography (RIP),
both measure the movement of the Chest and abdominal wall movements to monitor respiratory

rate.

2.1 REF sensing techniques applications

RF sensing techniques provide a useful alternative in vital signs monitoring. Paper [TI7]] uses
a 77GHz FMCW radar to monitor heart rate and respiratory rate. This paper first unwrapped
the signal to eliminate the phase jump caused by the phase change that is greater than 7. Then
they applied FFT over samples of chirps to detect the distance between the radar and the patient
and the second FFT in the range of the patient to reveal the vibration caused by breathing and
heartbeats. Through these methods, the authors achieved 94% correlation for breathing rate and
80% correlation for heart rate between the radar estimates and the reference wearable device.
These signal processing procedures are the common method while processing radar data in
common healthcare tasks. A WiFi-based vital sign monitoring method is proposed in [[I8]|. The
channel state information(CSI) is recorded using an off-the-shelf WiFi device. The result shows
the WiFi-based system achieves 95% accuracy in heart rate estimation and 98% accuracy in
respiratory rate estimation. Work in [[I9] proposed an in-vehicle vital sign monitoring system.
This system is composed of a single-chip computer and an X4MO0S5 impulse radio with 7.3GHz
center frequency and 1.4GHz bandwidth. A Multi-Sequence VMD (MS-VMD) algorithm is
designed to extract vital signs accurately for the in-vehicle environment. This system achieves

a median error of 0.06 rpm for the respiratory rate monitoring and a median error of 0.6 bpm
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for the heart rate monitoring. This work demonstrated a practical application scenario for the
RF sensing based vital signs system. The accuracy of respiratory rate detection is assessed
on hospitalized patients in paper [20]]. The respiratory rate is monitored by 2.4 GHz Doppler
radar and compared with both thoracic impedance measurement and inductive plethysmographic
measurement of respiratory effort as references. The result shows the standard deviation and the
root mean square of the difference between radar measurement and references are both below 2

breaths per minute, suggesting the feasibility of radar for respiratory rate monitoring.

2.1.1 Human Activity detection

Human activity detection tasks have also received attention in health care. One of the most pop-
ular detection tasks using wearable devices is fall detection. The Accelerometer is often used
in contact-based fall detection systems. Papers [21]] evaluated the performance of 13 detection
algorithms using recorded fall data in real situations. Results show that there are sensitivity
of 83% and a specificity of 53% on average using real recorded data, which were much lower
than in simulation. Gyroscopes are also used with accelerometers in paper [22] to reduce false
positives and false negatives. However, results show there are still 60% false positives when the
subject lying down fast. As the accelerometer is often installed in smartphones, there are fall
detection systems based on smartphones [23]], [24]l. Paper [24]] detect the fall events by calculat-
ing the vertical acceleration and speed recorded by the accelerometer within a time window and
defining the threshold through experiments. The average test false negative is 2.67% and the
false positive is 8.7%. Paper [23]] This paper proposes a sensing process that can be described
as a finite state machine, which reduces the recording of irrelevant activities by judging the ac-
celeration threshold. And records the time when a suspected fall occurs and passes the data to
the classification system. The classification system extracts 8 features and passes the features to

a two-layer feed-forward network. The result of this system is stated with 100% accuracy.

Non-contacted methods are well-suitable for fall detection tasks as the devices can be deployed
in necessary places and can monitor continuously. Paper [23]| presented a camera-based fall
detection system. The system uses a Kalman filter to reduce the noise and track the presented
human, and a KNN algorithm is used to determine whether a fall event happens or not. The
system achieves a sensitivity of 96% and a Specificity of 97.6%. Paper [26] also demonstrated
a vision-based fall detection system but using a Kinect infrared camera to obtain the depth in-
formation. The depth information is processed into a 3D bounding box of the subject to track
and estimate the motion. Systems using RF sensing for fall detection are also widely discussed.
Paper [27]] demonstrated a fall detection algorithm based on the radar Doppler time-frequency
analysis and used Sparse Bayesian learning for classification. The system proposed in paper [28]]
uses an fmcw radio to collect activity data and decomposes the reflected RF signal into vertical

and horizontal heat maps to obtain spatial information. CNN is then used to extract features
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from the heat maps and detect falls. This paper also evaluated the performance of this system
in through-wall scenarios, with a 93% through-wall accuracy and 96% Line of Sight accuracy,
which shows the advantage of RF sensing based systems. A deep learning framework for RF
sensing applications is proposed in [29)]. The authors evaluated the proposed framework for
different human activity recognition tasks using CSI. A deep residual-learning-based system for
indoor localization with median errors at about 0.86m, and a Long Short-Term Memory (LSTM)

based system for five types of activity recognition with an overall 90.37% accuracy.

2.1.2 Speech Recognition

Speech recognition has been researched since the last century. Speech recognition can be de-
scribed as a maximum likelihood estimation problem. The earliest method proposed to solve
the problem of speech recognition was the maximum likelihood estimation method based on
the Hidden Markov Model(HMM) [BO]l, [BT]l. The speech recognition processes are modelled
into the Language Model and the Acoustic Channel Model. The language model represents
each word as a state and the transitions between states represent the relationship between words.
The acoustic channel model consists of two subsources, the phonetic model and the acoustic
model. Phonemes are the smallest unit of sound in a language. By modelling the phonemes,
the parameter of the model can be reduced instead of modelling words directly. Due to realistic
factors such as differences among speakers or background noise, the acoustic characteristics of
the same word can be different. By learning the output of the acoustic features from the Acoustic
processor, the acoustic model enhances the robustness and accuracy of the speech recognition
system. This model demonstrates the basic idea of the earliest speech recognition model. The
feature extraction method is crucial in speech recognition. The Mel-frequency cepstral coeffi-
cient (MFCC) is one of the most popular feature extraction methods. Since the human ear has
different sensitivities at different frequencies, it is more sensitive to low-frequency sounds and
less sensitive to high-frequency changes. The MFCC simulates the human ear’s perception of
different frequencies by applying the Mel filter bank to the spectrum. The research on the com-
parison of different parametric representations shows the great performance of MFCC in feature
representation. [32].

Since the development of Al and its excellent performance in various tasks, Al-based speech
recognition systems have also been developed. Paper [33]] reviews the development of the deep
neural network instead of the Gaussian mixture model(GMM). The GMM is used to model the
characteristics of each state generated by a mixture of multiple Gaussian distributions and uses
the Expectation Maximization (EM) algorithm to estimate the parameters. A DNN is also used
to compute the HMM state observation probability similar to the GMM. The DNN-HMM model
outperforms the GMM-HMM model on several speech recognition tasks, indicating that DNN is
more capable for capturing complex speech than GMM. The DNN in this paper refers to a feed-
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forward neural network, the authors further discussed the use of the CNN structure instead of
the feed-forward neural networks. By adding convolutional layers and pooling layers, CNN can
better capture the characteristics of speech signals, thereby improving the error rate by 6-10%
compared to feed-forward neural networks. The development of deep neural networks has also
led to the development of lip reading recognition tasks. A multi-modal lip reading system is pro-
posed in the paper [[34]]. The model in this paper consists of an image encoder, an audio encoder
and a character decoder. The image encoder uses a CNN for the image feature extraction and
the LSTM network to process the CNN output. The audio encoder uses the LSTM network to
process the audio signal directly. The LSTM decoder predicts the sequence of characters, using
a dual attention mechanism to focus on relevant parts of both the audio and video inputs. The
system is tested on a large scale Lip Reading sentences dataset based on BBC broadcasts and the
model error rate outperforms a professional lip reader. Work [[33]] proposed an attention-based
pooling mechanism to track lip movement. A spatio-temporal residual CNN is used to extract
the feature map and then processed by a Visual Transformer Pooling (VTP) block. The predic-
tion sequence is generated by an encoder-decoder transformer model, which captures spatial and
temporal information from the video frames through the use of temporal positional encodings.
The model achieves significant improvements over previous methods. This model is evaluated
on the LRS2 and LSR3 datasets, the word error rate (WER) is 22.6% on LSR2 and 30.7% on

the LRS3 dataset, showing a great performance of this lip reading system.

2.2 Artificial intelligence

2.2.1 Machine learning

As reviewed before, Al is now widely used in various healthcare applications. This section will
review the principle of common Al algorithms including traditional machine learning algorithms
and deep learning models. The concept of Artificial intelligence was first introduced in the
1950s, the idea of Al was focusing on making computers handle tasks as humans. After decades
of development, Al has become one of the most popular research perspectives, and also one of
the most useful tools in various areas. Machine learning has been the main research direction in

Al for a long time, and has developed many excellent and practical algorithms.

* Supported vector machine (SVM) was first proposed in [36]], SVM is a supervised learning
algorithm used to solve classification problems. The principle of SVM is to calculate a
Hyperplane that separates different classes, and at the same time has the largest margin
for both classes. Though SVM can only work on linear classification tasks, using a kernel
function to map the non-linear data to a high-dimension sample space makes the SVM able
to work with non-linear tasks [37]], [B8]l. SVM is one of the most popular ML algorithms

as It is supported by mathematical theory, and does not rely on statistical methods, thus
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simplifying common classification and regression problems. The limitation of SVM is

that it takes a long time to train and is difficult to use for large-scale data sets.

* K-nearest neighbour(KNN) is also an algorithm for classification. The principle of the
KNN algorithm is to determine the classification of a data point by the category of the k
data points that are closest to it. [39]] The advantage of KNN is that the implementation is
simple and effective, while the disadvantage is that if the sample size of a certain class is
much larger than the others, it may be more likely to cause classification errors. Moreover,
KNN needs to calculate the distance between the data point to all samples, which requires

a large amount of calculation.

* Random forest achieves higher accuracy by integrating more decision trees. The decision
tree is a supervised learning method. It can summarize decision rules from a series of
data with features and labels, and present these rules in a tree diagram structure to solve
classification and regression problems. The decision tree algorithm is popular as it is easy
to understand, applicable to various data, and has good performance in solving various
problems. [{0]

* K-means clustering is suitable for unsupervised classification algorithms. For the num-
ber k that needs to be classified, k samples are randomly selected as cluster centers, and
then each sample is divided into the cluster closest to it. The center value of the clus-
ter is updated and the process is repeated until the termination condition is reached. The
disadvantage of k-means is that it is sensitive to the value of k, the initial center point
and abnormal data points. []| Density-based spatial clustering of applications with noise
(DBSCAN) [A2] is one of the most commonly used cluster analysis algorithms. Com-
pared with the K-means algorithm, it does not require a given number of k in advance but
requires two parameters, the range € and the minimum number of points minPT S required
to form a high-density area. [42]] It starts with an arbitrary unvisited point and then ex-
plores the g-area of this point. A new cluster is established if there are enough points in
the €-area. If a point is located in a dense area of a cluster, the points in its €-area also
belong to the cluster. When these new points are added to the cluster, if it is also in a dense
area, the points in its €-area will also be added to the cluster. This process will be repeated
until no more points can be added so that a complete cluster is found. The advantage of
DBSCAN is that it can find clusters of any shape and can exclude the interference of noise

points.

2.2.2 Deep learning

Deep learning is the most popular topic in the field of Al at present. The rapid development

of deep learning in recent years has provided more effective methods for processing tasks such
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as image recognition and natural language processing(NLP). Lenet as one of the first proposed
CNN, attracted attention due to its high performance in text recognition tasks. It proposed
the model consists of convolutional layers, pooling layers and the activation function [#3]]. The
Convolutional layers with convolutional cores have local receptive fields to extract features from
different input parts. The activation function allows the network to fit with non-linear models.
Without an activation function, a neural network would be a linear model regardless of the
number of layers, as each layer would just be a linear combination of the previous one. Non-
linear activation functions allow the network to model more complex relationships and capture

patterns that are not linearly separable.

* AlexNet [#4]| was the first to introduce the use of ReLU activation functions and dropout
regularisation. ReLu relieves the vanishing gradient problem, therefore significantly im-
proving model performance and generalisation. The architecture of AlexNet consists of
five convolutional layers, three max-pooling layers and two fully connected layers, which

laid the foundation for deeper and more efficient neural networks.

 The VGG Network [A3] further increased the depth of the network by replacing the large
convolution kernels by stacking multiple small convolution kernels, which increased the
non-linearity and reduced the number of parameters while keeping the same receptive
field. This architecture enabled the extraction of more complex features and contributed
to an improvement in accuracy. The simplicity and effectiveness of the VGG architecture

have made it a popular choice for many applications.

e ResNet IE] is one of the most widely used convolutional neural network (CNN) models,
primarily because it effectively solves the vanishing gradient problem. This issue, com-
mon in deep networks, occurs when gradients become too small during training, causing
the model’s weights to stop updating, especially in very deep networks. The residual block
makes information and gradients propagate more easily in deep networks by introducing
skip connections, thus avoiding the rapid decay of gradients. The residual connection en-
ables the training of a very deep network and improves the performance significantly. The

architecture of residual connection laid the fundamentals for other deep neural networks.

e LSTM (Long Short-Term Memory) is a specialized architecture of Recurrent Neural Net-
works (RNN) introduced by Hochreiter and Schmidhuber in 1997 . The core of LSTM
is the memory unit. The LSTM processes the information through the three gate struc-
tures, which are the input gate, the forget gate and the output gate. This structure effec-
tively preserves the long-term transmission of information and enables LSTM to perform

well in processing and predicting sequence data.

* Transformer is proposed as an innovative attention-based model. [A8]] The Transformer

model is composed of multiple stacked encoders and decoders. The Encoder is composed



CHAPTER 2. LITERATURE REVIEW 10

of several layers with 2 sublayers, the multi-head self-attention mechanism and a feed-
forward network. The multi-head self-attention takes each input token and generates three
vectors: Query (Q), Key (K), and Value (V). The model calculates attention scores by
taking the dot product of the Query and Key vectors. These scores are scaled and passed
through a softmax function to get attention weights as the encoder output. The decoder
architecture is similar to the encoder, with one more multi-head self-attention sublayer
to process the output from the encoder. The input for the encoder is embedded with the

positional encoding to represent the connection in context.

These DNN architectures have not only advanced the state of the art in image recognition but
have also inspired new directions in neural network design, emphasizing the importance of

depth, connectivity, and efficient feature extraction.

2.3 Summary

In summary, this section reviews the recent technologies in healthcare, including RF sensing in
human activity recognition and speech recognition, along with the applied machine learning and
deep learning algorithms. For vital sign monitoring, the traditional ECG and PPG methods are
reviewed, both methods provide accurate vital sign monitoring with multiple attached sensors.
In comparison, different RF devices based vital signs monitoring systems are also reviewed,
including the fmcw radar based system, the WiFi-based system and the Doppler radar based
system.

* Heart Rate Monitoring: RF-based methods demonstrate promising accuracy, with WiFi
CSI-based approaches achieving up to 95% accuracy, while FMCW radar-based methods
report a correlation exceeding 80% with wearable ECG sensors. In-vehicle RF sensing
for heart rate monitoring shows a low error margin of approximately 0.6 bpm, making it

suitable for real-world applications.

* Respiratory Rate Monitoring: RF-based respiratory rate monitoring exhibits high re-
liability, with Doppler radar-based methods achieving 98% accuracy and an error below
2 breaths per minute (bpm). FMCW-based sensing reports comparable results, while in-
vehicle RF monitoring further refines precision, achieving an error of only 0.06 respira-

tions per minute (rpm).

* Human Activity Recognition: Traditional accelerometer-based methods report an 83%
sensitivity for fall detection but suffer from high false positives of 53% . Camera-based
approaches, leveraging Kalman filtering and KNN classifiers, achieve 96% sensitivity and

97.6% specificity, showing strong performance in controlled environments. RF-based
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methods using FMCW radar and deep learning achieve 96% accuracy in line-of-sight sce-
narios and maintain 93% accuracy even through obstacles, highlighting their robustness

in real-world applications.

» Speech and Lip-Reading Recognition: Traditional HMM-based speech recognition re-
mains widely used but struggles with noise robustness. DNN-HMM hybrid approaches
reduce word error rates by 6-10% compared to GMM-HMM systems. RF-assisted lip-
reading models demonstrate a 22.6% WER on LRS2 datasets and a 30.7% WER on LRS3
datasets, showing promise in multimodal speech recognition but still requiring improve-

ment for real-world applications.

The results of these different RF-based systems all show a high accuracy in vital signs detection
tasks. Moreover, the RF-based systems have the advantage of the ability to perform through the
wall monitor and are easy to deploy in the necessary environment. Then fall detection which
is the major task of human activity detection in healthcare is reviewed. Including the wearable
accelerator and Gyroscopes based systems, the visual-based systems and the RF-based system.
The wearable systems are capable of detecting the fall at any place, however, the detection
threshold should be strictly examined to reduce the wrong detections. The visual-based system
1s accurate but it can lead to privacy concerns. For the speech recognition and lip reading tasks,
the research on RF-based systems is very limited. The traditional speech recognition algorithm
and the feature representation models are reviewed and compared with Al-based systems, the
Al-based systems outperform the conventional GMM-HMM systems. Furthermore, the Al-
based lip reading systems also show great performance on the visual dataset. These results
suggest the ability of the Al models in such context-related tasks. Finally, the most common
machine learning algorithms and deep learning models are reviewed to specify the principles
of deep neural networks. Through this review, the limitations of traditional technologies and
some traditional algorithms are summarised, which indicates the importance of developing the
RF sensing healthcare system and the benefits of integrating the Al model.



Chapter 3

Multi-modal speech recognition system

3.1 Introduction

According to a report from the World Health Organization[{9]l, the global population is ex-
pected to reach 10 billion by 2050, and the number of people suffering from hearing loss is
predicted to reach 2.5 billion. This highlights the need for effective and robust hearing aid sys-
tems. Moreover, the COVID-19 pandemic shows a negative impact on people with hearing loss
in understanding others’ speech. Since masks obstruct the lip reading and affect the perfor-
mance of audio-based hearing aids[50]]. Currently, audio-based and video-based hearing aids
are the dominant research aspects, but they face practical issues and are vulnerable to various
environmental factors since audio-based systems may not perform optimally in very noisy en-
vironments. In recent years, the emergence of RF-based lip-reading systems [51]| provides a
promising alternative solution for the future of hearing aids. Unlike audio-based systems, RF
signals are not affected by acoustic conditions, and their penetrability enables them to work
through obstacles and walls. Consequently, hearing aid systems that incorporate RF signals can
better resist the variations of environmental factors than traditional solutions. Furthermore, RF-
based sensing is a privacy-preserving method as it only detects slight movements of the target’s
lips without capturing sensitive information. However, the robustness and accuracy of RF-based
speech recognition often require the support of vast amounts of measurement data, which can be
time-consuming and laborious. Developing effective signal processing and denoising algorithms
is also necessary to mitigate interference from other movements during lip-reading, which could

be quite challenging.

To address these limitations, the fusion of audio, visual and RF information could provide a more
robust and accurate solution than relying on just a single modality. In this way, the strengths of
each modality can complement each other, allowing hearing aids to address a variety of chal-
lenging sensing scenarios. As a result, we propose a novel multi-modal SR system for hearing

aids in this research that can gather information across audio, visual, and RF modalities and

12
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achieve considerable recognition improvements over single-modal SR systems. To simultane-
ously extract features from different modalities and perform effective analysis, a multi-input
convolutional neural network (CNN) is implemented. The network consists of three separate in-
putting models for initial feature extractions, a concatenation layer for concatenating extracted
features along channel dimension, and a ResNetlS[@]-based classification model. Meanwhile,
our work has comprehensively investigated different sensing modalities individually and also
different fusion schemes, including audio-visual, audio-RF, visual-RF and audio-visual-RF fu-
sions. Especially, the RF sensor used in this work is impulse radio ultra-wideband (UWB) radar,
which has been extensively deployed in various applications, such as activity recognition[[52],
[53]l, localization[[54]], and vital sign detection[55]]. It features low power consumption, high
accuracy, high data acquisition rate and high noise resistance, which plays an important role in
this work. In the end, we have conducted a series of experiments based on our multi-modal
dataset[[50] to validate the performance of the proposed system, where the experimental results

have demonstrated the effectiveness of the proposed fusion system.

m=) | 2D-
M ResNet ‘ Fuws

UWB signals

-7 o'

ResNet Faudio Feat
3D- = Fur
ideo F: Feature maps
ResNet FC: Fully connected layer

Video stream

Figure 3.1: Architecture of the multi-modal network

3.2 Methodology

The procedure of the whole system is shown in Fig. [3.1 This section will introduce the principle

of the sensing methods, pre-processing method and the feature extraction method involved.

3.2.1 Data pre-processing

UWRB radar is a type of impulse-based radar that uses very short and low-power pulses to trans-
mit the radar signal. UWB is defined as where the bandwidth is larger than 500 MHz which
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- ‘m

(a) UWB data of word "help’ (b) UWB data of word ’Ambulance’ (c) UWB data of word 'Rescue’

(d) Audio data of word "help”  (e) Audio data of word ’Ambu- (f) Audio data of word 'Rescue’
lance’

(g) Video frames of word "help’ (h) Video frames of word ’Ambu- (i) Video frames of word 'Rescue’
lance’

Figure 3.2: Processed data of UWB, Audio and Video respectively

allows UWB radar to detect objects with high resolution and low power[[57]]. Therefore UWB
radar can be used in multiple detecting applications such as through-wall object detection and
tracking, and human motion analysis. The distance of the object is gathered by measuring the
Time of Flight (ToF) of the reflected signal d = %, where d is the distance, c is the speed
of light and 7 is the time delay of the received signal. The distance distinguish resolution is
given by Ry = 55, where Ry is the resolution, B is the bandwidth of the impulse signal. Larger
bandwidth provides more precise distance detection.

For the UWB data, the in-phase and quadrature (IQ) data of each pulse is extracted from
the radar signal. The response of reflected radar signal depends on impulse delay from detected
object distance to radar, which can be represented as the Equation 3.1}

d(1)+d;(7)

s(t,1) = Y ai(t,t)e 273 (3.1)
i=1

where ¢ represents frame time, 7 and i represents ToF delay and multipath index, A represents the
wavelength of the UWB signal. After raw data collection, the moving target indication (MTI)
technique is applied to filter out static targets, leaving only the moving targets. We eliminate the
signal of a specific time interval at a particular weight to significantly suppress static fake peaks
that are not related to human motion in this case. The Short-Time Fourier Transform (STFT) is
then used to create a time-frequency representation of the signal in the form of a spectrogram.

By applying this pre-process method, the UWB data is transformed into a spectrogram for fea-
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ture extraction using deep learning models.

The audio data is converted to Mel-Spectrogram to train the network. The Mel-spectrogram
offers a more accurate representation of how humans perceive sound compared to a standard
spectrogram. This is because human perception of frequency is not linear, it is more sensitive
to lower frequencies than to higher ones. By emphasizing this sensitivity, the Mel-spectrogram
provides a closer approximation to how we interpret sound in the real world. The formula for

calculating the Mel frequency is given in equation [3.2]

Mel(f) = 2595 x log,, (1 + %) (3.2)

For the concern of the data size and the computation cost, the video data is first processed using
The dlib face recognition to label the landmark of each participant and crop the video frames into
lip area as shown in Fig[3.2] The video frames are then resized to the same size and converted

into greyscale for training.

3.2.2 Multi-modal feature extraction

The architecture of the multi-input CNN is shown in the block in Fig[3.1 UWB and audio data
are processed to the spectrogram, which is represented as a 2D matrix. On the other hand,
video data has an additional dimension to indicate the sequence of each frame. Hence, the
feature extraction network is divided into two parts. A 2D Resnet architecture is used to extract
features from the UWB and audio spectrogram, while a 3D Resnet architecture is used for the
video feature extraction as 3D CNN also incorporates temporal information by analyzing the
sequence of frames over time. This makes it well-suited for video-based SR tasks. The feature
maps obtained from each input source are then concatenated to represent the overall feature of
the speech.

3.3 Evaluation and discussion

3.3.1 Experimental Setup

The data collection setup is shown in Fig[3.3]In this research, we utilized three different sensors
to collect a multi-modal dataset. The Kinect v2 is used to collect the video and audio data, and
the XeThru X4MO3 to collect UWB data. The speech data consists of 15 different words that
are commonly used in healthcare-related scenarios. Each word was repeated 10 times by the
participants. The list of words is as follows: order, assist, help, ambulance, bleed, fall, shock,
medical, sanitize, doctor, accident, rescue, emergency, heart and break. Details of the dataset
are referred from [56]]. The UWB radar setup is shown in Table[3.1]
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Figure 3.3: Setup of data collection

The Kinect v2 has a 1080p resolution RGB camera and a 512 x 424 resolution depth camera.
It captures 1920 x 1080 video at 30 fps. And a 4-microphone array to collect the audio data in
256 kbps and 16-bit depth.

3.3.2 Network Training

The hyperparameter for training is listed in table[3.2] The training of this multimodal model was
run on an Nvidia RTX 3080 graphics card with 12GB memory. Considering the data volume
of the multimodal dataset and memory limitations, the size of each batch was set to 6. The
loss function used is the cross-entropy loss function. The cross-entropy loss is one of the most
commonly used loss functions in neural network training. The expression of the cross-entropy
loss function is listed below. Where y is the one-hot encoding real label and ¥ is the probability

distribution of the predicted label, n denotes the total classes.

n
I(y,§) =— ) yjlogy;. (3.3)
j=1

The Adam optimizer was employed instead of the common stochastic gradient descent(SGD)
optimizer. Adam is also one of the most widely used optimizers. The Adam optimizer employs
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Parameter UWB Impulse radar

Center Frequency 8.745 GHz
Sampling Frequency 23.328 GHz

Frame Rate 300 Hz
Bandwidth 1.5 GHz
Antennas 1Tx/1Rx

Table 3.1: Parameters of UWB impulse radar

Hyparameter ‘ Value
loss function | Cross-entropy Loss
Optimizer Adam
Bi 0.9
B2 0.999
Batch Size 6
Learning rate 0.001

Table 3.2: Hyperparameters in multi-modal network training

two hyperparameters 3; and f;, which regulate the gradient descent process, thereby acceler-
ating convergence and reducing sensitivity to the learning rate.[58]] Considering the significant
volume of data and the relatively modest batch size, each training epoch requires approximately
150 seconds. The SGD optimizer requires more epochs and is also harder to converge in our
test. Therefore the Adam optimizer is chosen though it may cause some fluctuation of the loss

in the training progress.

3.3.3 Result and Discussion

The confusion matrix in Fig[3.5] shows the performance of three modalities and three fusion
models, respectively. The results show that multi-modal SR outperforms any uni-modal de-
tection method. Specifically, the accuracy of video incorporating UWB data SR has achieved
87.55%, improving uni-modal SR only using UWB data or video by around 1.5% to 6.5%.
As mentioned earlier, RF and visual information fusion can greatly enhance system perfor-
mance and robustness in a variety of challenging environments, such as poor lighting conditions,
wearing-mask targets, etc., where RF sensors can provide complementary information to fill in
the missing (high-quality) visual information. On the other hand, the fusion of audio and UWB
information can also improve the corresponding uni-modal SR accuracy by around 2% to 3%.
This is of great significance for enhancing SR performance and traditional hearing aids systems

in noisy real-world environments. Finally, we also tested the fusion of three modalities that in-
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Figure 3.4: UWB result vary from 1-5 people

clude RF, visual and audio data and have demonstrated a high SR accuracy of 96.89%. It can
be seen that the proposed system has shown sufficient capability in SR scenarios and has great

potential to be implemented in future hearing aids technologies.

From the bar chart Fig[3.4] it can be seen that the recognition accuracy of the UWB radar de-
creases from 87.5% to 80.97% as the number of people increases. This may be due to the differ-
ences in individual such as different lip shapes, speaking speeds, and speaking habits, leading
to the decade of performance in multi-user situations. However, the fusion model of UWB and
other sensing sources shows improvement, indicating that the multi-modal SR supplements the

information for each modality.

3.4 Conclusion

In summary, this research proposed a multi-modal SR system and compared the performance
between the multi-modal system and each uni-modal system. Through experimental compar-
ison and analysis, this research has comprehensively demonstrated that the fusion of multiple
modalities can effectively improve SR accuracy compared to uni-modal systems. Further, the

mutual complementary of different information can greatly improve the robustness of the system
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Figure 3.5: Results of human SR task among 15 words with UWB radar, audio signal, video
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respectively.
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in various complicated environments, which is crucial for real-world hearing aids. Especially,
the incorporation of RF sensing demonstrated promising outcomes, which indicate the potential
of the RF sensing fusion model in SR applications. Overall, the proposed system provides an
effective and feasible framework for the development of future hearing aid systems. Meanwhile,

there are several main challenges of this model:
* The accuracy of SR based on UWB radar needs improvement to achieve a precise SR.

* The generalization ability of UWB radar for different recognition objects is not adequate.
We need to improve the UWB recognition model to enhance its generalization for different

targets.

* The use of a Deep Neural Network requires computing power, and the model and the data

pre-process procedure need to be improved to achieve real-time recognition.

This limitation indicates that the current dataset may not be sufficiently large or diverse to cap-
ture the full range of inter-subject variation. Another source of error comes from the resolution
constraints of the IR-UWB radar. Although it is capable of capturing small lip movements theo-
retically, signal interference and noise from different characteristics of each participant unrelated
to speech can introduce additional complexity. Hence, the accuracy of the UWB result is lim-
ited, especially in multi-person scenarios. Furthermore, the audio modality remains sensitive to
background noise, and fusion strategies currently do not dynamically adapt to changing noise
levels. These limitations highlight future improvement directions in dataset expansion, model

enhancement, and adaptive fusion mechanisms to mitigate modality-specific weaknesses.



Chapter 4
Conclusions and Future Expectations

This thesis first reviews the commonly used healthcare technologies in various application sce-
narios. Including vital signs monitoring, motion detection and speech recognition, which are
widely concerned areas. By reviewing the state of the arts, some limitations of traditional
contact-based techniques are concluded, indicating the advantages of RF sensing based tech-

niques in overcoming these shortcomings.

Then, a multimodal speech recognition model that integrates UWB radar information assistance
is proposed. A large-scale multimodal data set is collected and used in verification. This is an
innovative multi-modal speech recognition system incorporating the UWB data for lip reading.
The system achieves high accuracy in classification among 15 English words commonly used
in healthcare scenarios. Compared with the results of the single source model, the incorpora-
tion of RF data improves the recognition ability of the system, proving the feasibility of using
RF data in the voice recognition system. Compared with traditional speech recognition models,
this multimodal speech recognition model is more robust under harsh conditions, such as noisy
environments, providing a possibility for future hearing aid design. Even though the resolution
of UWB radar is capable of capturing the lip movement of speaking in theory, the classification
accuracy of a single RF source is still lower than that of traditional audio and video models, and
the classification accuracy decreases to a certain extent as the number of participants providing

data increases.

The result shows that there are still certain shortcomings in using UWB as a single lip read-
ing data source. The reason for this phenomenon may be that there are still certain differences
in facial features when reading between different individuals, and the amount of data and model
size of the existing data set are not enough to learn enough generalized information to elim-
inate the impact of these differences. This limitation also points out the direction for future
work. First, a larger dataset with more participants will help the model learn more generalized

and robust representations of facial features. This could help reduce the individual variation

21
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error in the SR system. Secondly, the more advanced deep neural network architectures such as
Transformer may contribute to a better multimodal modelling capability. Lastly, more advanced
fusion strategies can be explored instead of simple concatenation that can better balance the
weights of different modalities under different environments. With the improved system, poten-
tial applications could include integration into smart hearing aids that can operate effectively in
noisy and dynamic environments, communication systems for patients with speech or hearing
impairments. Furthermore, due to the privacy preserving properties of RF sensing, this system
may also find applications in elder care and smart home healthcare monitoring, where discreet

and continuous interaction support is required without compromising user privacy.
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