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Abstract 

Immersive technologies, such as virtual reality (VR) headsets, offer opportunities 

to transform time spent in transit by customising the user's reality with virtual 

content rendered anywhere around them. However, their widespread use remains 

limited due to the disconnect they create from the surrounding environment, 

reducing user’s awareness and ability to respond to social cues. To address this 

challenge, this thesis proposes the concept of Reality Anchors, which integrate 

cues from the real world into virtual environments to retain immersion and 

alleviate concerns about using immersive technology in transit. Through a series 

of studies, this research investigates how Reality Anchors can address awareness 

needs and support the adoption of immersive technologies in transit. 

Studies I and II identified barriers to adoption through surveys, confirming that 

immersive headset use in transit raises concerns about safety, awareness, and 

social acceptance. Rooted in users' lack of awareness of surroundings, other 

passengers, personal belongings, and journey progress, these concerns varied with 

journey length. Longer journeys, such as on flights, showed higher acceptance due 

to lower awareness needs and greater interest in entertainment, while shorter 

journeys, like those on buses, posed greater challenges requiring heightened 

awareness. These findings informed the design of initial Reality Anchors focused 

on addressing safety, awareness and social concerns. Building on this, Study III 

evaluated Reality Anchors using VR simulations of short transit journeys, 

identifying people and personal belongings as the most useful anchors. Study IV 

extended this exploration, investigating anchor usage in journey types categorised 

as self-managed and externally managed. Findings revealed that Reality Anchors 

must be flexible to accommodate changing user needs, with self-managed 

journeys requiring more anchor support. Finally, Studies V and VI bridge the gap 

between lab and real-world contexts. Study V explored asymmetric co-located 

passenger experiences, where passengers using different devices navigated real 

unexpected interactions. Study VI examined how passengers maintained 

awareness under changing real-world conditions. Together, these studies 

demonstrate the potential of Reality Anchors to reduce key safety, awareness, 

and social concerns. This thesis represents a first step toward enhancing 

immersive technology acceptance in transit environments and provides actionable 

recommendations for the future design of Reality Anchors. 
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1 Introduction 

1.1 Motivation 

The amount of travelling has been steadily increasing, driven by both work 

commutes and leisure journeys. The latest available data from 2022 shows that 

the average person in England completed 862 trips per year across both private 

and public modes of transport [235]. Not only are there a large number of trips, 

but the time spent travelling also makes this a significant part of modern routines, 

with the average daily commute now reaching 28 minutes [235]. As journeys get 

longer, spending time travelling effectively is becoming increasingly important. 

Research shows that time spent travelling is often seen as ‘wasted’ [213], and 

passengers frequently rely on electronic devices like mobile phones, laptops, and 

tablets, often connected to headphones, for productivity, entertainment [55, 56], 

or to mitigate the discomfort of travelling in close proximity to others [46, 119, 

191].  

Immersive technologies could offer a solution for making journeys more enjoyable 

and productive by providing control and customisation over how we experience 

reality, for example, in a cramped transport setting. Their key advantage over 

traditional devices lies in their ability to simulate unlimited screen sizes and 

render virtual content anywhere around the user. These capabilities enable 

passengers to have personal and private experiences, allowing them to escape 

confined spaces and immerse themselves in entirely different environments. 

Moreover, advancements in immersive technologies, such as the recent release of 

the Apple Vision Pro [236], highlight growing industry interest and the increasing 

feasibility of integrating these technologies into everyday life. However, while 

there are early signs of adoption in in-flight contexts [237, 238], which are more 

enclosed and controlled environments, immersive headsets have not yet been 

widely adopted for on-the-ground transportation. By blocking out reality, 

immersive headsets may limit users' awareness of their environment, including 

personal belongings, fellow passengers, and the surrounding space, potentially 

making them less socially acceptable in transit contexts. 

The basis of this thesis is addressing the challenge of restoring elements from 

reality that people lose when using immersive headsets in transit contexts. 
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Current reality-awareness solutions, such as Meta’s Quest’s ‘Guardian’ and ‘Space 

Sense’, which outline spatial boundaries, can be disruptive [142]. These systems 

may suddenly appear in a moving environment, are not within the user's control, 

and are poorly suited to transit settings, as sensor data often misinterprets vehicle 

motion as user motion. Similarly, features like ‘Passthrough’, commonly used in 

headsets such as the Meta Quest 1 to 3 or the Apple Vision Pro, provide a video 

feed of the surrounding environment, but that can break the immersion in the 

virtual experience [85]. Research efforts to enhance reality awareness, such as 

visualising nearby passersby [126], employing physical world overlays [118], or 

creating windows and ‘gates’ to reality [49, 217], are primarily focused on static 

and controlled environments and are not suited to address the social challenges 

inherent in transit contexts.  

Awareness needs go beyond practical concerns and pose a significant hurdle for 

the social acceptability of immersive headsets. Unlike traditional devices, 

immersive headsets create a barrier that prevents users from remaining visually 

aware of their surroundings or responding to social cues. This lack of awareness 

can lead to uncomfortable situations or breaches of social conventions [126, 218], 

such as accidentally entering another passenger's personal space. These 

challenges are amplified in transit, where social contexts shift constantly as 

vehicles move through different neighbourhoods and new passengers board or 

disembark. In such environments, passengers may need to maintain awareness of 

the surrounding furniture [173, 220], fellow passengers [110, 217], journey 

progress [99], and important announcements [99, 123, 217]. 

To address these challenges, this thesis investigated how showing cues from 

reality, referred to as ‘Reality Anchors’, in virtual environments can help keep 

users grounded in the real world while maintaining immersion. While the term 

reality anchor originates in philosophical writing by Michael Heim [66], where it 

refers to existential anchors such as mortality, this thesis adapts the idea to 

describe visual cues that represent physical objects in the real world. These may 

include people, furniture, or personal belongings, and are used to help ground 

users within their physical surroundings while using immersive technology. 

This is a first step in designing reality-awareness solutions that support immersive 

headset use in dynamic public settings. It is worth noting that other barriers also 
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impact the adoption of immersive headsets, such as reluctance to be immersed in 

virtual environments, the currently ‘bulky’ form of the devices [45, 239, 240], 

motion-sickness [121], gesture use [4, 72, 128] and privacy concerns [144]. 

However, this thesis argues that concerns affecting the device’s social 

acceptability are the most significant challenges to overcome. Exploring social 

acceptability serves as a preventative measure; addressing it early can help shape 

the design of these technologies to better cater to user needs and avoid rejection 

[32, 130, 231]. To address this, the research reported here explored what cues 

from reality can be used and how they can address the unique needs and 

challenges of passengers across various journey types, from short bus commutes 

to long-haul air flights, to enhance social acceptance. 

The first part of this research identifies barriers to the adoption of immersive 

headsets, with transport mode and journey length as core factors of interest. 

These aspects, which have not been explored in depth in prior literature, provide 

a foundation for understanding key concerns and journey contexts. Building on 

this, the research tested the proposed concept of Reality Anchors. Reality cues 

such as the presence of other passengers, personal belongings, internal furniture 

and journey information were evaluated to determine their role in enhancing 

awareness, safety, and social acceptability. The research also identified two 

distinct categories of journeys: self-managed and externally managed. These 

categories were then used to further evaluate the concept’s effectiveness in 

meeting the varied needs of different journey types. Finally, the research 

examines the impact of real-world contexts on Reality Anchors, focusing on real 

passenger interactions and real-transit settings to uncover insights that cannot be 

fully captured in controlled lab studies. 

1.2 Thesis Statement 

Immersive technologies are not yet widely used while travelling due to awareness, 

safety and social concerns. This thesis argues that introducing objects from 

reality, referred to as Reality Anchors, represents an initial first step towards 

mitigating these concerns. By identifying the specific cues needed for travel 

contexts, such as other passengers, personal belongings, the surrounding 

environment, and journey information, this research demonstrates how Reality 

Anchors can enhance the social acceptability of immersive technologies. 
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Furthermore, this thesis contributes valuable knowledge about awareness needs 

in transit settings, providing a foundation for designing systems that address 

barriers to the adoption of immersive headsets in transit. The findings are based 

on an in-depth investigation using surveys, lab studies, and in-the-wild 

experiments. 

1.3 Research Questions 

This thesis addresses the following research questions: 

Q1: How do mode of transport and journey length affect the social acceptability 

of immersive technology use on public transport? 

Research Question 1, explored through Studies I and II, investigates VR usage 

during flights and various forms of ground public transport via two surveys, 

analysing users' attitudes towards VR travel experiences. The goal is to identify 

barriers to adoption based on factors such as transport mode, journey length, 

activity, and social context. This understanding is a critical step before designing 

solutions to address these challenges. 

Q2: Can Reality Anchors based on people, objects, environments and journey 

information alleviate concerns explored in RQ1, while maintaining immersion?  

Building on the findings from RQ1, Research Question 2, explored through Study 

III, introduces the concept of Reality Anchors and investigates key reality cues—

such as other passengers, personal belongings, and internal furniture—identified 

as the most important awareness needs through surveys. These cues were 

examined during a simulated short bus journey to understand how they impact 

users' feelings of safety, social acceptability, awareness, presence, escapism, and 

immersion, all of which are significant barriers to adopting immersive technology 

in transit. Journey information is also incorporated into the Reality Anchors list in 

Study IV, further exploring its role in meeting immersive device users' awareness 

needs within a transit context. 

Q3: How do Reality Anchors need to adapt based on journey type and dynamic 

user needs during travel?  
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Work conducted in Study III revealed that immersive headset users prefer to 

selectively choose anchors that meet their specific journey needs, with 

preferences varying according to the journey type. Journeys were categorised as 

either self-managed or externally managed. This research question, explored 

through study IV, investigates how passengers interact with Reality Anchors across 

these journey types. Understanding the ability to generalise anchor use in 

different contexts is crucial for shaping future immersive technology designs. 

Q4: Can Reality Anchors improve the acceptance of immersive technologies in 

real-world transit settings? 

Studies I-IV explored barriers to immersive headset adoption in transit, awareness 

needs in transit contexts, the concept of Reality Anchors, and ways to adapt them 

for changing user needs during travel. Research Question 4, explored through 

studies V and VI, focuses on understanding how reality awareness needs are 

influenced by real-world settings, such as interactions between passengers or the 

use of immersive devices in an in-the-wild transit setting. The work conducted in 

studies V and VI is a novel investigation into these issues in real-world transit 

environments, aiming to gain additional contextual insights that cannot be 

replicated in lab settings, ultimately providing the necessary insights for future 

development of reality awareness solutions such as Reality Anchors. 

1.4 Overview of Studies 

The following table summarises the studies conducted in this thesis and links them 

to the relevant chapters and research questions. A more detailed illustration of 

how the studies build on one another, including key methods and findings, is 

provided in Appendix G: Visual Mapping of the Progression of Studies in This Thesis. 

RQ Chapter Study Purpose 

RQ1 Chapter 

3 

Study I &  

Study II 

Identify barriers to adoption, focusing on core factors 

such as transport mode and journey length, while 

additionally exploring secondary factors like activity 

and social context. 
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RQ2 Chapter 

4 

Study III Introduce the concept of Reality Anchors and 

investigate their impact on safety, social 

acceptability, awareness, presence, escapism, and 

immersion. 
RQ3 Chapter 

4 

Study IV Investigate how passengers interact with Reality 

Anchors across self-managed and externally managed 

journeys. 
RQ4 Chapter 

5 

Study V &  

Study VI 

Investigate how reality awareness needs are 

influenced by real-world settings, such as 

interactions between passengers and an in-the-wild 

transit setting. 

Table 1.1: A summary of studies presented in this thesis. 
 

2 Literature Review 

2.1 Introduction 

This chapter outlines the motivation and reviews key research areas related to the 

research questions explored in this thesis. Section 2.2 begins by defining the term 

‘immersive technology’ as used in this thesis, while introducing the relevance of 

the virtuality-reality continuum concept and providing a brief overview of the 

current state-of-the-art immersive headsets, setting the necessary background. 

Section 2.3 outlines the key motivators for this research, highlighting how 

technology is currently used in transit and the benefits immersive technology 

offers over traditional devices. The literature review then examines related work 

on social acceptability and the challenges of immersive technology adoption in 

transit environments (Section 2.4). It further discusses how reality awareness is a 

key hurdle to overcome, noting that current solutions are not designed for transit 

contexts (Section 2.5). The chapter concludes by introducing the research and 

data collection methods employed throughout the thesis (Section 2.6), followed 

by a discussion of the open challenges addressed by this thesis (Section 2.7). 

2.2 Defining Immersive Technologies 

This thesis discusses work related to technologies like ‘Virtual Reality’ (VR) and 

‘Augmented Reality’ (AR) that significantly alter or augment one's perception of 

reality. There are multiple umbrella definitions for these technologies within the 
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HCI community and literature, such as ‘Mixed Reality’ (MR) [182], ‘Extended 

Reality’ (XR) [149], and ‘Immersive Technologies’ [186]. For consistency, it is 

necessary to begin this literature review by setting out the terminology used 

throughout. 

While the studies in this thesis employ Virtual Reality headsets, the term 

‘Immersive Technologies’ is used throughout, as this work speculates that future 

devices will offer varying degrees of real and virtual content to suit user needs. 

Thus, the findings of this work will be applicable to a range of immersive devices 

that adapt to the user’s preferences in terms of the mix of real and virtual 

elements. This approach avoids limiting the scope of the research to current 

definitions or classifications of these technologies. This thesis focuses on a specific 

space within the virtuality-reality continuum proposed by Milgram [131, 132], 

where most of the user’s experience is virtual, enhanced by augmented reality 

cues. This concept helps position this work within the broader spectrum of 

immersive technologies, spanning various devices and user experiences. The 

continuum will be discussed further in the next section to explain where this thesis 

fits within existing research. 

2.2.1 The Virtuality-Reality Continuum 

 

Figure 2.1: Reality-Virtuality (RV) Continuum  [131, 132] adopted for this thesis. 

 

The Reality-Virtuality (RV) Continuum scale proposed by Milgram [131, 132] 

outlines a spectrum of environments, ranging from completely real to entirely 

virtual. The specific placement of an environment on this continuum is determined 

by the amount of real-world information incorporated into the virtual world. In 

this thesis, a broader interpretation is adopted by including mobile phones within 

the AR/VR continuum, acknowledging their ability to engage users deeply in digital 
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content without significantly altering or occluding their perception of the 

surrounding environment. A mobile phone user represents one end of the 

spectrum, where the user's awareness of reality is minimally obstructed, thus 

allowing them to observe their real-world environment. In contrast, a VR headset 

user, positioned at the opposite end, can be fully immersed with the surrounding 

environment entirely occluded. 

It is worth highlighting that the introduction of cues from reality, a core concept 

proposed by this thesis, situates the user towards the more virtual end of the 

Reality-Virtuality Continuum, in what Milgram terms ‘Augmented Virtuality’. In 

this state, the user is immersed in a predominantly virtual world, with elements 

from the real world incorporated (see Figure 2.1 for a visual representation of 

Milgram's RV Continuum). 

2.2.2 Current State-of-the-Art 

A Head-Mounted Display (HMD) is a wearable device designed to display immersive 

content, ranging from fully enclosed helmets to lightweight goggles [177] or see-

through glasses [52]. Due to its mobility, it has great potential to be used in transit 

and, therefore, is used in this research. For the purpose of this thesis, HMDs are 

also referred to as 'headsets' or 'immersive devices', with the terms used 

interchangeably. VR concepts can be traced back to the late 1960s with the 

introduction of the first VR HMD, providing its user with an image that changed 

with their movement [187].  Since then, VR technology has continued to advance, 

with improvements in design and functionality over the years (Figure 2.2). 

Over the years, VR headsets have evolved in form, becoming more compact, while 

also improving in processing power and functional capabilities. Early headsets 

were tethered devices, which required physical connections to powerful external 

computers via cables to deliver high-fidelity experiences. Current definitions 

describe the technology as a computer-generated, three-dimensional environment 

that is not only interactive but also capable of stimulating a feeling of presence 

and fully immersing the user [92, 207]. An example of a modern tethered headset 

is the HTC Vive [73], which provides enhanced graphics and precision but requires 

a cable connection and additional equipment for tracking movement [73, 241].  
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As VR technology advanced, the development of more mobile devices occurred 

alongside the continued evolution of high-performance tethered headsets. Mobile 

headsets offer an alternative by addressing many of the constraints associated 

with tethered devices, such as limited portability and dependence on external 

hardware. Early modern mobile headsets, such as Meta’s Quest 1 [40] and Quest 

2 [242], integrate processors and sensors, offering greater freedom of movement 

and removing the constraints of cables or external setups. For basic reality 

awareness, early mobile headsets include simple passthrough modes, often in 

black and white and lower definition, enabling users to briefly view their physical 

surroundings outside the virtual environment. Their portability allows them to be 

used anywhere, opening up opportunities for VR applications beyond constrained 

indoor environments. 

More recently, manufacturers have been moving away from positioning their 

devices strictly as VR headsets, shifting the focus to mixed reality experiences 

that can blend virtual and real environments. For example, Meta's Quest 3 and 

Quest Pro use high-definition passthrough technology to present users’ physical 

surroundings and virtual content together in a single view [243, 244]. Similarly, 

Apple Vision Pro features enhanced passthrough, offering an improved view of 

both virtual and real environments [236]. This transition towards mixed reality 

headsets reflects a growing emphasis on devices that enable high-quality blending 

of virtual and real elements, minimising the boundary between these experiences 

and expanding their use cases. 

 

Figure 2.2: VR headset evolution. a) 'Head-Mounted Three-Dimensional Display' from the 
1960s [187],  b) VFX1 'Headgear' from the mid-1990s  [245], c) the newest 'spatial computing 
headset' by Apple, released in 2024 [246]. 
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2.3 Passenger Use of Technology on Public Transport 

2.3.1 Utilising Travel Time for Productivity and Leisure 

People’s experiences as passengers are at the very core of this thesis. Prior work 

has looked at passenger behaviour on public transport [147, 169, 192], revealing 

a range of activities that passengers engage in during their journeys, such as 

looking ahead or out the window, reading, talking, resting, or using technology 

such as headphones, mobile phones, or laptops. The increased use of technology 

can be linked to the development of mobile Information Communication 

Technologies (ICTs) [55], such as phones and laptops. Device mobility allows 

passengers to turn travel time from ‘dead’ or ‘wasted’ to meaningful [46, 55, 211, 

213] and engage in productivity [55] or entertainment [56] tasks while travelling.  

Several studies provide examples of how technology influences journey activities. 

In their study, Gripsrud et al. [55] observed that most commuters used some sort 

of device for work-related activities and felt that the train environment made a 

suitable space for productivity since their work tasks rely on ICTs. Similarly, 

Timmermans and Van der Waerden [192] further supported this finding, showing 

that the choice to work during the commute is not accidental. They found that 

the decision to travel on public transport, rather than private transport, is 

influenced by the opportunity to use travel time for other activities. Additionally, 

Ohmori and Harata [147] highlighted that both the activities passengers engage in 

and the devices they use vary between work and non-work-related trips, with 

devices often purposefully chosen to suit different activities. The authors found 

that passengers travelling for work used laptops more often for work tasks, while 

those travelling for leisure typically used mobile phones for entertainment or 

personal use. Building on these findings, we see a transformation in passenger 

experiences brought about by technology. As discussed by Lyons and Urry [107],  

technology can be seen as a means of empowering its users. The authors argued 

that equipping passengers with technology blurs the line between travel time and 

activity time, thereby reducing wasted time. 

Reflecting this ongoing shift, more recent work by Malokin et al.[112] showed that 

younger commuters especially value the ability to spend travel time productively, 

suggesting that device usage will only increase in transit settings. This increasing 
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reliance on devices and the desire for productive travel time creates an 

opportunity for immersive technologies to further transform passenger 

experiences, offering even more ways to utilise and enhance travel time. By 

combining the capabilities of multiple ICTs, immersive technologies could provide 

a versatile solution, enabling passengers to smoothly transition between work, 

entertainment, and personal activities, potentially serving as a comprehensive 

tool for future travel. 

2.3.2 Using Technology for Privacy and Disengagement 

Beyond using travel time for work or entertainment, passengers also use 

technology to create a sense of private space, especially in less favourable seating 

positions like middle seats. Evans and Wener [39] found that middle seats are 

particularly unpleasant and the least favourable seating option due to the 

increased risk of spatial intrusion and discomfort from other passengers. In 

addition to creating private space, devices can serve as a defence mechanism, 

allowing passengers to ‘shield’ themselves from unwanted interactions. This 

concept is reinforced by Thomas [191], who observed that reading or wearing 

headphones can serve as a form of ‘defence’, helping passengers reduce 

discomfort caused by proximity to other travellers, while maintaining a friendly 

atmosphere. These actions signal disinterest in social interaction, as indicated by 

Patel and D'Cruz [150], making passengers less likely to be approached by 

strangers. Zurcher [228] referred to this tactic as ‘social withdrawal’, where being 

engaged in an activity reduces the likelihood of social engagement with others. 

Patel and D’Cruz [150] also noted that immersion in an activity helps passengers 

feel less discomfort from the physical constraints of the cabin, enabling a form of 

disengagement. The immersion in an activity not only serves as a distraction but 

can also alter the perceived experience of the journey. Groening's work on in-

flight entertainment [56] concluded that the use of screens during flights creates 

a private entertainment space that helps each passenger separate from others and 

shapes passengers' perception of time and place.  

Prior work shows that changing how we experience reality can be especially 

beneficial in transit settings where longer periods of travel or more crowded 

situations might be unavoidable [191, 234]. Therefore, there is potential for 

immersive technologies to further customise reality in transit settings by creating 
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private, immersive personal spaces, offering a greater escape from the 

surrounding environment. Privacy and disengagement are key advantages of 

immersive technologies, and their broader potential in transit settings is explored 

next. 

2.3.3 Advantages of Immersive Technology Over Traditional 
Devices 

Earlier sections demonstrated that electronic devices such as laptops, mobile 

phones, and headphones are already used to utilise travel time or reduce the 

discomfort of travelling in cramped social spaces. Immersive technologies can 

provide benefits beyond these traditional devices. By rendering content anywhere 

in their surroundings, immersive technologies allow users to shape their 

experience of reality, customise virtual environments to meet their needs, and 

occlude unpleasant realities, such as a cramped seating space on public 

transport—capabilities not achievable with traditional technologies. 

Prior work has explored the adoption of immersive devices, from AR glasses to VR 

headsets, for enhancing productivity [51, 57, 86, 104, 129, 151], entertainment 

experiences [122], and socialising [101, 133, 141, 188] across private and shared 

environments, including some early explorations of transit settings [119, 120, 123, 

129, 151]. Several authors have highlighted specific advantages that immersive 

devices can offer. For example, in their work, Mathis [115] argued that isolating 

humans from their real-world surroundings by, for example, diminishing real-

world sources of noise, can help with concentration. Whilst, focusing on fully 

immersive VR experiences, Gonzalez-Franco and Colaco [51] further illustrated 

how immersive devices can be used to achieve higher focus and become a 

productivity tool. However, the authors also highlighted that accessing and 

integrating the real world into the virtual environment in a blended manner is a 

key requirement for future success, further supporting the need for work exploring 

how cues from reality can be used in immersive devices (more detail on awareness 

solutions is presented in 2.5.2). Knierim et al. [86] argued that immersive devices 

have the potential to create truly ‘nomadic’ workspaces that could overcome 

physical constraints. As for entertainment, we see the potential of immersive 

devices to transform media consumption by increasing immersion in the media 

and supporting social interactions across distances [122]. Regarding transit 



21 
 
environments, McGill et al. [123] have identified several unique advantages of 

immersive technology, such as enhanced immersion, privacy, flexible and 

comfortable viewing, the perception of expanded personal space, and support for 

both entertainment and productivity applications. 

Beyond offering greater immersion in virtual content than traditional devices, 

immersive headsets also provide a more effective way to shield users from other 

passengers [129]. The ability to block out unwanted interactions, along with the 

added privacy of a personal screen kept out of view from others, enhances the 

sense of personal space [123, 129, 217]. The early adoption of headsets on planes 

[237, 238] demonstrates the growing interest in these technologies, which will 

likely continue to evolve for wider use in public spaces, including ground public 

transport. However, while immersive technology offers the aforementioned 

benefits, it also occludes elements of the transit environment, raising social 

concerns and presenting adoption challenges, which are discussed in detail in 

Sections 2.4 and 2.5. 

2.3.4 Summary 

This section explored how passengers increasingly use technology to enhance their 

transit experiences, utilising devices like laptops, phones, or headphones for 

productivity, leisure [55, 147], or as a 'defence' [191] against awkward social 

situations and a distraction from uncomfortable confined spaces [46, 119]. 

Immersive technologies surpass traditional devices by allowing users to customise 

their experience of reality, rendering content anywhere around the user while 

providing enhanced privacy (as discussed by multiple authors, e.g. [51, 123]), and 

have the potential to transform passenger experiences. This has motivated the 

exploration of in-transit settings as a future application area for immersive 

technologies in this thesis. While this section highlights the advantages of 

immersive technologies, their adoption in transit environments faces challenges 

related to social acceptance and reduced awareness of surroundings, which must 

be addressed. These issues create a research gap for work conducted in this thesis, 

discussed in the following section. 
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2.4 Social Acceptability of Wearable Devices 

2.4.1 Technology Acceptance Models 

Understanding what affects users’ acceptance and adoption of new technology 

has long been an important research area, as knowing what shapes these 

behaviours can guide the design of new and emerging technologies. Insight into 

how passengers might perceive and use technology is covered by various theories 

and models of technology acceptance [29, 199–201, 203]. The most applied model 

of technology acceptance, ‘TAM’, was proposed by Davis nearly forty years ago 

[29] and focused on perceived usefulness and ease-of-use as key attributes that 

influence adoption. This well-known model has since been tested for technology 

adoption across areas including banking [205], engineering [71], healthcare [68] 

education [148], and future autonomous driving systems [158]. The model has 

been critiqued for being unsuitable to assess the adoption of technology outside 

of work environments [206] and not representative of other factors, such as social 

influences [202].  

To improve upon the original theory, several updates to the original model—'TAM 

2’ [200], ‘UTAUT’ [201] and ‘TAM 3’ models [199]—have been introduced. 

However, these extensions to the original model were also created based on 

organisational use and therefore not suitable to assess voluntary technology 

adoption [167]. In more recent years, the ‘UTAUT2’ model has been proposed to 

address this shortcoming. The model was aimed at technology acceptance for 

consumer products and included three additional variables of influence: hedonic 

motivation (such as enjoyment), price value, and habit [203]. While this and 

previous models included social influence as an indirect variable affecting 

acceptability, recent research has shifted focus to how social factors impact 

technology acceptance and critiqued the existing models for their limited view on 

social influence [197]. The models were criticised for only focusing on the positive 

social influence [88], whilst social acceptance accounts for both positive and 

negative influences [82, 88]. The shortcomings of the models provided further 

arguments for exploring the social context of technology use in public [80, 89, 

90]. Therefore, although the study of technology acceptance has a long history, 

the existing models are not applicable for assessing the acceptance of immersive 

technology in public social settings, such as in-transit environments. 
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2.4.2 Social Acceptability: The Challenge of Wearable 

Technologies 

Technology often takes time to gain widespread acceptance—mobile phones, for 

instance, were initially met with resistance before becoming commonplace [224].  

While all technology faces challenges to its acceptance, wearable devices [82] 

face the added difficulty of being judged based on how they fit into the user’s 

surroundings and the reactions of observers [81]. Worn technology can either 

signal conformity with accepted norms, reflecting a sense of belonging, or 

challenge social norms and risk being perceived as unacceptable [81, 190]. Thus, 

for unconventional and emerging technologies in public spaces, social 

acceptability presents a complex hurdle to overcome.  

Social acceptability refers to how well a product’s design aligns with cultural and 

societal norms, facilitating its broad adoption across society rather than just 

individual users [90]. Immersive headsets in particular, pose a significant 

challenge due to their reliance on gestures and voice commands and, critically, 

the isolation from reality they create by augmenting, extending, or blocking the 

user’s perception of the surrounding environment. A notable example of a 

wearable that was widely perceived as socially unacceptable is Google Glass [32, 

130], a smart-glass display worn as spectacles that allowed users to browse, record 

and share data on-the-go. The device was criticised for creating an uncomfortable 

divide between users and non-users, leading to power imbalances where users' 

intentions were unclear [229]. As a result, its design was perceived as ‘creepy’ 

[229, 232, 233], unnatural, and ‘scary’ [231], combined with a lack of clear 

purpose or consumer benefit, ultimately leading to its rejection. While it can be 

argued that social acceptability concerns may be replaced by factors like 

usefulness, functionality, and usability once the technology becomes more 

unobtrusive [87], the example of Google Glass shows that exploring social 

acceptability is a preventative measure. Addressing it early on can help shape the 

design of technologies to prevent rejection by ensuring they better cater to user 

needs. 

While the investigation of social acceptability of immersive technologies in public 

spaces is a relatively new topic, there are some initial insights. The current body 

of work can be divided into research that has explored the general acceptability 
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of new wearable technologies [80–83], or the use of headsets in public spaces [14, 

34, 58, 87, 123, 141, 204, 210], including specific use cases, such as usage by 

individuals with disabilities [155]. A more recent interest in transit settings has 

prompted research that highlights acceptability challenges unique to these 

environments [45, 120, 123, 176, 217]. However, much of this research has taken 

a theoretical approach [45, 123, 176], identifying the need for empirical studies 

in real-world contexts. In particular, social challenges with immersive headset use 

during transit [217] have remained underexplored through studies conducted in 

real-world contexts, which further motivates this thesis. 

The existing in-the-wild studies typically focus on public spaces [14, 34], which 

are not representative of dynamic environments like public transit, where 

conditions continuously change internally (e.g., moving passengers) and externally 

(e.g., driving through new neighbourhoods). This thesis does not consider 

autonomous vehicles, as the social challenges in those settings—such as travelling 

only with familiar people—differ from those in public transit. Instead, this gap 

raises the question of whether research conducted in real-world public transit 

scenarios might reveal new insights into the social acceptability challenges unique 

to dynamic environments. 

The collection of prior work highlights that social acceptability is complex and 

influenced by multiple factors, including the social context or environment [176]. 

This encompasses the physical space (e.g., the type of public area you are in), 

proximity, and relationship to fellow passengers (e.g., who you are travelling with) 

[123, 176]. The type of journey, perceived safety [120], and the loss of awareness 

of surrounding passengers and real-world events [217] also influence social 

acceptance. Although prior work offers valuable initial insights into factors 

affecting the social acceptability of immersive technology in transit settings, it is 

limited by focusing on singular scenarios and theoretical perspectives that cannot 

capture the complexities of dynamic transit environments. To truly understand 

how immersive technology can become socially acceptable in transit, broader 

investigations into a variety of travel scenarios, journey factors, and real-world 

experiences are necessary. 
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2.4.3 Other Challenges to Immersive Technology Acceptance in 

Public Spaces 

Whilst the following challenges are not in scope for this thesis, it is important to 

acknowledge them as related barriers to the adoption of immersive technology in 

transit settings. These include a reluctance to be immersed in virtual 

environments, the currently ‘bulky’ form of the devices [45, 239, 240], motion 

sickness [121], gesture use [4, 72, 128] and privacy concerns [144]. 

To begin with, the reluctance to be immersed in virtual environments is still a 

challenge for immersive technology [45]. A general hesitancy toward immersive 

devices may also contribute to this, with market penetration and perceived utility 

still developing. Companies such as Meta are actively working to communicate the 

everyday value of immersive technologies [247], and to improve the physical 

design of headsets, as the still-bulky form factor continues to generate user 

scepticism and deter adoption [239, 240]. However, it can be argued that the form 

factor will continue to evolve, becoming lighter and more mobile, as seen with 

other technologies like mobile phones. Beyond concerns about device form and 

general hesitancy, potential physical discomfort also poses a challenge. Motion 

sickness, caused by the sensory mismatch between visually and physically 

perceived motion [160, 227], can make a headset unusable for some users. That 

said, it has been extensively explored, with efforts aimed at reducing its effects 

when using immersive headsets in transit (see, for example, [36, 153, 157, 174]). 

In addition to physical discomfort, interaction methods such as gesture input can 

also affect the acceptance of immersive technology in public spaces. Gestures are 

often required for input when engaging with immersive devices, but they can be 

perceived as intrusive in public settings. As a result, more subtle, less conspicuous 

and familiar gestures are generally considered more appropriate [4, 9, 72, 98, 

128, 156, 161, 216]. Although not explored in depth here, existing research has 

addressed gesture-related challenges by focusing on approaches such as hand-to-

face gestures [98], adapting input techniques for confined spaces, and optimising 

space and furniture in public transport environments for immersive device 

interactions [78, 173, 196, 220]. The role of observers is also important, as gesture 

acceptance in public spaces depends on how well the gesture is understood [198] 

and aligns with observers' perspectives [9, 47]. However, other studies suggest 
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that users and observers often share similar perceptions of comfort regarding the 

performed gestures [128]. 

Finally, the capacity of immersive headsets to collect large amounts of user and 

environmental data [2, 43, 61, 62, 163, 212], often achieved discreetly and 

without notification, consent, or clarity on potential data misuse [2, 24, 61, 144, 

163], raises privacy concerns. Prior research has highlighted low awareness of 

what data is collected, how it is used, and why [2, 30, 144], which also contributes 

to the reluctance to adopt immersive technology in public spaces. Although 

privacy and gesture concerns are not examined in detail within this thesis, they 

are intertwined with the broader topic and remain relevant throughout the 

studies. 

2.4.4 Summary 

This section explores the challenge of social acceptability for wearable 

technologies, particularly immersive devices, in public transit settings. While 

technology acceptance has long been a researched topic, existing models fall short 

when applied to wearable devices, as they do not fully account for the unique 

social challenges these technologies pose [82, 88, 202]. Wearable devices are 

judged not only by their functionality but also by how they align with social norms 

and the user’s surroundings [81, 82]. Immersive headsets, in particular, face social 

rejection due to their reliance on gestures and voice commands, and more 

critically, the isolation from reality they create by altering or blocking the user’s 

perception of their environment. 

Investigating social acceptability as a preventative measure can help shape the 

design of future technologies and avoid rejection, as seen with Google Glass [32]. 

The dynamic nature of transit environments, where conditions change rapidly with 

moving passengers and external factors, remains an unexplored context for 

studying the social acceptability of immersive technologies. This thesis argues that 

a broader exploration, encompassing journey factors, real-world interactions, and 

dynamic transit contexts, is necessary to fully understand the social acceptability 

of immersive technology in public transportation settings. 
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2.5 Reality Awareness as a Key Factor in Social 

Acceptability 

The disconnect that immersive technologies create between users and their 

surroundings poses a significant barrier to their widespread adoption. In transit 

settings, there are key safety and operational awareness needs, such as being 

mindful of surrounding furniture [173, 220], fellow passengers [110, 217], journey 

progress [99], and important announcements [99, 123, 217]. However, this thesis 

argues that awareness needs go beyond practical safety concerns and represent a 

significant hurdle to the social acceptability of immersive technologies. While 

some social aspects of awareness have been acknowledged in previous research, 

such as invading others' space or being uncomfortably surprised when others 

invade your space [110, 217], including accidentally colliding with objects and 

people [220], they remain underexplored in transit scenarios. 

Detaching oneself from the real environment through immersive headsets can 

break established social norms. Unlike traditional devices, which allow users to 

remain visually aware of their surroundings and engage or react to fellow 

passengers, immersive headsets create a barrier that can prevent appropriate 

responses or interactions with others. This lack of awareness, such as failing to 

acknowledge someone nearby or react to social cues, can lead to uncomfortable 

situations or break social conventions [126, 218]. Proxemics theory [63], which 

explains how people maintain personal space based on their relationships, helps 

clarify why passengers sitting close together may experience discomfort [5, 6], as 

their intimate zones are encroached upon in cramped environments. Traditional 

devices, such as smartphones or tablets, allow passengers to remain aware of 

these boundaries and adjust their behaviour accordingly. However, when a user is 

immersed in virtual content, traditional physical space norms may not apply, 

potentially leading to clashes in social affordances when passengers sit together. 

Cultural variation also plays a role [248, 249], while some passengers may prefer 

a more social experience, others might seek to disconnect through the use of their 

devices. This clash in expectations is intensified when a headset user loses control 

over their awareness of the environment or people around them, further 

complicating social interactions in transit settings. These challenges raise 

important questions about how immersive headset users perceive and address 

social dynamics in such environments, motivating this thesis to explore their 
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concerns in order to understand what these interactions entail and how immersive 

technologies could support users in navigating unexpected interactions and 

maintaining awareness of their surroundings. 

2.5.1 Navigating Levels of Asymmetry 

Another social aspect to consider when investigating immersive technology 

adoption in public transportation is the asymmetry in experiences that emerge 

when individuals engage with devices featuring different levels of immersion, 

environmental awareness, and interactivity. For example, co-located users might 

simultaneously use a mobile phone and a VR headset. While discussions around 

social acceptability and the disconnect created by immersive headsets often focus 

on users at opposite ends of the reality-virtuality continuum [131], or even all one 

end of the continuum [75], it is also important to account for the interactions and 

experiences that occur between these extremes. 

Asymmetric experiences among co-located individuals can vary by user roles, 

locations, or devices [76]. Previous work has categorised device-based asymmetric 

experiences into three levels of asymmetry: low (allowing direct interaction 

between users' environments), medium (involving indirect interaction between 

users' environments), and high (no direct link between user environments, 

necessitating alternative modalities such as verbal communication) [10]. High-

level asymmetry often leads to intricate dynamics, positioning users at opposite 

ends of the reality/virtuality continuum [131]. While some have explored medium 

asymmetry scenarios, such as collaborations between AR and VR users [54], most 

past work explores asymmetry in interactions between co-located individuals 

wearing head-mounted displays (HMD) and those without HMDs, demonstrating 

effects on user behaviours, including personal space and social signals [218]. 

Moreover, high levels of asymmetry can lead to power imbalances between 

unaware users and fully aware bystanders [146], a factor seen in the failure of 

previous immersive headsets [229]. As HMD technology evolves, the dynamics of 

these power imbalances may change. Additionally, it is still unclear how 

asymmetric experiences, which can lead to social exclusion among co-located 

users [76], impact interactions when users have varying levels of access to 

awareness. 
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Prior efforts to bridge this gap in user experiences with asymmetry have primarily 

focused on addressing the interaction breakdown from a non-HMD user 

perspective, particularly in collaborative scenarios [23, 38, 59, 60, 108, 109, 183, 

222]. Solutions included providing a view of the HMD user’s face [23, 109], to 

reintroduce the missing social cues, such as gaze and facial expressions, which are 

important for nonverbal communication [13, 16, 84], but often disrupted by 

immersive technologies. Other solutions focused on sharing the virtual 

environment to facilitate a connection between users, using wearables [23, 60, 

109], portable devices [222], projections [59] table-top displays [108, 183], non-

screen-based interfaces [77] or a combination of methods [223]. Research has also 

addressed the interaction gap bi-directionally, creating multi-environment setups 

that present different views for HMD and non-HMD users [74], or adapted the 

environment based on user roles and capabilities [100]. 

From the HMD user's perspective, efforts have been made to improve awareness 

of bystanders or passersby through visualisations or notifications [126, 219] (for 

further discussion on current reality awareness solutions, see Section 2.5.2). 

However, it remains uncertain whether asymmetric experiences pose similar or 

distinct social acceptability challenges in transit settings, where interactions are 

spontaneous and co-located passengers frequently change. Specifically, there is 

limited understanding of how the degree of asymmetry impacts interactions in 

these environments, particularly with respect to awareness needs. For example, 

it is unclear how unexpected interactions between passengers, such as responding 

to a question or navigating around others, unfold when their devices offer varying 

levels of immersion, environmental information, and interactive capabilities. 

Further research is needed to explore and better understand these dynamics. 

2.5.2 Current Reality Awareness Solutions 

As previously discussed, (see Section 2.4.2), new technologies are more likely to 

be socially acceptable when they fulfil key prerequisites, such as having a clear 

purpose and demonstrating usefulness, functionality, and usability [32, 87]. For 

immersive technologies, maintaining the illusion of privacy and immersion created 

by the virtual environment is crucial, but this is at risk when reality awareness 

solutions are introduced. 
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Bringing real-world awareness into immersive experiences inherently creates a 

tension between immersion and awareness, with these concepts reflecting 

opposing goals. Immersion refers to a virtual system’s ability to consistently 

maintain and present a convincing virtual environment while minimising 

awareness of the physical world [28, 226]. Bringing reality awareness into the 

virtual world aims to do the opposite, by increasing the user’s understanding of 

their physical surroundings. In transit settings, awareness refers to the user’s 

ability to notice and respond to key aspects of the physical environment while 

using immersive technologies, including nearby people, personal belongings, and 

journey-related changes. This definition aligns with prior work showing that 

awareness of the physical environment whilst using an immersive device is needed 

to enhance safety [49] and support social interaction [145]. Therefore, increasing 

awareness can help users stay connected to their surroundings, but simultaneously 

reduce the level of immersion that the experience can provide. Given these 

competing demands, achieving a balance between immersion and awareness is 

particularly challenging in transit settings, where users often need to multitask, 

make effective use of travel time, and monitor their journey simultaneously [99]. 

This presents an open challenge in how to restore elements from reality that 

people lose when wearing an immersive headset in transit contexts, whilst 

maintaining immersion.  

Currently, commercial headsets offer abrupt methods for displaying real-world 

information to immersive device users. While most commercial headsets include 

safety features for increased awareness, such as Meta's Quest’s 'Guardian', 'Space 

Sense', and 'Passthrough', they are primarily designed for static indoor experiences 

[65], and are not currently well-suited for environments in motion, as the sensor 

data interprets vehicle motion as user motion. Quest’s 'Guardian' and 'Space Sense' 

introduce visible boundaries within the virtual reality, that can be disruptive 

[142], as they may suddenly appear in a moving environment and are not under 

the user's control. 'Passthrough' found in headsets such as the Meta Quest 1 to 3 

or the new Apple Vision Pro, provides a video feed of the surrounding environment 

but breaks the immersion of the virtual experience [85, 226]. While more 

commercial headsets are now incorporating ‘travel modes’ [250, 251], these are 

primarily for improving usability rather than specifically enhancing users' 

awareness in a transit environment. 
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The research community also investigated the potential ways of providing real-

world information during immersive experiences. The majority of solutions 

focused on the awareness of nearby people [53, 94, 113, 143, 145, 219], as well 

as augmenting the virtual experience with an overlay of the real-world [8, 118, 

219], including distractions [189], notifications [226], warnings [25], and 

‘windows’ or ‘gates’ to other realities [49, 209, 217]. Some studied audio and 

haptic feedback [48, 50] and redirection techniques [181, 185, 195]. The choice 

to bring the information could be based on the proximity of the other passers-by 

[127], the urgency of the information [65], or user preference [42]. However, this 

prior work lacks a focus on transit contexts, as set public or private spaces do not 

pose the same challenges as a constantly changing travelling environment. 

2.5.3 Summary 

A key hurdle to the acceptance of immersive technologies in transit is the 

disconnect they create between users and their surroundings, impacting not only 

safety and operational awareness but also social dynamics. Immersive headsets, 

in particular, isolate users from their environment, reducing their ability to notice 

nearby passengers or respond to social cues. This detachment can lead to breaches 

of social norms, such as failing to acknowledge others or respect personal space, 

creating clashes in social affordances where traditional physical space norms no 

longer apply. In transit settings, these disruptions are particularly problematic, as 

passengers often share confined spaces where such norms are expected. 

Restoring elements from reality while maintaining immersion is a challenge for 

immersive technology. Current commercial solutions include safety features such 

as Meta’s Quest’s 'Guardian' and 'Passthrough', which introduce visual boundaries 

or real-world video feeds. However, these features are not designed for moving 

environments, which can lead to disruptions [142] and break immersion when used 

in transit contexts [85, 226]. From the academic community, we see explorations 

of reality awareness through nearby people visualisations (e.g., [145]), augmented 

real-world elements (e.g., [118, 219]), and concepts like ‘windows’ or ‘portals’ 

to reality (e.g. [49, 217]). Despite these efforts, previous work lacks specific focus 

on transit contexts, raising questions about how well these approaches would 

function in dynamic, moving environments like public transportation. This gap 

highlights the need for further exploration of awareness needs in transit settings 
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and how real-world awareness could be integrated, motivating the direction of 

this thesis. 

2.6 Research Methods for Social Acceptability in This 
Thesis 

This section outlines the research methods employed in this thesis to investigate 

the social acceptability of immersive technologies in transit settings. Given the 

emerging nature of immersive technologies and the complexity of public transit 

environments, the thesis adopts a mixed-method approach that combines 

speculative methods, in-the-wild studies, and established qualitative and 

quantitative data collection techniques. The following subsections describe each 

method in detail and explain its relevance to the specific studies conducted. 

2.6.1 Creating Speculative Experiences 

Speculative methods have emerged as valuable research tools in the domain of 

Human-Computer Interaction (HCI) and beyond (e.g. fields such as engineering 

[91] and industry applications [252]). These methods are particularly effective for 

envisioning possible futures and alternative scenarios in relation to the use of 

emerging technologies, such as when imagining and designing for future passenger 

experiences [7, 124]. Speculative methods take various forms and encompass a 

diverse array of techniques, including design speculations [11, 17, 31, 33, 41, 44], 

fiction [12, 106, 159, 162], provocations [15], ethnographic fiction [21, 67], 

experiential futures [79], simulations [194], and enactments [35, 69, 138, 178]. 

These methods often involve narratives where participants play an active role in 

imagining possible futures, making decisions and interacting within the 

speculative context, thereby enriching the scenarios being explored [125, 178].  

In this thesis, speculative research methods play a crucial role in gaining early, 

formative insights by simulating and enacting transit experiences in controlled 

environments. By engaging participants in speculative future transit scenarios, we 

can observe social behaviours, reactions, and acceptance of immersive 

technologies early in their development. Furthermore, exploring future complex 

transport scenarios is challenging, particularly when the necessary technologies 

are not yet available. The difficulty increases in public spaces, where 
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unpredictable interactions and safety concerns arise. Speculative methods enable 

the exploration of ideas and challenges before advancing to costly or safety-

critical real-world implementations. This is especially relevant to the investigation 

of real-world awareness concepts, such as cues from reality, for dynamic transit 

contexts, which remain speculative due to existing technological limitations in 

addressing the challenges associated with immersive technology adoption in 

transit. To tackle these challenges, this thesis employs two types of speculative 

methods—VR simulations and Speculative Enactments—in Studies III, IV, and V. The 

following sections further explain these methods and why they are well-suited for 

the research topics explored. 

2.6.1.1 VR Simulations 

In the early exploration phases of a topic, it is often unclear what specific 

interactions or challenges might emerge, and safely testing different variations of 

an idea in uncontrolled public environments can be difficult. VR simulations are a 

common strategy in the HCI domain for studying potentially dangerous or 

exploratory designs [135, 175], as well as scenarios that present ethical or legal 

challenges [140]. VR simulations offer several key advantages. They provide a 

relatively easy and cost-effective way to explore variations of concepts, allowing 

different scenarios to be tested while gathering focused feedback with greater 

control over variables. This control helps minimise noise in the data, ensuring that 

the feedback received directly addresses the questions of interest. Additionally, 

VR simulations ensure participant safety [111, 116], which is crucial when 

investigating the adoption of emerging devices in uncontrolled public spaces 

where safety risks are significant. 

Although VR has limitations, recent studies have shown that VR simulations can 

create immersive experiences that evoke participant behaviours similar to those 

observed in real-world settings [111, 116, 172], demonstrating that a high level of 

fidelity is not always necessary to convey a sense of presence [117]. VR simulations 

are, therefore, a suitable method for the early exploration of reality-awareness 

concepts, such as showing cues from reality, as later explored in this thesis. They 

allow for the testing of initial user reactions by simulating virtual journeys on 

public transport, as conducted in Studies III and IV of this thesis (more details in 

Chapter 4). 
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2.6.1.2 Speculative Enactments 

Creating realistic interactions between participants in a controlled environment 

is challenging, particularly when the scenario being explored is a future transit 

scenario that is not yet common in real life. Speculative enactments are a 

powerful tool in contexts where traditional research approaches fall short, 

especially when investigating future-oriented topics [170]. Enactments offer a 

unique perspective by enabling individuals to engage in real social interactions 

within speculative contexts, where they can ‘enact’ and experience elements of 

varied future visions firsthand [35, 178]. Similar to experience prototyping in 

design [20], speculative enactments provide valuable contextual insights into how 

people might interact with new technologies and environments. 

While enactments have been used to recreate a range of interactions, from 

personal to openly social scenarios [35], they remain underused in transit 

scenarios. However, enactments can provide valuable insights into the needs and 

dynamics that could arise between future passengers using immersive technology. 

They are particularly useful for capturing the complexity of uncommon passenger 

scenarios, such as journeys involving multiple immersive device users or those 

incorporating emerging technologies like fully reality-aware headsets that are on 

the cusp of development. By facilitating real participant interactions within future 

scenarios, enactments can offer critical insights into shaping the future of 

immersive in-transit experiences. Recognizing these benefits, speculative 

enactments were employed as a research method in Study V to create a future 

travel scenario featuring three co-located passenger personas, each using a 

different device—a phone, a VR headset, and an immersive headset (more details 

in Chapter 5). This study utilised enactments to observe authentic human 

responses to immersive technologies in a controlled transit setting, as well as to 

explore the new passenger dynamics that may arise in near-future transit 

scenarios. 

2.6.2 In-the-wild Studies 

In recent years, the term ‘in-the-wild’ research has been widely adopted by the 

HCI community to describe the trend of conducting user research in real-world, 

situated contexts where technology is typically used [22, 27, 164, 166]. This shift 
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reflects the increasing integration of technology into everyday life [27]. Nielsen 

et al. argued that studies in the real world are “definitely worth the hassle”, as 

different contexts can reveal issues beyond usability that may be impossible to 

identify in lab settings [139], offering greater ecological validity [166]. Part of the 

appeal of in-the-wild studies lies in uncovering the unexpected, rather than 

merely confirming what is already known [166]. Rogers et al. similarly noted that 

in-the-wild studies often expose unforeseen, context-based issues. In their work, 

for example, factors such as the time of year influenced how a learning device 

was used, as well as the motivations and behaviours of the users [165]. 

Though more challenging to organise and providing researchers with less control 

than lab studies, in-the-wild research allows for the exploration of how users 

notice, approach, and interact with technology in ways that may not be apparent 

in controlled environments [166]. This is especially true in social or public spaces, 

where social perceptions become particularly significant. In the work by Marshall 

et al. [114], participants were often influenced to approach a tabletop interface 

after observing others interacting with it—something rarely seen in lab settings. 

Similarly, in the work by Hornecker and Nicol [70], people’s behaviours in public 

social settings shifted as they became more easily distracted by their environment 

and the presence of others. 

This thesis employs an in-the-wild methodology to complement surveys and 

speculative lab studies, offering deeper insights into user behaviour in real-world 

contexts. Specifically, Study VI (for more details see Chapter 5), investigated 

participant experiences using a VR headset to watch a documentary during two 

15-minute journeys on a local train. Conducting this study ‘in-the-wild’ ensured 

that the results reflected authentic user behaviours and challenges, such as 

strangers boarding and alighting at each stop—factors that cannot be adequately 

replicated in controlled settings.  

2.6.3 Data Collection Methods 

2.6.3.1 Survey Instruments  

Online surveys provide researchers with a cost-effective way to collect data from 

large groups of people [136]. In the HCI domain, they can be especially useful for 
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understanding people’s habits, interactions with technology, or subjective 

attitudes and perceptions toward it [96, 136], especially relevant for social 

acceptability research [88]. It is worth noting that, often in literature, the terms 

survey and questionnaire are used interchangeably [96]. For the purpose of this 

thesis, we use the term ‘survey’ to refer to a study that uses a survey as its sole 

methodology, and ‘questionnaire’ to refer to individual sets of questions used as 

part of a mixed-method approach. Surveys used as a sole method are effective for 

identifying high-level insights that can be further explored through qualitative 

methods [136]. An example of such application can be found in the work by Lewis 

et al. [102] who investigated passenger perceptions of personal space in planes. 

On a smaller scale, questionnaires can supplement other data collection methods, 

such as interviews, helping quantify specific findings. An example where a 

questionnaire was used to research social acceptability can be found in the work 

by Williamson et al. [217], who used it as part of a mixed-method approach to 

capture initial attitudes toward the social acceptability of VR devices in flights. In 

a mixed-method approach, oftentimes only a Likert scale-style questionnaire 

[105] is used to evaluate the usability of the proposed idea. For instance, in the 

work by Montagud et al. [133], questionnaires were used to evaluate their 

proposed low-cost social VR platform, alongside semi-structured interviews. 

Online surveys and questionnaires form an important part of the methods used in 

this thesis. Initially, online surveys were employed to investigate users’ attitudes 

toward using a VR device in varied transit environments and to uncover factors 

that influence this choice (see studies I and II, Chapter 3). In study III, 

questionnaires were used to complement qualitative data by collecting 

participants’ responses on feelings of safety, usefulness, social acceptability, 

distraction, escapism, and immersion (see Chapter 4). Although study IV primarily 

relied on qualitative methods, participants were also asked to complete 

questionnaires to validate the accuracy of the simulated journeys employed in the 

study. For the analysis of the surveys and questionnaires used in this research, 

appropriate statistical tests or qualitative analysis methods, such as open coding 

[26] and thematic analysis [18], were applied and are described in the relevant 

chapters. 
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2.6.3.2 Semi-structured Interviews 

The interview method is open-ended, exploratory, and subjective, using a 

question-based approach to collect data [97]. Its strength compared to other 

methods lies in its ability to explore topics in greater depth, uncovering richer 

insights [97]. However, there are downsides to this method. Interviews typically 

involve fewer participants due to resource constraints, and memory recall issues 

can arise [97, 168]. Conducting interviews immediately after a task, often with 

the aid of visuals such as images, can help reduce the cognitive load on 

participants and aid in recalling details about the task or experience [168]. 

Interviews can be unstructured, where questions are not prearranged; structured, 

where a strict interview protocol is followed; or semi-structured, where 

researchers are guided by a set of questions but can probe participants’ responses 

with follow-up questions based on interesting comments [97, 154]. Semi-

structured interviews are especially effective when exploring phenomena that are 

not yet fully understood, as they can help uncover valuable insights to explore 

further [97, 230]. In social acceptability research, interviews are an effective 

method to collect reflections on participants’ subjective experiences. A good 

example of an interview used in social acceptability research can be found in the 

work by Eghbali et al. [34]. 

This thesis employs semi-structured interviews as a primary method for data 

collection across Studies III, IV and VI. Conducting interviews immediately after 

the studies helped mitigate issues with recall, and Study III also incorporated 

visual aids to assist participants' memory during the interviews. The semi-

structured format was particularly useful for exploring the social acceptability of 

immersive technologies and gathering feedback on the use of cues from reality, 

while also allowing unexpected insights to surface. For the analysis of the 

interviews, a qualitative open-coding approach [26] was followed by a thematic 

analysis [18], with further details of the methods used for each study provided in 

the relevant chapters. 

2.6.3.3 Focus Groups 

Focus groups, which involve interviews with a group of participants, are useful for 

gathering a range of opinions or perspectives on a topic [97]. They are particularly 



38 
 
effective for comparing opinions across different groups of people [93, 97], 

allowing participants to interact, challenge opinions, and either agree or disagree 

with one another [19]. A key advantage of focus groups is their ability to highlight 

differences in perspectives between various categories of participants [93]. 

However, focus groups come with challenges. There is ongoing debate about the 

ideal number of participants for creating a good dynamic, with most focus groups 

ranging from a few up to twelve participants [93]. Smaller groups are often 

preferred for more in-depth discussions, as larger groups risk excluding certain 

opinions or participants [3]. Effective moderation is essential to ensure a 

productive discussion, where each participant has the opportunity to share their 

viewpoint. 

Focus groups are also effective for reflecting on shared experiences, particularly 

in topics related to social or public spaces, where experiences are often shared 

with other co-located individuals. Good examples of employing focus groups for 

social acceptability research include Montero et al. [134] work on understanding 

the social acceptance of gestural interfaces and Williamson et al. [217] 

exploration of VR use on planes. These studies demonstrate how focus groups can 

facilitate effective discussions among participants on shared experiences and 

concerns related to technology use in public settings. In a similar approach, Sato 

and Salvador [171] emphasise the need to create a shared context for effective 

focus group discussions. In their study, they used actors to perform live scenarios 

that demonstrated how the product might be used, fostering a shared 

understanding among participants. The audience controlled certain aspects of the 

enactments and subsequently engaged in discussions. The authors suggest that 

having participants act out the scenarios themselves could further enhance 

engagement and involvement. 

This thesis also employs a focus group approach in study V (see Chapter 5 for more 

details), where a shared experience of three co-located passengers using disparate 

devices—a phone, a VR headset, and an immersive device with tracking enabled—

was explored. In this context, the focus group allowed participants, each 

embodying a different persona in the shared scenario, to compare their 

experiences and reflect on how their devices, with varying levels of immersion, 

environmental awareness, and interactivity, shaped their interactions and 
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experiences. For the analysis of the focus group interviews, a qualitative open 

coding approach [26] was followed by a thematic analysis [18], as discussed in the 

relevant chapters. 

2.7 Open Challenges Addressed by This Thesis 

The literature discussed in this review provides the necessary background for the 

inquiry and direction of this thesis, supporting the work conducted and detailed 

in subsequent chapters (see research questions in Chapter 1). Section 2.3 presents 

the background on the use of technology in transit, showing that electronic 

devices are already used to make time more productive or to provide privacy and 

disengagement. Immersive technologies offer advantages over these traditional 

devices, allowing users to personalise their reality while travelling, such as by 

rendering unlimited virtual screens around them. When looking at the adoption of 

immersive technologies in transit, a key question arises: what is hindering the 

widespread adoption of immersive headsets, despite their potential to transform 

passenger experiences?  

As highlighted in Section 2.4, their adoption is largely dependent on social 

acceptability. Google Glass is a good example of how an immersive headset can 

be rejected if deemed socially unacceptable [130, 229, 233]. Social acceptability 

of immersive devices is particularly hindered by the disconnect they create 

between the user and the real world. Detaching oneself from the real environment 

through immersive headsets can disrupt established social norms and create a 

barrier that prevents appropriate responses or interactions with others. However, 

prior explorations of social acceptability have predominantly focused on single 

transit scenarios [176], relied on theoretical approaches [45, 123, 176], or 

examined real-world contexts that do not fully represent the dynamic nature of 

transit environments [14, 34]. This creates a clear gap for research that 

investigates a wider range of journey factors, explores different travel scenarios, 

and conducts real-world context studies to better understand the social 

acceptability of immersive technologies in public transportation settings. 

Section 2.5 discusses the challenges posed by this lack of reality awareness and 

presents current solutions aimed at reducing this disconnect by bringing real-world 

awareness into immersive headsets. However, these solutions primarily focus on 
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static indoor environments, leaving a gap in understanding the reality awareness 

needs of passengers in dynamic transit settings, where both internal factors, such 

as strangers getting on and off or moving around, and external factors, such as 

travelling through different neighbourhoods, are constantly changing. Moreover, 

as immersive technology becomes more popular in the near future, situations 

involving asymmetric passenger experiences are likely to arise. These scenarios 

may involve individuals using devices with varying levels of immersion, 

environmental awareness, and interactivity, such as a mobile phone and an 

immersive headset. Understanding awareness needs in such contexts can support 

this transition period and improve the social acceptability of immersive 

technologies in dynamic transit environments. Together, these challenges create 

an opportunity for this thesis to explore immersive headset user awareness needs 

in transit, considering broader journey factors, asymmetric passenger 

experiences, and real-world contexts. They also highlight the need to investigate 

cues from reality as a concept for enhancing reality awareness, thereby enhancing 

the social acceptability of immersive technologies in transit.
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3 Journey Factors Impacting Immersive 
Technology's Social Acceptability on Public 
Transport 

3.1 Introduction  

The literature review in Chapter 2 emphasised that for wearable technology, 

particularly immersive headsets, social acceptability presents a key challenge in 

public transit environments. Unlike traditional devices, wearables are judged not 

only by their functionality but also by how they align with social norms and the 

reactions of observers [81, 190]. Immersive headsets, in particular, can either 

conform to or disrupt these norms by isolating users from their surroundings. 

Although research into the social acceptability of immersive technology is still in 

its early stages, key insights have emerged. Previous studies suggest that factors 

such as physical space, proximity, relationship to fellow passengers [123, 176], 

journey type, perceived safety [120, 123], and the loss of awareness of 

surrounding passengers and real-world events all influence social acceptance 

[217]. While prior work sets initial guidance, the focus has typically been on 

singular scenarios or theoretical perspectives. For example, Schwid et al. [176] 

explored VR use in limited contexts, such as the metro or train, but only examined 

two modes of public transport and focused on the setting and the number of VR 

wearers. Similarly, McGill et al. [123] discussed the challenges and barriers to 

adoption from a theoretical standpoint, suggesting that factors like the mode of 

transport, journey duration, and travel environment could influence social 

acceptance. However, these factors have not been systematically investigated 

with real user data, nor have the reasons for these differences, alongside 

awareness needs and concerns, been linked to different types of journeys. 

To fully explore the acceptability of immersive technologies in transit 

environments, a broader investigation is needed that considers diverse types of 

trips, including the mode of transport and journey length. Public spaces and 

journeys vary greatly, and what is acceptable in one context may not be in 

another. Understanding these broad conditions and journey factors is essential for 

gaining deeper insights into how immersive devices can be adopted in transit. 

Additionally, little research has explored the unique awareness needs, and 

concerns of passengers across different types of journeys, such as short commutes 
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on public buses or long-haul flights, leaving a gap in understanding whether these 

needs vary based on the journey type or remain consistent, and how immersive 

technology could address them. To address this gap in the literature and provide 

a foundation for this thesis, this chapter will answer the following research 

question: 

RQ1: How do journey length and mode of transport affect the social acceptability 

of immersive technology use on public transport? 

To address this, two surveys were designed and distributed (N1=60, N2=108), 

targeting different forms of public transport to assess how various travel 

conditions impact the social acceptability of immersive devices. For these surveys, 

the focus was on VR use, as it was the most familiar and commercially available 

immersive technology at the time of this work. This focus also aligns with the 

broader aims of the thesis to explore immersive technologies more generally, 

using VR as a representative case to uncover insights that extend to other forms 

of immersive technology. The first survey focused on VR use in-flight, where the 

secure nature of the travel context (with all passengers screened before entry) 

and the absence of passenger turnover during the journey offer unique insights 

into VR use in stable transit environments. The second survey explored VR use in 

public ground transport, such as taxis, buses, trains, and subways, where journeys 

are typically shorter, and passengers are free to embark and disembark as they 

choose, adding a dynamic element to the experience. 

Together, the surveys presented in this chapter compare how different travel 

conditions influence the social acceptability of immersive devices in transit 

environments. While focusing primarily on mode of transport and journey length, 

this chapter provides key insights into how these factors shape user concerns and 

acceptance of immersive technology in transit settings. 
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3.2 Study I: Survey on Immersive Device Use on 

Aeroplanes  

3.2.1 Survey Design 

The first survey investigated the factors contributing to the acceptability of using 

VR headsets on aeroplanes. It captured respondents' interest in using VR for future 

flights, as well as their attitudes towards VR use across different journey lengths, 

activities (entertainment, work, communication), and travel classes (economy or 

business). The survey began by collecting respondents’ demographics, including 

information on age, gender, and country of residence. 

In total, the survey consisted of 18 questions, including both closed-ended and 

open-ended questions, and collected data across three core categories: flying 

habits, familiarity with VR, and interest in VR use for specific scenarios. The first 

two categories, flying habits and familiarity with VR, provided demographic and 

contextual information about the respondents. The third category, interest in VR 

use for specific scenarios, formed the core focus of the survey, exploring 

respondents’ preferences and attitudes towards VR use during flights. These 

categories, which form the basis of the data analysis, are described in detail below 

(full survey layout can be found in Appendix A: Survey Used in Study I (Chapter 

3)). 

3.2.1.1 Flying Habits 

This section included questions about various aspects of respondents’ flying 

habits. Core questions addressed travel frequency (ranging from 1 to 12 or more 

trips annually) and the class of travel respondents typically chose (such as 

economy or business). Respondents were also asked to indicate the proportion of 

their travel for leisure versus business and how often they travelled alone versus 

with others. To capture in-flight behaviours, respondents ranked their typical 

activities on a rating scale with the following options: ‘None of my time’, ‘A little 

of my time’, ‘Some of my time’, and ‘A lot of my time’. These activities included 

watching entertainment, socialising, working, among others, with an additional 

option to specify activities not listed. These questions provided background 

context on respondents’ habits and preferences during flights. 
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3.2.1.2 Familiarity with VR 

This section explored respondents’ familiarity with VR and captured their previous 

experience with the technology. Respondents were first presented with an image 

of the Meta Quest 1 headset, accompanied by the following description:  

"This is the Oculus [name now changed to Meta] Quest VR headset. VR headsets 

like this are worn on your head and block out your view of reality, replacing it 

with a private virtual world of your choosing, such as a virtual cinema, an office, 

or an immersive game". 

 

Figure 3.1: Meta Quest 1 headset shown in the survey. The device includes integrated 
tracking cameras and a black-and-white passthrough mode, enabling users to view their 
surrounding environment. 

 

Respondents were then asked whether they had ever used a VR headset and, if so, 

to indicate which devices they had experience with. Examples of listed devices 

included the Oculus (Meta) Quest, Rift, Gear VR, HTC Vive, and Sony PlayStation 

VR, with an option to specify others. Those with prior VR experience were further 

asked whether they had ever used a VR headset while travelling by air, and, if so, 

to describe their experiences and the activities they engaged in. 
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3.2.1.3 Interest in VR Use for Provided Travel Scenarios 

This section examined respondents’ interest in using VR during flights across a 

range of scenarios. Core questions included assessing overall interest in VR usage 

for future flights and preferences for VR use on journeys of different lengths, with 

additional questions investigating preferences for using VR in different travel 

classes, activities, and social settings. To aid respondents' understanding when 

comparing travel classes, an image illustrating business and economy class seating 

was provided (Figure 3.2). Respondents were then asked to rate their interest on 

a 5-point Likert scale for various activities, such as entertainment, work, and 

communication, as well as for different journey durations, ranging from domestic 

to long-haul flights. Likert scale answers were in range from ‘Not at all interested’ 

to ‘Very interested’. Respondents were also asked to indicate whether they would 

be more likely to use VR when travelling alone, with friends or family, or with 

work colleagues. These questions collected data on how travel contexts and 

circumstances influence the acceptability of immersive technology use during 

flights. 

 

Figure 3.2: Business (left) and Economy (right) class seats shown in the survey. 

 

3.2.2 Respondents 

The respondents for the first online survey were recruited using mailing lists, 

online forums and social media channels and were offered to participate in a prize 

draw for a £25 Amazon voucher. Respondents had to meet the eligibility criteria 

of having taken at least one flight in the last year with a minimum duration of one 

hour. 
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The results are based on 60 respondents, from which 27 identified as female, 31 

male, one non-binary and one preferred not to disclose their gender. The study 

also received geographically diverse responses from the UK, the USA, the UAE, 

Spain, Poland, the Philippines, New Zealand, Malaysia and Lithuania. 54.2% were 

based in the UK. The age of respondents ranged from 18 years old to over 60, with 

53.3% reporting that they travelled by air between two to five times a year. The 

majority of respondents (86.7%) typically flew in economy class. Additionally, 70% 

of respondents reported having prior experience with VR headsets, with the most 

commonly used being the Oculus Rift (46.5%). However, only 9.5% of respondents 

reported having ever used a VR headset while travelling by air. 

The recruitment included dedicated VR user groups, which resulted in a high 

number of respondents with VR experience. Online VR communities were targeted 

to ensure responses from individuals with real-life experience using VR or a strong 

interest in the technology, allowing them to provide more informed answers based 

on their familiarity with VR. 

3.2.3 Survey Results 

Quantitative analysis was completed using non-parametric statistical tests for 

ordinal data. For pairwise comparisons, p values were adjusted using Bonferroni 

corrections. Open-ended questions were analysed following a qualitative coding 

process [26]. While the study used VR imagery in the survey (Figure 3.1), and 

respondents frequently referred to ‘VR’ in their comments, these terms were not 

altered to preserve the authenticity of their input. Whilst the chapter uses the 

terms ‘immersive technology,’ ‘devices,’ and ‘headsets’ when describing overall 

goals and findings, the results section retains the term ‘VR’ for consistency with 

the original study context, as it was specifically applied in participants' tasks and 

study questions. 

3.2.3.1 Interest in VR Use for Future Flights 

The interest in using immersive technology for future flights was strong—when 

asked to rank their interest in using a VR headset on future flights, the majority 

of the respondents were somewhat interested (50%) or very interested in the idea 

(15%), as shown in Figure 3.3. 
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Figure 3.3: Overall respondents’ interest in using a VR headset for future flights, including 
those with and without prior VR experience. 

 

There was a total of 42 respondents that had prior experience with a VR headset 

and 18 that did not. Out of all respondents who previously used a headset, 64.3 % 

stated that they would be somewhat or very interested in using a headset. The 

respondents who had no VR experience also showed a strong interest—66.7% 

expressed being somewhat or very interested in trying it on future flights. 

However, interest in using VR for future flights was influenced by certain journey-

related factors and challenges, which are discussed in the following sections. 

3.2.3.2 Journey Lengths 

To gain a more in-depth understanding on how journey length might affect the 

decision to use an immersive device, the respondents were also asked to rank their 

interest in using a VR headset for domestic (up to one hour), short-haul (up to 

three hours), medium-haul (three to six hours) and long haul (more than six hours) 

flights. A Friedman test (N=59) showed significant differences between journey 

lengths (χ2(2)=108.311, p < 0.001). Kendall’s W showed a strong effect size of 

W=0.61. The scores between those who have used VR before and had no 

experience were also compared for journey lengths but did not show any 

significant difference. 

Friedman pairwise comparisons were performed with Bonferroni correction for 

multiple comparisons to identify specific differences. Interest in VR use for 
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different journey lengths was significantly different between long-haul and short-

haul (p < 0.001), long-haul and domestic (p < 0.001), medium-haul and short-haul 

(p=0.029), medium-haul and domestic (p < 0.001) and short-haul and domestic 

(p=0.002), but not long-haul and medium-haul flights. Figure 3.4 shows the 

interest levels based on the journey length. 

 

Figure 3.4: Respondents’ interest in VR use on flight for different journey lengths. 

 

Respondents expressed a strong preference for using VR on longer journeys, whilst 

domestic flights were of the least interest. The responses revealed that short 

flights “can be tolerated” (P10), are “bearable” (P2) or “quick” (P11), whilst the 

longer journeys are associated with needing a “variety of things to keep you 

occupied” (P1), or a possibility to “run out of [traditional] entertainment” (P4), 

more time to “enjoy the experience” (P19) and “more interest in entertainment” 

(P51). One respondent thought a short trip was “not worth the setup” (P18). 

Respondents see current devices as “bulky” (P23) and “cumbersome” (P13), which 

is a consideration to potential users. Future immersive headsets require a quicker 

set-up and lighter design to be more attractive for use when travelling. 

3.2.3.3 Activities 

As part of the survey, respondents were asked to rank their interest in using VR 

for entertainment, communication and work. A non-parametric Friedman test was 

run to compare the interest of using VR for different activities (N=60). To conduct 
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the analysis, the answers (‘Very interested’ to ‘Not at all interested’ were 

converted to scores 1 to 5 respectively). The Friedman test showed significant 

differences between activities (χ2(2) =44.682, p < 0.001). For effect size, Kendall’s 

W was calculated [184, 193], which showed a moderate effect size of W=0.37. To 

address whether respondents' experience with VR, or lack of, had an effect on 

their rankings, both groups were compared but no significant difference 

was found.  

Friedman pairwise comparisons were performed using SPSS Statistics [95] with a 

Bonferroni correction for multiple comparisons. The results showed that interest 

in VR use for different activities was significantly different between 

entertainment and communication (p < 0.001) and entertainment and work (p <0 

.001), with a preference towards entertainment in both. No significant difference 

in rankings was found between communication and work. Figure 3.5 shows the 

interest levels based on the activity. 

 
Figure 3.5: Respondents’ interest in VR use on flights for different activities. 

 

The analysis of open-ended questions provided insights into why interest in using 

VR for entertainment, communication and work were ranked differently. 

Respondents were most interested in VR for entertainment, with one of them 

commenting: “anything other than entertainment in VR is more trouble than it's 

worth for me” (P29). VR for communication and work were not rated as highly as 

respondents thought that current devices were not good enough.  For example, 

0%

20%

40%

60%

80%

100%

Entertainment Communication Work

PE
RC

EN
TA

G
ES

 (
%

)

VR INTEREST LEVELS FOR DIFFERENT IN-FLIGHT ACTIVITIES

Not at all interested

Not very interested

Neutral

Somewhat interested

Very interested



50 
 
one respondent stated, “I think VR at the moment is solely for entertainment. 

For work or communication, it is too distracting and over the top for these 

activities” (P23). Another respondent also supported the use of traditional 

devices: “the majority of the above tasks could be better achieved with classical 

and not vision-distracting devices” (P37). VR use for communication was followed 

by concerns of disturbance, with one respondent saying communication via VR 

“will bother your fellow passengers” (P43). VR for work was ranked the lowest. 

One of the respondents who previously used a VR headset expressed being 

unaware what benefits VR could provide in this area, saying: “VR is no [sic] good 

solution to work, at least I have not seen any so far” (P24). Respondents’ answers 

suggest that there is a lack of awareness of benefits in other application areas for 

immersive headsets beyond entertainment. 

In addition to the suggested activities, the analysis uncovered that flight escapism 

was another potential purpose for immersive devices. Some respondents felt that 

they just wanted to change their environment, with one saying that VR could 

“distract you from being stuck in your seat for hours on end!” (P44), and another—

“VR might help to create an illusion of space” (P24). Other respondents have 

disclosed they feel uneasy during flights and that VR could “be handy for fearful 

flyers to take their mind off what was going on” (P55) and provide “a relaxing 

atmosphere” (P8). Respondents' answers confirm that an immersive virtual 

environment also offers the opportunity to escape the confined surroundings of 

the aeroplane seat. 

3.2.3.4 Space, Movement and Awareness 

As part of the survey, respondents were shown two pictures representing an 

economy and a business-class seat (Figure 3.2). The aim was to understand 

whether there were preconceptions about the image of a VR user and to explore 

whether VR use was more associated with an economy or business class traveller, 

as well as whether the available space affected attitudes towards the use of VR 

in-flight. The analysis of answers shows that the majority of respondents (56.7%) 

would be more likely to use the headset in business class. Analysis of the open-

ended question that followed revealed that the reason for this is not the image of 

the business-class flier (although one respondent indicated that they would expect 
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this to be part of the business-class service) but the space constraints in economy-

class seating.  

Respondents would be reluctant to use a VR headset in an economy seat due to 

the limited space; believing they would not have enough room to manoeuvre as 

required by most applications on the headset and they might accidentally injure 

someone. For example, one of the respondents said, “it is uncomfortable to do 

anything in economy class (even to watch a video on my phone or sleep) as there 

is no space, so I cannot imagine wearing a headset comfortably in such an 

environment” (P31). Another commented: “much less risk of whacking someone 

when turning suddenly in business!” (P34). These answers suggest that for an 

immersive headset to become more appealing to use in an economy seat, future 

applications need to support alternative input techniques that minimise 

movement.  

Finally, another potential barrier, although less commonly mentioned, was the 

loss of awareness. A few respondents expressed their concern about losing 

awareness of what is happening around them during the use of a VR headset. One 

stated “I like to be aware of my surroundings… I need to look after my two young 

children” (P30), and another stated that “[I] don’t see the point of wearing a 

massive device on my head during flight when you should be cautious of your 

surroundings” (P16). 

3.2.3.5 Social Perception and Self-image 

Another significant barrier to headset adoption was the self-image of the wearer 

and perceived judgement from others, especially in smaller economy seats. 

Respondents were worried about other passengers staring at them or being 

annoyed. One of the respondents explained their concern as “not sure what 

people could think about me in economy” (P14). Another respondent added: “I 

would not feel comfortable being so close to someone in economy using a VR 

headset. Especially if they were not using one.” (P40). The judgement from other 

passengers seemed to be less of an issue if people were familiar. For example, 

one respondent said: “[I] would feel awkward looking around with strangers next 

to me. If I was sitting with family, this would not be an issue” (P28). Interestingly, 
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respondents felt they would be judged more by using a VR headset in a tighter 

space as the same fears did not occur for business-class seating. 

3.2.3.6 Summary 

The first survey revealed strong interest in immersive headset use for longer 

flights, as they were associated with a greater need for available entertainment 

and more time to enjoy the experience. There was also a preference for headset 

use for entertainment, as respondents felt most familiar with this use case and 

lacked understanding of how VR could serve other purposes. Despite this interest, 

concerns about self-image, unintentional interruptions to other passengers, and a 

lack of awareness of surroundings were identified as key barriers to immersive 

technology acceptance for in-flight journeys. 

3.3 Study II: Survey on Immersive Device Use on Public 
Ground Transport  

3.3.1 Survey Design  

The second survey followed the model of the first survey but focused on VR use 

across five modes of transport: buses, coaches (long-distance bus travel), local 

trains/subways, long-distance trains, and taxis. It aimed to assess how the core 

factors of mode of transport and journey lengths influence the acceptability of VR 

headsets, continuing the exploration from the first survey. In addition, it 

examined activity preferences and explored respondents’ preferences for using 

VR when travelling alone, with friends, or with colleagues. The survey also 

included a scenario-based question presenting two commuting situations, one 

crowded and one empty. 

In total, the survey consisted of 22 questions, including both closed-ended and 

open-ended questions, and captured data across three core categories: travel 

habits, familiarity with VR, and interest in VR use for provided travelling scenarios. 

The first two categories, travel habits and familiarity with VR, provided 

demographic and contextual information about the respondents. The third 

category, interest in VR use for specific scenarios, formed the core focus of the 

survey, exploring respondents’ preferences and attitudes towards VR use across 

different modes of transport and various travel contexts. These categories, which 



53 
 
form the basis of the data analysis, are described in detail below (full survey 

layout can be found in Appendix B: Survey Used in Study II (Chapter 3)). 

3.3.1.1 Travelling Habits 

This section included questions about respondents’ travel habits for each of the 

five modes of transport. Core questions addressed the frequency of travel for 

buses, coaches, local trains/subways, long-distance trains, and taxis, categorised 

as infrequently (1–11 trips per year), frequently (at least once a month), or 

regularly (at least once a week). Respondents were also asked to indicate the 

primary purpose of their travel for each mode (e.g., work or leisure). To capture 

behaviours during travel, respondents ranked their typical activities on a scale 

ranging from ‘None of my time’ to ‘A lot of my time’. Activities included 

entertainment, socialising, working, and other in-transit behaviours, with an 

additional option to specify activities not listed. These questions provided 

background context on respondents’ habits and preferences across different 

transport modes. 

3.3.1.2 Familiarity With VR 

This section explored respondents’ familiarity with VR and their previous 

experiences with the technology. Respondents were shown an image of the Meta 

Quest headset, accompanied by the following description: 

"This is the Oculus [name now changed to Meta] Quest VR headset. VR headsets 

like this are worn on your head and block out your view of reality, replacing it 

with a private virtual world of your choosing, such as a virtual cinema, an office, 

or an immersive game". 

Respondents were then asked whether they had ever used a VR headset and, if so, 

to indicate which devices they had experience with, such as the Oculus (Meta) 

Quest, HTC Vive, Sony PlayStation VR, and others. Those with prior VR experience 

were further asked whether they had used a VR headset during travel and, if so, 

to describe their experiences and the activities they engaged in. 
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Figure 3.6: Image used in the survey showing a person wearing a VR headset. 

 

3.3.1.3 Interest in VR Use For Provided Travel Scenarios 

This section examined respondents’ interest in using VR during travel across a 

range of scenarios. Core questions assessed the likelihood of using VR on specific 

modes of transport, including buses, trains, and taxis. Respondents were also 

asked to indicate their likelihood of using VR for different journey lengths. 

Additionally, they also rated their interest in VR use for various activities, such as 

entertainment, work, and communication, using a 5-point Likert scale ranging 

from ‘Not at all interested’ to ‘Very interested’, such as trips lasting up to 1 hour 

or more than 6 hours.  

To examine social factors influencing VR use, respondents were asked two 

questions. The first asked whether they would be more likely to use VR when 

travelling alone, with friends or family, or with work colleagues. The second was 

a scenario-based question that presented respondents with two contrasting 

commuting situations: one crowded and one empty, accompanied by an 

illustrative image. For the image-based scenario questions, respondents were 

instructed: "Please look at the following image. It shows a commute scenario. 

Please imagine you enter and take a seat in this situation." 
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Figure 3.7: Two images were shown to the respondents, one showing an empty train 
carriage (left), and one a busy train carriage (right). 

 

For each illustrated scenario, respondents rated their comfort level with using a 

VR headset, ranging from ‘Very uncomfortable’ to ‘Very comfortable’ (5-point 

scale), and provided an explanation for their responses. These questions were 

designed to explore how social and environmental contexts shape attitudes 

towards VR use during travel. 

3.3.2 Respondents 

The respondents for the second online survey were recruited using mailing lists 

and social media channels and were given the opportunity to participate in a prize 

draw for a £25 Amazon voucher. The results are based on 108 respondents, from 

which 93 declared their gender and included 56 males and 37 females. From the 

total of respondents, 94 declared their country of residence including respondents 

from the UK, Australia, Belgium, Denmark, Finland, France, Germany, India, 

Israel, Italy, Japan, The Netherlands, New Zealand, Portugal, Saudi Arabia, Spain, 

Sweden, Ukraine and the USA. The largest proportion (64.9%) were based in the 

UK and Northern Ireland. The respondents' ages ranged from 18 years old to 74 

years old, with 86.3% of respondents reporting previous experience with VR 

headsets. Among these, the Oculus Quest was the most popular headset, used by 

23.97% of respondents. The high percentage of respondents with VR experience 
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was achieved by purposefully targeting VR forums and online communities to 

capture feedback from individuals with familiarity or interest in VR technology. 

3.3.3 Survey Results 

The analysis followed the same approach as the first survey, with quantitative 

analysis completed using non-parametric statistical tests for ordinal data. For 

pairwise comparisons, p values were adjusted using Bonferroni corrections. Open-

ended questions were analysed following a qualitative coding process [26]. 

Whilst the chapter uses the terms ‘immersive technology,’ ‘devices,’ and 

‘headsets’ when describing overall goals and findings, the results section retains 

the term ‘VR’ for consistency with the original study context, as it was specifically 

applied in participants' tasks, study questions, and quotes. 

3.3.3.1 Acceptance Across Different Modes of Transport 

To understand how immersive device acceptance varied, respondents were asked 

to rank their interest in using a VR headset on the five modes of transport (see 

Figure 3.8). 

 

Figure 3.8: Respondents’ acceptance of VR use on different modes of on-the-ground 
transport. 

 

A Friedman test was used to analyse respondents’ rankings (N=79 when incomplete 

responses were excluded). Results showed significant differences between the 

modes of transport (χ2(4)=164.575, p < 0.001). Kendall’s W showed a strong effect 
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size of W=0.521. Pairwise comparisons showed that the acceptance of VR use on 

different modes of public transport was significantly different between long-

distance train and local train/subway (p < 0.001), long-distance train and taxi (p 

< 0.001), long-distance train and bus (p < 0.001), coach and local train/subway (p 

< 0.001), coach and taxi (p < 0.001) and coach and bus (p < 0.001). Other 

comparisons were not significant. In order to address whether respondents' 

experience with VR had an effect on their rankings, both groups were compared 

but no significant difference was found.  

The analysis showed that long-distance trains and coaches (long-distance bus 

travel) were the most accepted modes of transport for VR use, whilst taxis were 

of the least interest. The open-ended questions revealed some of the key reasons 

for this. Respondents associated buses, local trains/subways and taxis with short 

journeys which required attention to one’s surroundings, with one of the 

respondents commenting that they want “to have control over what is happening” 

(P68) in these situations, and another that they would feel “stupid” (P63) if they 

did not pay attention to their surroundings. Coach and train journeys were more 

favourable for immersive headset use because they were seen as requiring less 

concentration in addition to immersive headsets being more socially acceptable. 

According to one respondent: “long-distance train seems more socially acceptable 

since it is expected that passengers will find ways to entertain themselves” (P17). 

Interestingly, taxis were least favourable not just because it is typically a short 

journey, but also because it might be considered “rude” to ignore the driver, with 

one of the respondents explaining: “taxi rides seem a little short and I can learn 

from talking to the taxi driver (plus it might be rude to ignore them)” (P55). The 

open-ended questions also revealed that motion sickness and safety were other 

important barriers to immersive headset acceptance. Motion sickness was 

mentioned as mostly being felt in buses and taxis, whilst worries about safety 

were linked to shorter journeys, as respondents thought they require more 

awareness of one’s belongings. 

3.3.3.2 Journey lengths 

As in the first survey, respondents were asked to rate their interest in using VR for 

various journey lengths: up to 1 hour, up to 3 hours, from 3 to 6 hours and more 
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than 6 hours (see Figure 3.9). A Friedman test (N=78) showed a significant 

difference between journey lengths (χ2(3) =92.238, p < 0.001). Kendall’s W showed 

a moderate effect (W=0.394). Pairwise comparisons showed that there was a 

significant difference between ‘more than 6 hours’ and ‘up to 3 hours’ (p=0.035), 

‘more than 6 hours’ and ‘up to 1 hour’ (p < 0.001), ‘from 3 hours to 6 hours’ and 

‘up to 1 hour’ (p < 0.001) and between ‘up to 3 hours’ and ‘up to 1 hour’ (p < 

0.001).  

As part of the question, respondents were also asked to comment on their choices. 

Several respondents felt that shorter journeys required the passenger to have 

more awareness of their surroundings and that the “fear of missing stop [sic] on 

shorter journeys” (P52), “paying attention to your luggage and surroundings” 

(P12) and “personal security” (P55) are important considerations. Respondents 

said that using the device in this situation would require it to provide information 

about the journey. One respondent noted that this information could extend to 

the entire journey, including the destination, explaining: “for me, knowing how 

to navigate the airport (or station) I land in, and how to get to the next 

destination is always on my mind. A VR world that could show me this information 

would be very useful (and for millions of travellers like me)” (P55).  

Amongst the barriers was the perception that VR required time to set up and fully 

enjoy, therefore making it more suitable for longer journeys. Conversely, several 

respondents also brought up the issues that might put them off from using VR on 

longer journeys, including eye strain, VR-induced sickness as well as battery life 

and discomfort caused by the bulkiness of the device. 
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Figure 3.9:  A comparison of respondents’ interest in VR use for varied journey lengths. 

 

3.3.3.3 Activities 

Following the model of the first survey, respondents were also asked to rate their 

interest in using VR for entertainment, communication and work (N=81). A 

Friedman test showed a significant difference between the activities (χ2(2)=43.371, 

p < 0.001). Interest in VR was significantly different between entertainment and 

work (p < 0.001) and entertainment and communication (p < 0.001) but not work 

and communication. Kendall’s W showed a small effect size (W=0.268), suggesting 

that the choice of VR activities for public transport has a lesser effect on 

acceptance than when on the aeroplane.  

The qualitative analysis provides further insight into why VR for entertainment 

was preferred. Respondents felt that VR is for entertainment and leisure and that 

current devices are not good enough for other purposes, echoing the findings from 

the first survey. One of the respondents explained: “I find VR in its current state 

not as good for productivity than traditional devices” (P44). In addition, 

communication was also seen as socially unacceptable due to the risk of disturbing 

other passengers. For example, one respondent stated, “I fail to see how VR would 

really offer much over current communications technology in a journey context 

and would risk disturbing other travellers” (P85). However, several respondents 

also thought that they would be more likely to use VR for getting information 

about their destination, or instructions on how to “navigate the station” (P55) 

they will arrive in, hence making it more acceptable to use. 
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3.3.3.4 Purpose of Travel 

To understand if the purpose of travel influenced the likelihood of using an 

immersive device, respondents were asked to rate their interest in using a headset 

when travelling for work and leisure. Results were analysed using the Wilcoxon 

signed-rank test (N=83) and showed a significant difference between the journey 

purposes (p=0.018) and that leisure journeys were more acceptable for VR use. 

The study has not collected information on respondents’ commonly used VR 

applications, which could have biased their opinion towards leisure journeys. 

However, the result had a small effect size (d=0.26), which suggests that the 

influence of the purpose of travel is not as strong. 

3.3.3.5 Other Passengers 

To understand how other passengers influence the decision to use a headset, the 

respondents were asked if they would be more likely to use one when travelling 

alone, with friends and family, work colleagues or if they feel neutral about these 

situations. The majority of respondents (65.63%) said they are more likely to use 

a VR headset when travelling alone. Family and friends were the second option 

(26.04%) and work colleagues (4.17%) and feeling neutral (4.17%) were the least 

common answers.  

To understand how unfamiliar passengers affect one’s comfort of using a headset, 

respondents were asked how comfortable they would feel using VR in two 

commuting scenarios (Figure 3.7): a busy and a quiet subway carriage (in a 

randomised order). Only 10.98% of respondents thought they would feel ‘Very 

comfortable’ or ‘Comfortable’ to use VR in the busy scenario, and 26.15% in the 

empty subway carriage scenario. The analysis of respondents’ comments showed 

that the risk of accidentally injuring other passengers, personal safety of oneself 

and one’s belongings, potential lack of an empty seat, not being able to react to 

fellow passengers, “drawing attention” (P32) and “being judged by others” (P15) 

were amongst the key barriers to VR. The quiet carriage was only seen as a slightly 

better option. According to respondents, although there was less chance for 

embarrassment or hurting fellow passengers, the detachment from reality, such 

as not knowing which stop you were at, was still seen as an issue. Several 

respondents reflected on the changing nature of public transport and that new 
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passengers could onboard at any moment, making this only a slightly more 

acceptable situation than a busy train. Being the only VR user was also seen as an 

embarrassment in empty and busy carriages. Respondents thought they might 

attract unwanted attention, or even be “judged” for wearing a headset. 

3.3.3.6 Summary 

The second survey revealed that on-the-ground public transport was perceived as 

challenging for immersive headset use, with acceptability varying based on the 

mode of transport. Buses, local trains/subways and taxis were seen as means for 

short journeys that required awareness of the surroundings and journey 

progression and therefore were least acceptable for VR use. Coaches (long-

distance bus travel) and long-distance trains were more favourable due to longer 

journey durations. The lack of awareness and safety risks were amongst the more 

prominent barriers to VR use in on-the-ground transport in comparison to VR use 

on aeroplanes. 

3.4 Discussion  

The results of the surveys provide new insights into the factors that contribute to 

immersive headset adoption. The results of the surveys provide new insights into 

the factors that contribute to immersive headset adoption. Findings show that 

activity, particularly entertainment, and concerns about physical movement 

influence acceptance, with respondents showing a preference for situations where 

less movement is required. In addition, travel circumstances such as travelling 

alone and having more space available further increase the likelihood of 

immersive technology use. These preferences contribute to the early adoption 

scenarios explored in this thesis. 

However, the systematic exploration of multiple modes of transport and journey 

durations is the core focus of this chapter. The chapter demonstrates that shorter 

journeys, such as those on a bus, pose a particularly challenging scenario due to 

the increased need for awareness. Consequently, the impact of journey length 

and mode of transport on immersive device acceptance, along with the unique 

concerns for in-transit contexts, are explored below and form the foundation for 

the subsequent work in this thesis. 
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3.4.1 Impact of Journey Length and Mode of Transport on 

Immersive Device Acceptance 

Prior literature suggested that the mode of transport and journey length could 

influence the social acceptance of immersive devices [120, 123], but did not 

investigate this. The surveys presented in this chapter address this research gap 

by examining and comparing a wider variety of transport modes, including both 

aeroplanes and ground transport. The findings reveal that journey types are 

perceived differently depending on their length and mode of transport, both of 

which influence the acceptance of immersive devices. Additionally, there was a 

strong preference for using headsets for entertainment, particularly on longer 

journeys, where the need for engaging activities is greater. 

For longer journeys, particularly those over three hours, there is a greater interest 

in using immersive headsets as passengers seek more engaging forms of 

entertainment to pass the time. Respondents indicated that the extended length 

of these trips often leads them to “run out of [traditional] entertainment” (P4), 

and that the extra time allows them to "enjoy the experience" (P19), with VR 

providing an alternative way to stay entertained. Longer journeys were most 

commonly associated with long-haul flights, long-distance trains, and coaches 

(long-distance bus travel). These trips were seen as requiring less concentration, 

making immersive technology more acceptable. Conversely, shorter journeys, 

such as those under one hour, were generally seen as less suited for immersive 

device use. Passengers perceive these trips as "quick" (P11) and "tolerable" (P10), 

making immersive devices less appealing due to the time required for setup and 

the perceived lack of necessity. Respondents felt that shorter journeys did not 

provide enough time to justify using a VR device. These shorter trips were 

commonly associated with buses, local trains, subways, and taxis. A key 

characteristic of shorter journeys was the higher perceived need to pay attention 

to surroundings and journey progression. Passengers also expressed a greater need 

to maintain “control over what is happening” (P68) compared to longer 

journeys. The surveys provide an initial framework for categorising the types of 

journeys people experience, warranting further investigation to refine these 

categories and assess their generalisability across different transit environments. 
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While technical challenges such as headset form factor and setup time were cited 

as barriers on shorter journeys, these are expected to improve as technology 

advances. The bigger challenge lies in addressing the demands for greater 

attention to the immediate environment and journey progression during shorter 

trips. This highlights the need for research into adapting immersive devices for 

shorter journeys, a crucial step that could serve as a foundation for generalising 

solutions to other journey types. 

3.4.2 Awareness Gaps in Transit: People, Objects, Environment 
and Journey Information 

The results of the open-ended questions revealed that immersive headset 

adoption in transit raises distinct concerns across three key areas: safety, 

awareness, and social. These concerns are rooted in a lack of awareness regarding 

other passengers, personal belongings, surroundings, and journey progression. 

Firstly, the lack of awareness of other passengers was identified as a major safety 

concern, particularly due to the risk of accidentally injuring someone nearby while 

using a headset. Respondents viewed this risk as unacceptable, confirming the 

findings of Williamson et al. [217]. The surveys further emphasised that this issue 

is not static but a constant challenge in the dynamic environment of public 

transport. When asked to compare photos of a busy and an empty carriage, several 

respondents noted they would still be concerned about other passengers even if a 

journey began in an empty carriage, as more passengers could board throughout 

the trip. This ever-changing environment amplifies the need for passenger 

awareness, as unexpected movements increase the risk of unintentional collisions 

or discomfort. Losing track of personal belongings was another unique safety 

concern not widely discussed in previous literature. Respondents, particularly for 

shorter journeys, expressed a strong desire to remain aware of their belongings. 

Space constraints during the journey were also a concern. Several respondents 

mentioned discomfort in confined spaces, such as economy seating on flights. One 

respondent remarked, “It is uncomfortable to do anything in economy class (even 

to watch a video on my phone or sleep) as there is no space” (P31), further 

preventing them from adopting an immersive headset. Outside of safety concerns, 

respondents highlighted the importance of knowing their physical location during 
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transit, particularly to avoid missing stops. This underscores the necessity of 

providing location-based cues and journey information to the headset user. 

Finally, social concerns were another key issue raised by respondents. Many 

expressed worries about being “judged” or seen as “stupid” by fellow passengers 

for disengaging from reality while using a headset. With immersive headsets 

becoming smaller and more mobile, it could be expected that this should also 

change people’s attitudes towards wearing them. Despite the look factor, devices 

worn on one’s face bring additional challenges for social acceptance. As 

highlighted by the respondents, judgement from other passengers for occluding 

their reality acts as a strong barrier to immersive device use. However, the 

attitudes towards other passengers may also differ based on how long they have 

been observing the VR user. Work by Williamson [215], which looked at usability 

studies in real-world settings, showed that sustained spectatorship is more 

uncomfortable than interactions with passers-by. In a travel context, especially 

on longer journeys, this could become a more significant issue, while on shorter 

journeys it may be more tolerable unless enhanced awareness of other passengers 

could enable immersive headset users to better react and engage with those 

around them. 

3.5 Chapter Conclusions 

This chapter presented the results of two surveys focused on assessing the 

acceptance of immersive headsets across different modes of public transport. 

These surveys offer the first in-depth investigation into how the acceptance of 

immersive technology is influenced by a broader range of journey factors, with 

key elements including the mode of transport and journey length. Surveys 

revealed that journeys are not perceived uniformly. Longer journeys, typically 

associated with long-distance travel, are seen as requiring less concentration, 

making them more suitable for immersive technology. In contrast, shorter 

journeys are linked to short-distance travel, a greater need to monitor the journey 

and stay aware of one’s surroundings. Additionally, the surveys highlight the 

transit-specific need for users to maintain awareness of other passengers, personal 

belongings, the immediate surrounding environment, and journey progression.
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The results of this chapter answer RQ1 of this thesis:  

How do mode of transport and journey length affect the social acceptability of 

immersive technology use on public transport? 

Based on the results of Study I and Study II, the social acceptability of immersive 

technology in public transport is significantly influenced by the mode of transport 

and journey length. Longer journeys, such as those on long-distance trains and 

flights, tend to show higher acceptance because they require less constant 

awareness and concentration, and passengers have a greater desire for engaging 

entertainment. In contrast, shorter journeys, such as those on buses and local 

trains, present more challenges for acceptance due to the increased need for 

attentiveness to surroundings, other passengers, personal belongings and journey 

progression. 

The surveys conducted in this chapter are one of the first to explore how journey 

factors, such as mode and length, affect the social acceptance of immersive 

technologies in transit environments. The findings reveal that transport 

environments are not perceived uniformly; instead, journeys are categorised 

based on factors like length, the associated mode of transport, and the 

corresponding level of reality awareness required. An open question remains, 

particularly for shorter journeys, regarding how the lost elements of reality, such 

as awareness of surroundings and other passengers, can be restored while still 

providing a meaningful immersive experience and maintaining immersion.
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4 Using People, Objects, Environments and 
Journey Information Anchors to Alleviate 
Immersive Technology Acceptability Concerns 

4.1 Introduction 

In Chapter 3, the results of two surveys highlighted transit-specific awareness 

needs, including maintaining awareness of other passengers, personal belongings, 

the surrounding environment, and journey progression. However, an ongoing 

challenge remains on how to restore these elements of reality whilst maintaining 

an immersive experience during travel. 

The literature review in Chapter 2 discussed existing reality-awareness solutions, 

which primarily focus on stationary, indoor private spaces (e.g., living rooms) and 

are therefore unsuitable for the dynamic nature of public transit. Features like 

the Quest’s 'Guardian’ and 'Space Sense' outline boundaries but are ineffective in 

mobile environments where constant movement and excess detail can overwhelm 

users. Similarly, video-based ‘passthrough’ solutions display the surrounding 

environment, but frequent use disrupts immersion [85, 226], limiting the benefits 

of immersive technology in transit. Academic solutions have also addressed 

awareness needs, such as proximity to others [126], using immersion-preserving 

features like real-world overlays [118, 219]. However, these solutions lack 

adaptation for the unique challenges of transit settings. In transit, passengers 

must navigate a constantly shifting environment that intensifies awareness needs, 

requiring a focus on avoiding collisions, managing personal space, safeguarding 

belongings, and staying alert. Therefore, there is a need to explore the 

requirements for a potential solution tailored to the transit context that can 

address awareness needs with the goal of sustaining immersion in the virtual 

experience. 

This thesis proposes that using cues from reality, positioned within a virtual 

environment as reference points, can create experiences that retain immersion 

while addressing concerns associated with immersive technology use in transit. To 

achieve this, Reality Anchors are introduced: these are reality-based cues that 

reference other passengers, belongings, furniture, and journey information within 
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the virtual environment. To begin exploring the potential of Reality Anchors, this 

chapter first addresses the following research question: 

RQ2: Can Reality Anchors based on people, objects, environments and journey 

information alleviate concerns explored in RQ1, while maintaining immersion?  

Additionally, reflecting on the findings from Chapter 2, it was highlighted that 

different journey types influence how users experience and prioritise awareness 

needs. For Reality Anchors to be generalisable across various journey types, 

further investigation is required into their adaptation to different journeys. 

Therefore, this chapter also addresses the following research question: 

RQ3: How do Reality Anchors need to adapt based on journey type and dynamic 

user needs during travel?  

To address these research questions, Studies III and IV used speculative VR 

simulations of public transit scenarios, including bus and subway rides, to explore 

and assess different anchor usage. This approach was taken to explore a possible 

future where immersive technology is common in real transit environments and to 

overcome technical limitations and safety concerns of deploying immersive 

technologies in an uncontrolled public setting in the early stage of exploration. 

Study III focused on testing initial user reactions to the concept of Reality Anchors 

and evaluated how they influenced attitudes toward using headsets in transit 

contexts. Building on these findings, Study IV examined how Reality Anchors could 

be adapted for different journey types and evolving user needs. Collectively, 

Studies III and IV explore the concept of Reality Anchors and their requirements 

for generalisability across various journey types and changing user needs in 

transit. 
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4.2 Study III: Exploring Reality Anchors on Public 

Transport Through VR Simulations 

4.2.1 Reality Anchors Concept 

4.2.1.1 Guiding Principles for Reality Anchors 

The idea of Reality Anchors in this thesis is inspired by the philosophical work of 

Michael Heim. In The Metaphysics of Virtual Reality [66] Heim uses the term 

reality anchor to describe fundamental aspects of human experience, such as 

mortality, temporality, and fragility, that help users stay grounded in the real 

world, even during virtual experiences. The author argues that some link to reality 

is necessary to avoid disconnection or confusion when navigating virtual 

environments. Heim’s work suggests that virtual worlds are more meaningful and 

engaging when users can contrast them with reality, rather than fully escape it. 

This thesis draws on Heim’s metaphor of anchoring and extends it into a practical 

framework for immersive technology design. In this context, Reality Anchors are 

reconceptualised as visual cues that represent physical objects in the user’s 

environment and are situated within the virtual space. These cues could include 

representations of people, furniture, or personal belongings. This adaptation 

builds on Heim’s philosophical concept by applying it to the practical challenges 

of designing for immersive technologies in dynamic, real-world contexts such as 

transit settings. 

A key challenge in applying this concept is maintaining the user's immersion while 

introducing real-world cues into the virtual experience. Broken immersion—an 

interruption in the sense of presence, or the feeling of being present in the virtual 

world—can significantly impact user engagement [226]. Preserving the user’s 

sense of presence is a key requirement [118, 176, 226] for an engaging immersive 

experience. Exiting the virtual environment, such as through a passthrough view, 

disrupts the illusion and reduces engagement with the virtual world [85, 226]. 

Therefore, adopting an augmented virtuality solution provides a means to sustain 

immersion in the virtual world [118, 219], yet achieving this depends on 

integrating real-world elements in a balanced way. Too much of it can lead to an 

increase in distraction [118] and reduce immersion [226] in the virtual content, 

highlighting the importance of identifying how and when the anchors should be 
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presented. In addition to maintaining immersion, Reality Anchors also need to 

anchor or ground virtual reality within the real world, with cues presented 

consistently regardless of the virtual content. As noted by Heim [66], a clear 

contrast between the virtual and real worlds helps sustain immersion, which is 

crucial for a cohesive and seamless user experience across both environments. 

While fully diegetic representations—those matching the virtual environment—

have been explored in prior work [53], this thesis assumes that a clear contrast is 

needed to ground users effectively. However, this assumption is subject to further 

exploration in the context of transit scenarios.  

While the exploration of the most effective visual design is beyond the scope of 

this thesis, the design choices are informed by key insights from prior academic 

work. Most previous research has focused on awareness of bystanders [53, 94, 113, 

143, 145, 219] or specific objects, such as keyboards or phones [8, 118], in 

relatively static environments where the surrounding context does not change 

significantly. While these environments differ from the dynamic nature of transit, 

they provide useful insights. Studies have explored how different visualisations 

influence immersion and awareness, comparing abstract notifications, avatars, 

and realistic camera overlays of passersby and objects [8, 53, 94, 113, 118, 145]. 

Studies suggest that increased fidelity is not always necessary to convey presence 

[117]. Avatar-like representations have been identified as the fastest to recognise 

in virtual environments [219], making them a promising choice for Reality Anchors, 

particularly in dynamic and unpredictable scenarios. Avatars that are visually 

contrasted from the rest of the virtual environment, such as through distinctive 

colours or outlines, have been shown to be particularly effective, as they are 

attention-grabbing and easy to recognise [53]. Such avatars, with at least some 

human-like resemblance, such as a head or nose, are especially useful for 

providing awareness of bystanders [94]. This approach is extended in Reality 

Anchors to include not only avatars but also highlighted objects, ensuring that key 

elements in the real world are recognisable in virtual environments. While some 

research has explored peripheral solutions—visuals that remain in the user's 

periphery [94, 118]—these are at risk of being unnoticed and were therefore not 

considered as a starting point for this research. Consequently, the starting point 

for Reality Anchors involves virtual avatars and objects that are highlighted or 
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contrasted with the virtual environment, ensuring they are consistently 

recognisable and actionable (Figure 4.1). 

 

Figure 4.1: The design of Reality Anchors, featuring highlighted and transparent anchors in 
the virtual environment. 

 

4.2.1.2 Future Vision of Reality Anchors 

It is important to acknowledge the speculative nature of the Reality Anchors 

concept. While current technology does not yet fully support the visualisation and 

tracking of obstructed real-world cues with immersive technology headsets, 

recent developments in the area suggest that these limitations are likely to be 

overcome. Reality Anchors represent a plausible future technology, and while this 

thesis does not implement a fully realised solution due to current technical 

constraints, the speculative nature of this work is grounded in the likelihood that 

these limitations will soon be addressed, providing a strong foundation for 

exploring their potential. 
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Consumer headsets can already identify and convey the presence of objects and 

people visible within a user's ‘playspace’ (e.g. Quest’s Space Sense). Additionally, 

developer tools like ‘ARCore’ [253], ‘ARKit’ [254], and ‘Snaplens Studio’ [255] 

already offer object segmentation. Minor advances in this area could allow for the 

inclusion of signs and avatars within immersive headsets. However, being able to 

fully sense an entire cabin, which may be necessary for full awareness, could need 

new sensing or shared data infrastructure. Public transit already uses occupancy 

sensors (e.g., [256, 257]) and CCTV cameras [258] to ensure passenger safety and 

comfort. These approaches could be extended to include sensors such as depth 

cameras or RADAR to detect passengers and furniture in the environment. This 

information could then be broadcast anonymously to headsets in the area, which 

could use it to represent Reality Anchors, similar to the approach of broadcasted 

vehicle telemetry discussed by McGill et. al [124]. In addition, privacy-preserving 

sensor data collected by each headset could also be shared with other immersive 

technology users in the local environment to avoid occlusion problems. Leveraging 

distributed sensing in a shared environment has already been proposed by Meta in 

their plans for ‘Live Maps’, which are based on distributed AR headsets [259]. 

Finally, users’ own devices can be used to provide additional information about 

the immediate environment. The wide-angle cameras on the headsets could 

collect visual information about the surroundings which can be used to infer things 

about the movements of other passengers and objects. In addition, the non-visual 

cues about users’ personal items could also be incorporated and obtained using 

tags with Inertial Measurement Unit (IMU) sensors, considering the growing 

popularity of similar devices, such as the Apple air tags [260], allowing the headset 

to alert the users of the movement of their belongings. 

 
4.2.2 Study Design 

Study III was designed to test initial user reactions to the concept of Reality 

Anchors and investigate their influence on attitudes towards using headsets in 

transit contexts. As discussed in Chapter 3, the adoption of immersive technology 

in transit is shaped by concerns related to safety, awareness, and social factors, 

stemming from challenges such as needing to monitor other passengers, personal 

belongings, surroundings, and journey progression. To evaluate how Reality 

Anchors address these concerns while maintaining immersion, changes in 
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participants’ perceptions were assessed across six factors: safety, social 

acceptability, usefulness, distraction, escapism, and immersion, when exposed to 

variations of Reality Anchors. 

The study was conducted in a lab and used a VR headset to simulate a short 

journey on a public bus. As discussed in the literature review, VR simulation is a 

valuable tool for studying immersive designs [135, 175] as it allows for greater 

control of variables and ensures the safety of participants. A bus scenario, where 

participants are travelling alone and engaging in an entertainment task, was 

chosen based on survey findings in Chapter 3. In the same findings, shorter 

journeys were associated with a greater need for awareness of surroundings and 

other passengers, making the bus a fitting context for this study. Participants were 

tasked with watching 360-degree videos and framed 2D videos within a cinema 

environment during the study, as the type of virtual content could influence which 

anchors are preferred by the users [94] and can affect the sense of escapism from 

reality [1]. The simulation created an augmented virtuality experience where a 

fully virtual bus environment represented the real-world surroundings (Figure 4.2 

a). Virtual Reality Anchors were integrated within this environment as augmented 

elements, enabled during the video content viewing to support awareness of the 

bus environment. A transparent anchor approach was used, applying a semi-

transparent yellow-green overlay to distinguish passengers and furniture anchors 

from the rest of the virtual scene. The outcome of this design can be seen in Figure 

4.1. 

To simulate the journey, a high-fidelity model of a London bus [261] was used in 

Unity [262] with a combination of 360-degree video, showing a real drive through 

London streets [152] visible through the bus windows (Figure 4.2 a). Several virtual 

avatars from the Adobe Mixamo library [263] were placed around the participant’s 

position in the virtual environment to simulate a realistic social setting, as might 

be expected in a public space. The simulated avatars were kept static, in fixed 

positions throughout to avoid introducing additional bias. The street sounds were 

kept at a consistent level throughout the study, including when the participant 

was watching the video content. 
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Figure 4.2: Study III set-up in Unity. a) the bus scene, shown at the start of each condition, 
representing the real world; b) the questionnaire screen shown after each condition. 

 

The study employed two different simulated environments: a streamed 360-

degree video of a nature documentary [208] and a cinema room, created using 

freely available assets [264, 265] with a 2D-fixed video of the same documentary. 

Both environments incorporated a variety of anchors from the bus throughout the 

eight conditions, as shown in Figure 4.3. These anchors consisted of semi-

transparent highlighted avatars representing other passengers, bus furniture, and 

personal belongings. After each condition, participants were given a questionnaire 

to complete (Figure 4.2 b) and then taken back to the main menu for a break. 

 

Figure 4.3: Study III conditions. a) ‘No Cues’ condition in the 2D-fixed video in a room; b) 
‘People visible’ in the 2D-fixed video in a room; c) ‘Furniture (incl. belongings) visible’ in the 
2D-fixed video in a room; d) ‘People and Furniture (incl. belongings) visible’ in the 2D-fixed 
video in a room; e) ‘No Cues’ condition in the 360-degree video; f) ‘People visible’ in the 
360-degree video; g) ‘Furniture (incl. belongings) visible’ in the 360-degree video; h) ‘People 
and Furniture (incl. belongings) visible’ in the 360-degree video. 

 

The study used a two-way repeated-measures design (4x2), with the two factors 

being: a) the Visible Reality Anchors (no cues, people visible, furniture visible or 

people and furniture visible), b) the Virtual Environment (360-degree video or 2D-
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fixed video in a room). The Visible Reality Anchors factor was presented in a way 

where the amount of treatment (visual cues) either increased (from no anchors to 

all anchors) or decreased (from all anchors to no anchors). This approach was 

designed to identify the point at which a sufficient number of anchors becomes 

visible. The direction of anchor visibility (from no anchors visible to all anchors 

visible) was counterbalanced. The anchors remained consistently present 

throughout each condition, with no fading effects applied to avoid introducing 

confounding variables. The virtual environment factor was also counterbalanced 

across all participants. The anchors were selected to cover a consistent social 

zone radius of 2.5 m from the passenger, measured in Blender, a distance that is 

appropriate for public and casual social interactions [63]. The radius was kept 

consistent throughout the experiment. 

4.2.3 Participants 

20 participants (10 females, 10 males, mean age = 28 years, SD = 5) took part in 

the study. The majority were students, 17 had used a VR headset at least once, 3 

had never used one before; all participants had previous experience using a bus 

and 8 were frequent bus travellers. The study took approximately 90 minutes, and 

participants were compensated for their time with £10 Amazon vouchers. It was 

ensured the participants rested between conditions to minimise any possible VR-

induced sickness. The study was approved by the university ethics committee. 

4.2.4 Procedure 

The study ran on a Meta Quest 2 headset connected to a desktop PC via Quest Link 

to guarantee that the bus journey and human avatars were in maximum resolution 

and ran at maximum frame rate to reduce motion lag. The study was conducted 

in a large room where each participant sat on a non-swivel chair in front of a desk, 

with the researcher sitting at a desk across from them. The participant was 

greeted and provided with an information sheet and a consent form. They then 

completed a short questionnaire to collect demographic information and details 

about their previous experience using a VR headset and travelling on a bus. 

During the study, participants were asked to imagine that they were travelling on 

a public bus whilst using the VR headset to watch a documentary video. Figure 4.2 
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a) illustrates the simulated environment they experienced, showing the interior 

of a London bus with surrounding passengers and a continuously moving view of 

London streets visible through the windows. Each condition started on a public 

bus ride through London, which participants were to consider as ‘reality’, and 

which then faded out through a black screen into different conditions. All the 

study’s conditions started in the bus environment which lasted 45 seconds each 

time before transitioning into a condition. Participants were asked to imagine they 

were putting a headset on when the fade-out appeared. They were then presented 

with a condition, lasting for 1 minute, with a total of 8 conditions, four in a 360-

degree video and four in a 2D-fixed video in a room. After each condition, 

participants were asked to fill in a questionnaire in VR. Once all conditions were 

over, a semi-structured interview was conducted to capture additional thoughts 

on the presented anchors and virtual environments.  

4.2.4.1 Quantitative Data Collection 

Participants responded to 5-point Likert-type questions after each condition, 

collecting their responses to feelings of safety, usefulness, social acceptability, 

distraction, escapism and immersion. Participants completed the questionnaire in 

VR (see Figure 4.2 b) and were asked to rate the following six statements (answers 

ranging from ‘Strongly Disagree’ to ‘Strongly Agree’): “I felt safe wearing a 

headset in this scenario” (Safety), “I felt that this mix of bus and virtual content 

was socially acceptable” (Social Acceptability), “It was useful to have this mix of 

bus and virtual content in this scenario” (Usefulness), “It was distracting to have 

this mix of bus and virtual content in this scenario” (Distraction), “I felt I could 

escape from the bus environment in this scenario” (Escapism) and “I felt 

immersed in the documentary in this scenario” (Immersion). The Distraction 

metric was used as a way to measure Presence in VR as an overload of cues could 

disrupt the VR experience, thus breaking the feeling of Presence. The question for 

measuring Immersion was focused on the documentary to measure if participants 

were able to focus on their main goal for using the headset—to watch a 

documentary—instead of commenting on the overall experience of using VR. The 

collected data were logged in a file on the PC and later used for quantitative 

analysis. 
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4.2.4.2 Qualitative Data Collection 

Following the completion of all eight conditions, a semi-structured interview was 

conducted with all participants. The interview followed the questionnaire themes, 

asking participants to comment on all six metrics (Safety, Usefulness, Social 

Acceptability, Distraction, Escapism and Immersion). The interview guide is 

available in Appendix C: Interview Guide for Study III (Chapter 4). In addition, 

printouts of all conditions were provided in the order they were experienced by 

each participant, to serve as a reminder. Participants were asked to discuss the 

six metrics, comparing their experiences in the 360-degree video environment and 

the 2D-fixed video in a room environment. Each participant took an average of 20 

minutes to complete the interview. All interviews were audio-recorded, ensuring 

the anonymity of the participant, and then later transcribed for analysis. 

4.2.5 Quantitative Results 

To conduct quantitative analysis, the answers ‘Strongly Disagree’ to ‘Strongly 

Agree’ were converted to scores 1 to 5 respectively. Figure 4.4 presents the 

median values for participant answers to six questionnaire statements. To further 

prepare the data for analysis, the data were transformed using an Aligned Rank 

Transform (ART) approach [221] and then a two-factor repeated-measures ANOVA 

was performed with the Anchors and virtual environments as factors. Post hoc 

contrast analysis was conducted to compare different conditions for the factors 

that showed significant main effects. The results of these analyses are presented 

in the sections below.  
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Figure 4.4: Median scores of participants’ ratings to the six questionnaire statements, split 
by the virtual environment. 
 

 

4.2.5.1 Safety 

Reality Anchors showed a significant main effect on feelings of Safety 

(F(3,57)=15.40 p < 0.01). Virtual Environments did not show a significant main 

effect and there were no interaction effects between the factors. Post hoc 

contrast comparison (t(57)=-4.56, p < 0.01) showed that viewing People (Mdn=4, 

IQR=3.25-4) led to a significantly greater feeling of safety than No Cues (Mdn=2, 

IQR=1.25-4). Comparisons also showed users also felt safer (t(57)=-5.75, p < 0.01) 

when they saw People and Furniture (Mdn=4, IQR=3.25-4.75), compared to No 

Cues. Interestingly, seeing just People was perceived as safer (t(57)=3.63, p < 

0.01) than seeing just Furniture (Mdn=3, IQR=2-3.75), but seeing People and 

Furniture was seen as safer (t(57)=-4.81, p < 0.01) than just seeing Furniture. The 

remaining pairs did not show significant differences. 

4.2.5.2 Usefulness 

The analysis showed that Usefulness was significantly affected by the Reality 

Anchors (F(3,57)=14.15, p < 0.01). Virtual Environments did not show a significant 

main effect and there were no interaction effects between the factors. Further 

post hoc contrast analysis (t(57)=-4.29, p < 0.01) showed that seeing People 

(Mdn=4, IQR=3-4) was more useful than having No Cues (Mdn=2, IQR=2-3). 
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Comparison between People and Furniture and No Cues (t(57)=-5.97, p < 0.01) 

showed that seeing People and Furniture (Mdn=4, IQR=3.25-5) was more useful 

than not seeing any cues from the bus. The People anchor was a crucial element 

for usefulness, as seeing People and Furniture (t(57)=-4.29, p < 0.01) was 

perceived as more useful than just seeing the Furniture (Mdn=2.5, IQR=2-4) on its 

own. The remaining pairs did not show significant differences. 

4.2.5.3 Social Acceptability 

Reality Anchors showed a significant main effect on Social Acceptability 

(F(3,57)=19.10, p < 0.01). Virtual Environments did not show a significant main 

effect and there were no interaction effects between the factors. Post hoc 

contrast comparisons (t(57)=-5.46, p < 0.01) showed that users felt that it was 

more socially acceptable to see People (Mdn=4, IQR=4-4) than have No Cues from 

reality (Mdn=2, IQR=2-4). People and Furniture (Mdn=4, IQR=4-4) were also seen 

as more socially acceptable (t(57)=-6.27, p < 0.01) than having no information 

from the bus. Seeing People (t(57)=4.24, p < 0.01) or People and Furniture (t(57)=-

5.05, p < 0.01) also returned higher scores than just seeing Furniture (Mdn=3, 

IQR=2-4) in terms of social acceptability. The remaining pairs did not show 

significant differences. 

4.2.5.4 Distraction 

Reality Anchors showed a significant main effect for Distraction (F(3,57)=2.93, 

p=0.041). Virtual Environments did not show a significant main effect and there 

were no interaction effects between the factors. Post hoc contrast comparisons 

revealed that seeing just the Furniture (Mdn=4, IQR=3.25-4) was found to be more 

distracting (t(57)=-2.66, p=0.049) than having No Cues (Mdn=3, IQR=2-4) brought 

into the environment. The remaining pairs did not show significant differences. 

4.2.5.5 Escapism 

Both the Reality Anchors (F(3,57)=8.15, p < 0.01) and Virtual Environments 

(F(1,19)=12.42, p < 0.01) factors showed significant main effects for Escapism. 

Interaction effects between Reality Anchors and Virtual Environments were also 

significant (F(3,57)=3.45, p=0.022) but post hoc contrasts found no significant 

differences.  
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The participants felt that they could escape the bus environment more 

(t(57)=3.33, p < 0.01) when No Cues (Mdn=4.5, IQR=4-5) were present, compared 

to seeing People (Mdn=4, IQR=2.25-4). Comparisons (t(57)=3.14, p=0.014) also 

showed that People and Furniture (Mdn=4, IQR=3-4) reduced escapism more than 

No Cues. The final significant comparison (t(57)=4.80, p < 0.01) of Furniture 

(Mdn=3, IQR=2-4) versus No Cues revealed that Furniture reduced escapism the 

most. The remaining pairs did not show significant differences. 

For Virtual Environments, the 360-degree video (Mdn=4, IQR=3-4) condition 

performed better in making users feel like they escaped the bus environment than 

the 2D-fixed video in a room (Mdn=3.5, IQR=2-4). 

4.2.5.6 Immersion 

Immersion was also significantly affected by Reality Anchors (F(3,57)=8.43, p < 

0.01) and Virtual Environments (F(1,19)=21.30, p < 0.01). Interaction effects 

between Reality Anchors and VR Environments were also significant (F(3,57)=3.49, 

p=0.021) but post hoc contrasts found no significant differences.  

Immersion was strongest when No Cues (Mdn=5. IQR=4-5) were visible and showed 

a significant difference in comparison (t(57)=3.01, p=0.020) to seeing People 

(Mdn=4, IQR=3-4). Seeing People and Furniture (Mdn=4, IQR=3-4) was also less 

immersive (t(57)=4.30, p < 0.01) than seeing No Cues. However, seeing just the 

Furniture (Mdn=3.5, IQR=2-4) was the least immersive of the three, compared to 

No Cues (t(57)=4.41, p < 0.01). The remaining pairs did not show significant 

differences. 

For Virtual Environments, 360-degree video (Mdn=4, IQR=4-5) also led to greater 

immersion than a 2D-fixed video in a room (Mdn=4, IQR=2-4). 

4.2.6 Qualitative Results 

Upon transcription, all interviews were coded using an open-coding process [26] 

where each statement was assigned an emergent code that was iterated over 

several cycles and used to re-code the transcripts until no new codes were needed. 

Following that, all codes were arranged into meaningful groups, following a 

thematic analysis approach [18]. A single coder performed the coding, discussing, 
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and amending of the codes after the first and the final iteration with another 

researcher.  

Whilst the chapter uses the terms ‘immersive technology’, ‘devices’, and 

‘headsets’ when describing overall goals and findings, the results section keeps 

the use of ‘VR’ for consistency with the original study context, using it where it 

was originally applied in participants' tasks, questions, or quotes. 

4.2.6.1 VR Acceptance on Public Transport 

Four themes emerged as key factors influencing the acceptance of VR on public 

transport: 1) the ability to maintain awareness, 2) social acceptability, 3) the 

extent of required physical movement, and 4) concerns about motion sickness. 

The ability to maintain awareness depended on remembering that you were on a 

bus and not becoming “carried away by the VR content” (P2), as this was 

perceived negatively. P7 highlighted this concern, stating, “I don't want to forget 

where I am because I have to be alert”. Similarly, P17 expressed that such 

situations could lead to constant worry: “You're too concerned about the world 

outside; you don't feel very comfortable because you can’t see what's going on”. 

Participants worried that losing awareness whilst in VR could result in missing the 

required stop, not noticing that other passengers require attention or are up to 

malicious actions, losing personal belongings or not realizing there was an accident 

on the road. These concerns align with the findings from surveys discussed in 

Chapter 3. While some participants felt they would prefer to remove the headset 

if they were worried about someone or felt they were receiving too much 

attention, others noted a preference for a solution that allowed them to be, as P6 

stated, “able to not have to take the headset off and you could still make safety 

checks”. 

Social acceptability was another factor influencing VR acceptance on public 

transport. Participants mostly linked social acceptability to other passengers. VR 

was deemed acceptable if it was “discreet and not intrusive” (P6), ensuring that 

the user avoided behaviours perceived as “irritating” (P21), “weird” (P11), or 

“rude” (P19). Such perceptions could arise from actions like “moving [the] head 

really vigorously” (P15) or “staring at people” (P8) while immersed in VR. These 
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concerns underscore how acceptable interactions and motions are constrained in 

public transport environments. This aligns with the concerns identified in the 

surveys in Chapter 3. However, in this study, we observe that exposure to people 

as anchors can influence social acceptance. Overall, participants felt that social 

acceptability would increase with the visibility of people because “when you are 

around people you cannot be oblivious to their presence” (P3) and you can “adjust 

the behaviour based on other passengers” (P8). Only two participants mentioned 

that other passengers may object to having their image represented in VR, making 

it unacceptable in that case, and only one participant felt that they stopped 

worrying about other passengers once they were not visible anymore. 

Linking back to the earlier finding, how much physical movement is required was 

also a factor influencing VR acceptance. Too much physical movement was not 

only seen as socially unacceptable but also physically demanding, increasing the 

risk of injuries, or being physically tiring. Concerns about motion sickness were 

the final influencing factor, only mentioned by two participants. Although motion 

sickness and input techniques are not within the scope of this work, these factors 

are noteworthy as they can further hinder the adoption of immersive technologies 

in transit. 

4.2.6.2 Factors Influencing the Choice of Reality Anchors 

Participants’ reflections on Reality Anchors revealed four key considerations 

influencing their choice of anchors: 1) the ability to enhance the sense of safety, 

2) whether the anchor(s) provide added value, 3) the ability to maintain immersion 

or focus on the task, and 4) whether the anchor(s) align with the requirements of 

their journey type. 

The first consideration, the ability to increase the sense of safety, was linked to 

how the sense of safety was affected by the different anchors. Those anchors that 

increased the feeling of safety were preferred and were mostly represented by 

the people anchor. The majority of participants agreed that they felt safer when 

they could see people as that helped maintain awareness (“seeing the people - 

that was good because I could be aware of my surroundings” (P15)). Following 

that, seeing the belongings was another preferred anchor that increased a sense 

of safety, as noted by P7: “won't feel 100% safe if I don't know where my bag is”. 
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However, seeing the bag was not enough for some participants, who noted that in 

addition to the visual, they would still want to touch their belongings (“would use 

the visual representation but also touch to make sure my item is still there” (P9)). 

Contrary to this, one participant felt that they would not need to see their 

belongings if they could at least see the people: “if I could see the people all the 

time then I don't need to see my luggage” (P16). Seeing no anchors had a strong 

negative effect, and the majority of participants felt that it was unsafe and 

uncomfortable, and they would worry about their surroundings all the time, thus 

disturbing their VR experience. Overall, anchors that increased the sense of safety 

were those that reminded them of the bus environment, especially other 

passengers, allowing for a quick response if their attention was needed.   

Another consideration when choosing the anchors was their added value. As adding 

more anchors increased objects in the visual field, participants were selective and 

preferred only those anchors that were perceived as useful. As discussed earlier, 

people and personal belongings were the two most useful anchors, however, most 

participants considered furniture to be the most redundant visual cue. 

Participants thought that it “does not move on its own” (P1) and “doesn’t really 

change” (P8) and that you already know you are “in a chair” (P9). However, a few 

participants felt that the furniture anchor added value when in combination with 

people as that provided a reference point to where the people were sitting. As 

P20 noted: “when I could see them with chairs, I had a bit more information about 

them, I knew, Oh, they're kind of over here”. Despite this, most participants 

thought that furniture or furniture and people together resulted in a busy 

environment, that distracted them from their main task of watching the 

documentary. 

Maintaining immersion and focus on the task was an important consideration when 

selecting the anchors. Participants often found the furniture and furniture and 

people anchors particularly distracting. For example, P8 observed, “people and 

furniture together is too much, distracts from the task”, while P1 added, 

“furniture on its own—really distracting.” In contrast, “just [seeing] people still 

allow for better immersion in VR” (P22). Interestingly, a couple of participants 

noted that, although they initially found the anchors distracting, they eventually 

got used to them. P13 explained, “the anchors, at first it was jarring, but then I 
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got used to it”. Others mentioned learning to ignore the anchors over time, as P3 

shared, “cues are easy to ignore when you get used to them”. 

Participants also discussed the visualization of the anchors, revealing that those 

taking up the most visual space, particularly the furniture anchor, were found to 

be the most distracting. For example, P8 noted, “furniture is disruptive because 

it blocks the screen and contains a lot of information”, while P4 commented, 

“furniture is everywhere and can't be easily ignored”. Surprisingly, distraction 

was not only a consequence of how much space the anchors occupied but also how 

naturally they fit into the virtual scene. The mismatch between the anchors and 

the virtual environment affected how “natural” anchors seemed within the 

environment. Some participants thought that “people look weird because they 

clash with virtual objects” (P8), or floating in the air, as noted by P14: “it doesn't 

make sense. There are people sitting on nothing”. The clash of bus furniture and 

virtual objects was more profound in the 2D-fixed video in a room (“suddenly you 

have like a seat with a lamp on it and it looks a bit weird” (P11)) and it even 

affected participants’ perception of reality ([it] mixed with my perception of 

reality. Because sometimes maybe I'm not sure is this real or not?” (P19)).  

Surprisingly, some participants looked for a sense of familiarity, comparing the 

2D-fixed in a room scenario to a familiar setting, as explained by P21: “in the 

cinema room it felt like I was actually at home watching it”, and many of the 

participants felt that seeing people in the room environment felt very natural 

(“seeing other passengers in the room with a screen felt like a cinema” (P2)). 

However, that only applied to seeing the people, not the furniture as “with 

people, it's just like you're in your living room and sitting with other people, the 

furniture is like something that don't belong there” (P20). Although less so in the 

2D fixed-video condition, the people anchor clashing with objects from the virtual 

environment was distracting to some participants (“the passengers’ anchor 

clashing with the virtual furniture was distracting” (P7)). However, one 

participant also noted that if people also matched the virtual objects, then the 

unnatural mismatch would no longer be a problem, P17 explained: “it felt 

unnatural, the mismatch. But for example, if I was like in a cinema, and these 

people were in like seats like in the cinema, then it would be alright”.  
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Contrary to this, in the 360-degree environments, none of the anchors felt natural 

and were easier to ignore due to the full-scale mismatch they had to the scene, 

which lead to higher immersion and a likelihood of completely forgetting the bus 

that participants disliked, as noted by P19: “in 360 I completely forgot about the 

bus, but I don't think it's safe”. Some participants still found it uncomfortable to 

see people in the 360-degree video environment. P13 explained, “the intention is 

to make you feel that you're underwater, but there's people in it, so it's kind of 

unrealistic”. However, this issue was discussed less frequently than the clash 

between people and objects from the virtual scene in the 2D fixed-video room 

set-up, suggesting that because the mismatch in the 360-degree video 

environment was more apparent, it was also perceived as less uncomfortable. 

Finally, participants also considered how specific anchors might match their 

journey requirements, making this the final factor influencing their choice. The 

analysis confirmed that shorter journeys required more awareness than longer 

journeys, specifically when the journey does not end at the final stop. As P11 

noted: “would need to know If you are getting closer unless it is the end stop”, 

as that would require the user to manage their journey themselves. Not having 

any anchors was seen as unsuitable for shorter journeys, whilst longer journeys 

were a more appropriate environment for getting immersed in VR. Participants 

felt that longer journeys are different from shorter journeys by a lower passenger 

turnover, (“on a longer trip most people just get in and then they sit there, then 

I might not need to know a lot going on” (P11)), no need to manage the journey 

(“If it's like overnight, you want to be completely immersed. You don't need to 

go anywhere. You don't need to look for the stops” (P16)), and a journey length 

that implied entertainment is needed (“long journeys are boring, not much 

happening outside, need less information - more suitable for VR” (P1)). The 

answers also showed that longer trips are more suitable for VR with a clear final 

stop, as noted by P8: “long ride with clear final stop can be more occluded. People 

don't tend to move about”. 

4.2.6.3 Requirements for Future Reality Anchors 

Participants also discussed potential improvements and requirements for the 

anchors. The key recurring themes were: 1) depicting changes in other passengers’ 
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movements, 2) including journey information as an anchor, and 3) enabling the 

selection of anchors based on the needs of the journey. 

The study included static representations of other passengers, that remained in 

fixed positions throughout, but most participants also discussed scenarios where 

the passengers might be moving. The change in direction or position was 

considered more important than a constant feed of other passengers. As P15 

explained, “knowing where people are at that time. If they did move, I want to 

see where they moved to. Minimal movements on the seat wouldn't make a 

difference”. Constant movement, however, could even be perceived as 

distracting, as P16 noted, “people, if they're moving all the time, it's more 

distraction than usefulness”. The change in position was especially important if 

the other passengers required the VR user’s attention or were getting closer to 

them (“if they're [people] not walking toward you then I don't care if they're 

moving” (P12)), suggesting that anchors based on proxemics might be a useful 

feature in the future. Participants also missed having journey information in the 

provided scenarios, including knowing when they are approaching/or at their 

destination. Finally, being able to select the anchors based on journey needs was 

among the most common suggestions. Participants agreed that they wanted to 

tailor the anchors based on their journey type, or sense of safety to regain control 

of their journey (“I would like to select what I want to see to be in control of the 

situation” (P5)). 

4.2.7 Summary 

Study III demonstrated an initial attempt to explore Reality Anchors for in-transit 

contexts. The overall findings showed positive indications that Reality Anchors can 

increase the overall acceptance of immersive technologies on public transport, 

particularly the visibility of other passengers and one’s belongings. However, that 

is not without an effect on immersion as with an increased number of anchors, 

participants’ ability to focus on the video content also decreased. The study also 

revealed that headset users are selective when choosing which anchors suit their 

journey needs. 

Surveys from Chapter 3 revealed that not all journeys are perceived equally. 

Shorter journeys often demand greater awareness, a heightened need for control, 
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and are more tolerable before entertainment becomes necessary. The findings 

from this study build on these insights, highlighting that journeys can also be 

categorised by the need to manage progress, whether they involve a predefined 

final stop or require passengers to determine where they need to get off, and by 

the likelihood of continuous or minimal passenger turnover. Based on the findings 

from both the surveys (Study I and Study II) and Study III, the key differences in 

information needs and concerns based on the type of journey can be categorised 

as follows: 

• Self-managed journeys: Typically, short trips where passengers must 

decide when to get off, often involving frequent passenger turnover and 

heightened concerns about safety and journey awareness. 

• Externally managed journeys: Characterised by longer trips where 

passengers do not need to manage when to get off, minimal passenger 

turnover, and longer durations. These trips were often perceived as less 

stressful and more monotonous, making entertainment a priority. 

The results suggest that passengers’ anchor needs vary depending on the type of 

journey. For self-managed journeys, the demand for Reality Anchors is likely to 

increase, while for externally managed journeys entertainment may be prioritised 

over awareness. However, it remains unclear which specific anchors would be 

prioritised for each journey type and how these preferences might evolve as the 

journey progresses. 

Generalising anchor use across self-managed and externally managed journeys 

would be beneficial for designing future immersive technologies. To further 

investigate, the next study was designed to allow participants to freely choose 

anchors throughout two journey scenarios representing self-managed and 

externally managed journeys, to better understand how anchor preferences 

change over time. 

Additionally, two key requirements for future anchor designs emerged from the 

findings of Study III: 
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• Inclusion of journey information: Although not implemented in Study III, 

the findings strongly support the need for journey information as an anchor, 

which will be explored in Study IV. 

• User control over anchors: Allowing users to freely select and adapt 

anchors throughout their journey was identified as essential. Participants 

expressed a desire for greater control over their in-transit experience, as 

preset anchors, while useful as a starting point, were often perceived as 

limiting in addressing their individual needs and adapting to changing 

circumstances. 

These features were integrated into Study IV, which is discussed in the following 

section. 

4.3 Study IV: Reality Anchors for Different Journey Types 

4.3.1 Study Design 

Study IV was designed to explore anchor usage on self-managed and externally 

managed journeys. This study used a VR headset to simulate two rides on a subway 

train and was conducted in a lab environment. The first scenario was a multi-stop 

ride on the London underground, which was designed based on the real route of 

the train and represented a self-managed journey. The ride included all 16 stops 

of the Victoria line and was designed to last for a maximum of 12 minutes, but the 

participants’ target stop was the tenth stop, bringing the journey duration to 

approximately 8 minutes. The second scenario was a modified journey that 

represented an express train, where the destination is the final stop and there are 

no stops throughout the journey with an approximate ride time of 8 minutes to 

maintain consistency in both conditions. To simulate the rides, a high-fidelity 

subway model was used in Unity where the realistic movement of the train was 

depicted using Unity’s physics engine. Several virtual avatars from the Adobe 

Mixamo library [263] were placed around the VR user to simulate a realistic social 

setting. Findings from Study III indicated that anchors based on an object’s 

distance from the user could be useful. Therefore, in this study, the avatars were 

positioned within the user’s personal zone (~1.2 m) and social zone (~3.6 m), 

based on Proxemics theory [63].  
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The simulated avatars were animated with realistic body movements (such as 

slight movements of hands and head) to increase the fidelity of the scenarios. The 

human avatars stayed in fixed positions throughout the experiment to avoid 

introducing additional bias caused by passengers moving around, which will be 

explored as a separate factor in the following chapter. The sound of the subway 

moving was kept at a consistent level throughout both study conditions (a self-

managed and an externally managed journey) and included the sound of doors 

opening and closing. No audio announcements were played throughout the 

journeys to maintain the focus on the use of the visual cues that are represented 

by the anchors.  

All participants experienced both rides in a counterbalanced order. For the task, 

participants were told to treat the virtual train environment as a real-life journey, 

during which they were wearing a VR headset and watching a nature documentary 

video [266] in an immersive 3D cinema created using freely available assets [264, 

265]. Once immersed in the cinema room, participants were able to use a pop-up 

menu to activate or fully deactivate the following Reality Anchors (as shown in 

Figure 4.5): Passenger, Possession, Furniture and Signage. Participants were also 

able to increase the visibility radius (shown Figure 4.5 c) to cover their social zone, 

measured as 3.5 m in Blender, to investigate if there is a preference for the radius 

that the anchors should be displayed within. The anchor design followed the same 

approach as in Study IV. A semi-transparent overlay was used to visually distinguish 

the anchors from the rest of the virtual scene, as illustrated in Figures 4.5 d, 

Figure 4.5 e and Figure 4.5 f. 

After each ride, participants were given a short task asking them to mark which 

anchors they selected throughout the journey and to rank seven Likert-scale 

statements. To maintain a controlled experimental environment and minimise 

potential distractions, the in-VR scenes were kept constant across all conditions, 

except for the manipulation of journey type, which was the primary focus. 
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Figure 4.5: Study IV set-up in Unity. a), b) other passengers in the subway scene, d), e), f) 
Reality Anchors showing ‘Other Passengers’, ‘Next station signage’, and ‘Furniture’ visible 
in the increased radius mode, and c) a pop-up menu for Anchor selection. 

 

4.3.2 Participants 

In total, 19 new participants (8 females, 10 males, 1 non-binary, mean age = 27 

years, SD = 6) were recruited for the study. The majority were students, 17 have 

used a VR headset at least once, 2 have never used one before; all participants 

had previous experience travelling on a subway and 2 travelled on a subway in 

London in the last month. The study took approximately 60 minutes to complete, 

and participants were compensated for their time with £10 Amazon vouchers. It 

was ensured that participants took a rest between the two journey simulations to 

minimise any possible VR-induced sickness. The study was approved by the 

university ethics committee. 

4.3.3 Procedure 

As for Study III, each participant sat on a non-swivel chair in front of a desk, with 

the researcher sitting at a desk across from them. The participant was greeted, 

presented with an information sheet, a consent form, and filled in a short 

questionnaire to collect demographic information and previous experience of 

using a VR headset and travelling on a subway. During the study, participants were 

asked to imagine that they were travelling on a London underground train whilst 
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using the VR headset. Figure 4.5 a and b illustrate the virtual subway environment 

shown to participants at the beginning of the study, featuring the inside of a 

subway car and the presence of other passengers. For the self-managed condition 

participants were instructed to ‘get off’ at the tenth stop, “Oxford Circus”, which 

they could do by selecting a button on the pop-up menu (Figure 4.5 c). For the 

externally managed journey, participants were told they were travelling to the 

end of the route, where the train would stop. Each ride started with a virtual 

scene on the subway, which participants were to consider as ‘reality’, and which 

then faded out through a black screen into the cinema room. Participants were 

asked to imagine they were putting a headset on when the fade-out appeared. 

Once in a cinema room (seen in Figure 4.5 d), participants were unable to return 

to the subway train environment but could use the pop-up menu with the anchors 

throughout the journey (Figure 4.5 c). Once both rides were completed, a semi-

structured interview was conducted to capture participants’ thoughts on the two 

different journeys and their use of Reality Anchors. 

4.3.3.1 Quantitative Data Collection 

Study IV leaned on qualitative methods for the majority of its data collection, 

however, participants were asked to rank seven 5-point Likert-type statements to 

ensure that the simulated self-managed journey and an externally managed 

journey were perceived differently by the participants, and that the chosen 

approach was suitable for the study. The results of Study III indicated that a self-

managed journey might require an increase in awareness and safety concerns, 

whilst an externally managed journey should allow for a more immersive VR 

experience. Based on this, the following seven statements were formulated 

(answers ranging from Strongly Disagree to Strongly Agree): “The anchors assured 

me that my belongings are safe”, “The anchors increased my sense of personal 

safety”, “Being able to see the anchors was useful”, “The anchors were 

distracting”, “I had to focus on my journey progress”, “I felt I could escape from 

the subway environment during this journey” and “I felt immersed in the 

documentary during my journey”. 
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4.3.3.2 Qualitative Data Collection 

The semi-structured interviews included 10 questions focused on the experience 

and the use of the anchors, social acceptability, and the use of anchors in different 

journeys (please refer to Appendix D: Interview Guide for Study IV (Chapter 4) for 

the full interview guide). During the interview, participants were encouraged to 

discuss the differences and similarities between the two journeys in relation to 

each interview question. If needed, participants were probed to further explain 

or clarify their ideas. Each participant took an average of 25 minutes to complete 

the interview. All interviews were audio-recorded, ensuring the anonymity of the 

participant, and then later transcribed for analysis. 

4.3.4 Quantitative Data Results 

To conduct quantitative analysis, the answers “Strongly Disagree” to “Strongly 

Agree” were converted to scores 1 to 5 respectively. The Wilcoxon signed-rank 

test was used to analyse the results and showed a significant difference between 

the two journeys for the following three statements: “Being able to see the 

anchors was useful.” (p=0.33, z=-2.126, moderate effect size, d=0.60), where the 

usefulness of the anchors was higher for a self-managed journey; “I had to focus 

on my journey progress.” (p < 0.001, z=-3.436, large effect size, d=2.24), where 

participants had to focus on their journey progress more in a self-managed 

journey; “I felt immersed in the documentary during my journey.” (p=0.006, 

z=2.749, large effect size, d=0.85), where participants felt more immersed in the 

documentary in the externally managed journey. There were no significant 

differences between the journeys for the remaining statements. These results 

were in line with the definitions for self-managed and externally managed 

journeys. 

4.3.5 Qualitative Data Results 

Interview analysis followed the approach of the previous study. All interviews 

were coded using an open-coding process [26], where statements were assigned 

emergent codes iteratively until no new codes were needed. These codes were 

grouped into meaningful themes following a thematic analysis approach [18]. A 

single coder conducted the coding, with discussions and amendments made in 

collaboration with another researcher after the first and final iterations.  
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Whilst the chapter uses the terms ‘immersive technology’, ‘devices’ and 

‘headsets’ when describing overall goals and findings, the results section keeps 

the use of ‘VR’ for consistency with the original study context, using it where it 

was originally applied in participants' tasks, questions, or quotes. 

4.3.5.1 Prioritising Reality Anchors for Self-Managed Versus Externally 
Managed Journeys 

Interview analysis showed that participants prioritised the use of anchors 

differently for self-managed and externally managed journeys. They considered 

the following: 1) whether they needed to track the route, 2) whether passengers 

were expected to change throughout the journey, and 3) whether they were 

approaching their destination. 

Tracking the route was especially important for self-managed journeys. All 

participants used the signage anchor in the self-managed journey, and most 

participants turned the anchor on as soon as the journey started, as “there was a 

need for the signage from the get-go” (P2). Keeping track of the route was 

important as missing a stop would be difficult to rectify: “if you pass the station 

you want to go to, you probably will take more time to get back” (P10). 

Interestingly, a few participants also noted that the time in VR felt distorted, 

potentially contributing to the loss of awareness if no anchors were present, 

(“time moves differently in VR somehow. It moves a bit faster” (P5)), further 

increasing the need to see the stop information. For externally managed journeys, 

tracking of the route was not as important, as highlighted by P14: “on the express 

journey, because I wasn't worried about my stops, I don't need the signage”. All 

the participants used the signage anchor, but almost half of the participants 

turned it on halfway through the journey. Participants' answers revealed that this 

was because the sign was used to check on the journey, but not to keep constant 

track of the progress: “I knew that I did not have to get off at a certain stop, so 

I put the stop on just over halfway, whilst in the other one I would have put it on 

ages ago” (P17).  

The expectation of passengers to change was another factor influencing anchor 

choices for self-managed and externally managed journeys. Self-managed 

journeys were associated with a high passenger turnover, reinforcing the findings 
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of Study III. Most participants had the passenger anchor on at least at some point 

throughout the self-managed journey. However, contrary to the use of the 

signage, the passenger anchor was used sporadically rather than kept constant 

throughout the journey. Participants used the anchor to “check-in” on the 

passengers in between the stops (“the passengers were only useful in that period 

between its stopping and starting again because that's the only time I actually 

really care about passengers, who's coming on who's getting off” (P2)). 

Participants also found the passengers to be more distracting from the 

documentary than other anchors, which also resulted in periodical checking 

instead of constant use of the anchor, as noted by P3: “I realised that I didn't 

really look at the people. They were just annoying because I could see them and 

not watch the film so much”. For externally managed journeys passenger turnover 

was not seen as a big concern. Participants did not display a consistent use of the 

passenger anchor and some did not turn it on at all. Lack of passenger turnover, 

however, did not affect the need to see the belongings which was the most 

consistently used anchor in both journeys. The majority of participants used the 

anchor at least at some point in both experiences and noted that upon occluding 

the reality it is important to check on possessions (“first I need to ensure my bag 

is safe”, P16: “so at the beginning, I just selected my possession, because that's 

the important thing” (P7)). Participants' reflections revealed that the need to use 

the furniture anchor was not influenced by tracking the journey, passenger 

turnover or approaching the destination. Furniture only served the purpose at the 

start of the journey, to paint a mental picture of the environment (“the furniture 

was useful at the start because I could see the pole and it is a hazard, but after 

I got used to, I turned it off.” (P17)), or as a reminder of the subway environment 

(“when I wanted to remind myself that it was a subway, that's when I enabled 

the furniture” (P2)), but was not prioritised differently in a self-managed or 

externally managed journeys. Maintaining awareness of the belongings and the 

journey progress also helped to focus on the task, as noted by P1: “my possessions 

and the fact that I knew where I was, it increased my immersion”. Interestingly, 

the option to increase the visibility was not commonly used by passengers as they 

thought it was “distracting” (P1), due to the visual space it takes in the scene. 

However, the option was still used by those participants who were most worried 

about other passengers. 
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The findings also showed that as the journeys progressed, the need for the anchors 

changed. Participants employed several methods to determine if a change in the 

anchor selection was needed. This was especially prominent in self-managed 

journeys. Participants re-evaluated the safety of their environment (“in the 

middle, I just wanted to see what's happening around me, just for a second, so I 

just looked around and then I closed it” (P9)), and if other passengers might be a 

cause of worry, as discussed by P10: “there's one next to me, but she looks fine 

and the other two, they talked to each other, so I think my things are safe, so 

unselected the passengers in the middle of the journey”. Lastly, as participants 

were getting closer to their destination, the need for the anchors increased, as P5 

explained: “I turned on the passengers and possessions and stuff to kind of 

prepare so I can grab my bag and if the passengers stood up, I could stand up as 

well”. For externally managed journeys, participants felt that they could immerse 

themselves more: “in the express, it was much easier to focus on the documentary 

because I didn't have to pay attention to the stuff” (P1), whilst, throughout the 

middle of the journey, the need to maintain awareness increased for some, as 

highlighted by P17: “at first I turned off the signage but then I got a bit more 

nervous halfway through”. 

4.3.5.2 Key Characteristics of Different Journey Types 

Study III indicated that different journey types affected Reality Anchor use. This 

study uncovered what other factors determine a journey type, including 1) 

whether it is a self-managed or externally managed journey, 2) the likelihood of 

passenger turnover, 3) seat arrangement, and 4) familiarity with the route. 

Journey length was not a contributing factor as long as the trip was considered 

“long enough” for an immersive experience. The following section will discuss seat 

arrangement and familiarity with the route in more detail. 

As part of the discussion, participants were asked to think about VR use on 

different journeys. The analysis of the answers revealed that the seating 

configuration could contribute to how comfortable the participants would be using 

the headset, and which anchors they would choose. Seating that blocked other 

people (“in a bus, you can have people sat next to you, so if someone wants to 

get up it is a lot more difficult” (P17)), or was opposite to other passengers  

(“because on the subway the person is directly opposite you, so he can actually 
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stare at you” (P5)), was linked to more uncomfortable experience where the 

participant would need to endure an awkward social situation. Contrary to this, 

spaces that allow for easy get around (“the space is huge [on a train]. The most 

important is the passengers next to you don't need my help if they want to access 

the train” (P7)), or where people were not expected to move (“on a plane, once 

you sit in your seats, you know who is sitting next to you and that's it” (P6)), were 

seen as more appropriate for an immersive experience. The seating arrangement 

also influenced the need for anchors. For example, P17 noted, “On a plane, I think 

maybe the passengers' anchor is less necessary; you sit in one seat for a long 

time”. In contrast, P5 observed, “On the bus, you're more likely to keep your 

possessions right next to you. If someone wants to sit there and you have to move 

your possessions, I'm more likely to use anchors there”. 

Participants also reflected on the familiarity of the journey, with the answers 

showing that despite the journey length, they felt that an unfamiliar journey 

would not be acceptable for an immersive experience (“in an unfamiliar journey 

I will prefer not to use it because everything is unfamiliar. I need to take care, 

but on a familiar journey I will probably use it.” (P10)), whilst a familiar route is 

less unpredictable (“I would feel more relaxed to use it because I know what to 

expect every day” (P3)). Finally, one participant also noted that the perception 

of the environment would be an important factor as well for the overall choice to 

use a headset: “if the place is too noisy, then I will not use it because I feel that 

is a little bit dangerous” (P10), suggesting that a sense of safety might override 

environment expectations based on familiarity. 

4.3.6 Summary 

The analysis of Study IV revealed distinct differences in how participants 

prioritised Reality Anchors based on journey type. Self-managed journeys 

heightened the use of anchors such as signage and passengers, while externally 

managed journeys required fewer anchors, allowing participants to focus more on 

immersive content. Belongings were consistently prioritised across both journey 

types, while furniture anchors were mainly used at the start to familiarise with 

the environment. As journeys progressed, participants adjusted their anchor 

preferences based on changing needs, such as wanting an increased awareness 

near their destination or re-evaluating safety during the trip. Participants also 
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demonstrated a "check-in" behaviour, periodically enabling anchors like 

passengers to assess their surroundings before returning to their immersive 

content. 

The study also revealed additional factors that shape journey types and influence 

the use of Reality Anchors, including seating configurations, passenger turnover, 

and familiarity with the route. Participants highlighted that seating arrangements 

affecting ease of movement or proximity to others shaped comfort and the 

perceived need for anchors. For example, seating that allowed for unobstructed 

movement, such as on a train, was seen as more conducive to immersive 

experiences, while seating opposite others, as on a subway, heightened social 

discomfort. Familiarity with the journey also played a critical role; participants 

found immersive technology less suitable for unfamiliar routes due to increased 

awareness and safety concerns, whereas familiar journeys were perceived as more 

predictable and acceptable for immersive headset use.  

4.4 Discussion 

Study III explored how Reality Anchors could reduce concerns associated with 

immersive technology use on public transport. It provided an initial exploration of 

the anchors concept, aiming to understand which anchors would be most useful 

and why in transit contexts. The subsequent study examined Reality Anchors in 

the context of two different journey types, seeking to define the characteristics 

of these journey types and understand how they influence the use of the anchors. 

Overall, the work presented in this chapter demonstrates that Reality Anchors 

have the potential to enhance the acceptance of immersive technology in transit 

settings, although further challenges remain. The key findings and future 

challenges are discussed below. 

4.4.1 Maintaining Awareness on Public Transport 

Previous work that looked at immersive technology use in travelling contexts [34, 

45, 176, 214, 217], highlighted the importance of maintaining awareness of the 

surrounding environment to increase immersive technology acceptance. Chapter 

3 demonstrated that other passengers, personal belongings, the surrounding 

environment, and journey progression are key elements to be represented as 
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anchors. The work presented in this chapter further reveals that not all Reality 

Anchors are regarded as equally important; their prioritisation depends on their 

ability to enhance the sense of safety, provide added value, minimise distraction 

and align with the journey type. The most important anchor was found to be other 

passengers, which reduced awareness, safety, and social concerns. Passengers 

were seen as the most dangerous element in the travel environment due to their 

dynamic nature, compared to furniture that remained static and added the least 

value to maintaining awareness. However, the work also showed that increasing 

awareness of reality leads to reduced immersion, especially when the anchors 

block the view of the virtual content. However, Study IV extended this further, 

showing that not all anchors were used continuously throughout the journey to 

preserve immersion. Four Anchors were used in Study IV: passengers, personal 

belongings, signage and furniture. Participants demonstrated that the anchors 

were either used continuously or to “check-in”. For those anchors that were more 

distracting, which included people or furniture, participants would periodically 

turn them on and off to maintain awareness. Furniture anchors, in particular, were 

often used to familiarise oneself with the space or to reference one's location in 

the world. In contrast, anchors that were less distracting or required continuous 

observation, such as signage and belongings, were kept on constantly or for longer 

durations. 

Self-managed and externally managed journeys showed the need for different 

anchors. The need was determined by the necessity to track the trip, passenger 

turnover, and getting close to the destination. For self-managed journeys 

participants found it to be important to maintain continuous awareness of the 

subway environment and their journey. They relied heavily on the signage anchor, 

using it continuously, while periodically activating passenger and furniture 

anchors to maintain awareness of the environment. Conversely, in externally 

managed journeys, continuous awareness of the environment was less critical, and 

participants often did not activate the signage anchor until at least halfway 

through the journey. 

Passenger turnover was another key factor defining anchor use. For self-managed 

journeys, the expectation for turnover was high, therefore the participants used 

the passenger anchor more consistently throughout the journey compared to an 
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externally managed journey where other passengers were not expected to move 

or change as much. Finally, as the journey progressed participants re-evaluated 

the safety of the environment and the need for the anchors. If the environment 

was deemed to be safe, then some anchors could be removed. In addition, if the 

journey was coming to an end, the need for the anchors increased for both journey 

types. Participants used the anchors as a way to prepare to leave the train. 

4.4.2 Reality Anchors That Match Journey Needs 

The work discussed in this chapter shows that the need and the choice of the 

anchors were influenced by the type of journey. Previous work tended to classify 

the journeys by the mode of transport [46, 176, 217] but this thesis argues that 

these following classifiers define a journey more effectively: self-managed or 

externally managed journey, likelihood for passenger turnover, seat arrangement, 

and familiarity with the route. This thesis introduces the idea of self-managed and 

externally managed journeys as a new way to describe a travelling experience. A 

self-managed journey is often associated with a short duration, has constant 

passenger turnover, and requires the passenger to decide when to get off, 

resulting in increased worries about safety and journey awareness. An externally 

managed journey is described as one that has a clear endpoint to the trip that a 

passenger does not need to track, is less likely to have much passenger turnover, 

can be longer in duration, and is often perceived as boring, making entertainment 

an acceptable way to pass time.  

The likelihood of changing passengers can result in increased worries about safety 

influencing the use of an immersive headset. Seat arrangement was another way 

that our participants used to describe different journey types. While exploring the 

impact of different seating arrangements on immersive experiences is beyond the 

scope of this work, initial interest in the topic has been noted [173], and warrants 

further exploration. The work in this chapter showed that being able to avoid 

uncomfortable social interactions is key to an acceptable experience. Further 

exploration is needed to understand how Reality Anchors can support users in 

navigating unavoidable awkward interactions. Finally, the last uncovered 

descriptor was familiarity with the route. Unfamiliar routes were perceived as 

more dangerous and unpredictable, making them less acceptable for immersive 

experiences. Familiar routes, on the other hand, were perceived as more 
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predictable or even boring, making immersive experiences more appealing. The 

findings indicate that the unpredictability of a journey poses a barrier to the 

adoption of immersive technology. Reality Anchors, however, have the potential 

to support users in navigating unfamiliar or unpredictable journeys. Yet, further 

understanding is required to explore how anchors could be used in real-world 

unpredictable environments. 

4.4.3 The Mismatch Between Virtuality and Reality 

While the exploration of the most effective visualisations for Reality Anchors is 

beyond the scope of this thesis, work in this chapter uncovered notable findings 

about how the mismatch between virtual and real objects influenced anchor 

choice. Study III showed that a virtual scene could significantly shape how 

“natural” the anchors felt within the environment. A 2D-fixed video in a room 

appeared closer to the bus environment, where people and furniture were more 

expected. In this case, the people anchor tended to be perceived as more fitting. 

However, clashes, such as virtual furniture conflicting with bus furniture, were 

felt more strongly, leading to a reluctance to use these anchors. By contrast, the 

360-degree environment depicting underwater scenes, which was more 

disconnected from the bus and where neither people nor furniture were expected, 

did not evoke the same level of discomfort, even if the anchors seemed more 

random. 

This aligns with prior work by Slater [179] that discussed the concept of 

plausibility illusion—the feeling that the scenario being depicted is real. This 

concept helps explain why virtual scenes that felt more “natural” to the anchors 

enhanced the plausibility of the experience but also amplified frustration when 

disrupted by elements such as a furniture anchor clashing with virtual furniture. 

McGill et al.[118] explored how such clashes could be resolved, suggesting that 

modifying the appearance of real-world elements to better match virtual content 

could help strengthen the user’s sense of presence in the virtual environment. 

Unlike prior research, however, the findings in this work highlight the risks 

associated with a close blend of real and virtual elements. When virtual scenes 

closely resembled real-world environments (e.g., an anchor showing people sitting 

in a 2D virtual cinema room with a couch) or when clashing objects made it 
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difficult to discern which were real and which were virtual (e.g., a furniture 

anchor shown in a 2D-fixed video of a cinema room where furniture is expected), 

the distinction between real and virtual objects became harder to maintain. In 

transit contexts, this uncertainty about which reality one is experiencing could 

pose safety risks, as it could lead to a loss of awareness, which was found to be 

essential. Although this lies beyond the scope of this thesis, future research could 

explore visualisations that achieve a logical fit between anchors and the 

environment while maintaining sufficient contrast to preserve both immersion and 

awareness. 

4.5 Chapter Conclusions 

This chapter presented the results of two studies that investigated the use of 

Reality Anchors, cues from reality that help anchor a user in immersive 

applications for in-transit contexts. The findings showed that Reality Anchors 

could significantly improve user acceptance of immersive technologies on public 

transport. 

Study III captured initial reactions to the concept and demonstrated that the 

visibility of other passengers and one’s belongings can increase the acceptance of 

immersive technologies by alleviating safety, awareness, and social concerns. 

Study IV expanded on the role of journey type by simulating two rides on a subway 

train: one representing a self-managed journey with multiple stops, and the other 

an externally managed journey with a clear end and no stops in between. The 

findings revealed that self-managed journeys require more anchors than 

externally managed ones and that the need for anchors evolves as the journey 

progresses. 

The results in this chapter address the following research questions: 

RQ2: Can Reality Anchors based on people, objects, environments and journey 

information alleviate concerns explored in RQ1, while maintaining immersion?  

The findings suggest that Reality Anchors have the potential to alleviate safety, 

awareness, and social concerns. People and belongings emerged as the most 

valuable anchors, while environmental objects, such as furniture, were found to 
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be less critical. However, maintaining immersion was shown to depend on allowing 

users to control the anchors, enabling them to turn anchors on or off as needed 

to adapt to changing journey contexts. The work underscores that the constant 

display of anchors can disrupt immersion, highlighting that flexible, user-

controlled anchor deployment is essential to balancing awareness and immersion. 

RQ3: How do Reality Anchors need to adapt based on journey type and dynamic 

user needs during travel?  

The studies reveal that journey type significantly influences the prioritisation and 

use of Reality Anchors. In self-managed journeys, where passengers must track 

their route and navigate higher passenger turnover, anchors like signage and 

passengers play a crucial role. Conversely, externally managed journeys, with 

fewer interruptions and no need to track when to get off, demand fewer anchors, 

allowing users to focus more on immersive content. Additionally, anchor usage 

shifts dynamically as journeys progress, with participants relying more heavily on 

certain anchors near their destination or during moments requiring heightened 

awareness, such as monitoring passenger changes or reassessing their 

environment. 

The findings underscore the importance of tailoring Reality Anchors to the distinct 

needs of self-managed and externally managed journeys. Beyond journey type, 

flexibility is critical; anchors must support dynamic user needs, allowing 

adjustments as their requirements evolve throughout the journey. 

The studies conducted in this chapter provide an initial exploration of the Reality 

Anchors concept, specifically tailored for in-transit contexts. The findings 

demonstrate the potential of Reality Anchors to alleviate concerns associated with 

immersive headset use in transit. However, an open challenge remains in 

understanding how reality awareness needs are influenced by unpredictable real-

world settings, such as passenger interactions or the use of immersive devices in 

live transit environments. Investigating these issues in real-world contexts will 

provide additional insights that cannot be replicated in lab settings, forming a 

crucial foundation for the future development of reality awareness solutions like 

Reality Anchors.
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5 Impact of Reality Anchors in Real-World Public 
Settings 

5.1 Introduction 

Chapter 4 was the first step in exploring the Reality Anchors concept and 

examining how the anchors might need to adapt to different journey types. 

Conducted in a controlled lab environment, this phase of research allowed for 

greater control over variables and ensured participant safety. However, moving 

beyond the lab environment is essential to uncover how awareness needs are 

influenced by real-world transit settings, such as interactions with other 

passengers or the unpredictability of live transit conditions. Lab studies, while 

valuable for informing the design and initial exploration of reality-awareness 

systems, cannot fully capture the dynamic and evolving nature of real-world 

environments [27, 164, 165].  

Real-world transit settings introduce unique challenges due to the presence of 

people and the constantly changing internal and external environments. 

Internally, other passengers create a dynamic social environment where 

unexpected interactions can occur at any moment. For example, someone may 

ask a question, sit nearby, or move through the space. These interactions can raise 

concerns related to safety or social acceptability, particularly when using 

immersive devices. The environment itself also changes, both internally and 

externally. A train may suddenly become busy, arrive at a station, or pass through 

different neighbourhoods. These changes can increase or decrease a passenger’s 

need to track the progress of their trip or remain aware of their surroundings. 

Therefore, the key factors that make reality-awareness solutions like Reality 

Anchors necessary, such as personal safety, journey management, and 

unpredictable social interactions, are difficult to evaluate without accounting for 

these constantly changing conditions. This chapter builds on previous findings to 

address the challenges posed by real-world transit contexts, including unexpected 

interactions with passengers and the dynamic nature of live transit environments. 

This chapter explores these challenges of real-world settings through two studies. 

These studies examine unexpected interactions, the dynamic nature of transit 

environments, and their implications for the use of Reality Anchors. Study V 
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explores the concept of asymmetric co-located experiences, where passengers 

using different immersive devices in close proximity must navigate unexpected 

interactions. As discussed in Chapter 2, asymmetric experiences occur when co-

located passengers use devices with varying levels of immersion, environmental 

information, and interactive capabilities. For example, one passenger may be fully 

immersed in a virtual reality headset, while another interacts with content on a 

mobile phone. These interactions, while not collaborative, often require sudden 

shifts between virtuality and reality, such as responding to a question or 

navigating around other passengers. Study V investigates these social interaction 

challenges using an enactment method to simulate future asymmetric passenger 

scenarios in transit settings. This study focused on real, unexpected interactions 

but was conducted in an indoor setup where the environment remained static. 

To address this, Study VI built on the investigation of real-world transit scenarios 

by examining awareness needs during live train journeys. Conducting the study in-

the-wild ensures the results capture genuine user behaviours and challenges, such 

as strangers boarding or alighting at stops, which are difficult to replicate in 

controlled environments. This in-the-wild study investigates how passengers 

remain connected to their surroundings using passthrough-style portals, 

configurable windows that overlay portions of the real world onto the VR scene, 

as a simplified version of Reality Anchors. Capturing participants’ use of headsets 

in authentic transit settings provides deeper insights into how reality-awareness 

systems like portals address awareness needs in everyday transit scenarios. 

This chapter addresses the following research question: 

RQ4: Can Reality Anchors improve the acceptance of immersive technologies in 

real-world transit settings? 

This chapter examines the critical challenges of real-world transit contexts that 

affect the acceptance of immersive technologies. Study V explores asymmetric 

co-located passenger experiences, where passengers using different devices must 

navigate unexpected interactions. Study VI examines how passengers maintain 

awareness of their surroundings in real-world transit environments as internal and 

external conditions change. Together, these studies provide insights into how 

reality awareness needs are shaped by real-life conditions and how tools like 
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Reality Anchors can support the acceptance of immersive technologies in transit 

environments. By investigating both unexpected interactions and the need to 

remain aware of changing real-world environments, these studies directly address 

the core research problem and demonstrate how reality-awareness systems 

perform under unpredictable, real-world conditions. 

5.2 Study V: Enacting Unexpected Passenger 
Interactions in Transit 

5.2.1 Study Design 

Study V was designed to explore unexpected interactions among passengers 

immersed in asymmetric experiences during transit, such as navigating around 

others or engaging in verbal exchanges. To simulate a transit scenario, lab-based 

enactments were conducted with three co-located passengers using three 

different devices: a mobile phone user, a VR user with fully occluded vision, and 

a VR user with occluded vision augmented by cues from reality. For the purpose 

of the study, the ‘Passthrough’ feature was disabled on both headsets. This setup 

allowed participants to experience and interact with one another in a simulated 

environment, mirroring real-world transit conditions and engaging in asymmetric 

experiences.  

While immersive technologies such as VR or AR significantly alter or augment one’s 

perception of reality, this study included mobile phones as part of the 

reality/virtuality continuum [131], recognising their ability to engage users in 

digital content while minimally obstructing their awareness of the surrounding 

environment. Mobile phone users represented one end of this continuum, where 

awareness of reality is preserved. In contrast, VR users occupied the opposite end, 

being fully immersed in virtual content with no visibility of their surroundings. The 

VR user with cues from reality represented an intermediary point, blending 

elements of virtuality and reality. Users of different devices across this continuum 

thus represented a likely near-future scenario in transit settings, where a mix of 

more immersive and less immersive devices would coexist and shape shared 

interactions. These augmented cues from reality served as a representation of the 

Reality Anchors concept introduced in Chapter 4. 
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Study V employed enactments where participants were tasked to imagine that 

they were travelling on a train and watching a documentary to pass the time. As 

discussed in the literature review (Chapter 2), enactments are a powerful 

technique for exploring and speculating about contexts that do not yet exist [170], 

such as the asymmetric passenger experiences examined in this study. The 

enactment approach facilitates the observation of natural human responses to 

new technologies in a controlled setting, providing valuable insights into societal 

impacts and behaviours in potential future environments [35]. To create realistic 

scenarios and simulate unexpected interactions between participants, timed 

individual prompts were introduced, directing specific actions such as moving 

seats or asking a question of another traveller. The following sections provide a 

further detailed breakdown of the study design, including the design of personas, 

passenger interaction prompts, and the enactment setup. 

5.2.1.1 Personas 

In each session, three participants adopted traveller personas, each using 

individual devices to watch a documentary while in transit. Personas were 

individually and randomly assigned, with participants aware only of their own. 

Recognising the speculative nature of the study, a defined range of behaviours 

and device interactions was explored rather than attempting to catalogue every 

possible personality and device combination. Participants were given specific 

instructions related to their device usage and task, but not on how to embody the 

personality traits of their personas, to encourage genuine reactions to prompts. 

• 'Mobile Phone User' Persona 

The mobile user persona is inspired by a traveller who wants a more active 

experience during their journey. Their device does not limit their movements or 

awareness, allowing them to move around freely and engage with other 

passengers. Prior to the start of the experience, they received the following 

instruction: "You are travelling on a train that goes to Edinburgh. To pass the 

time, you are using your phone to watch a documentary" at the start of the study. 

The persona’s scripted actions, delivered as real-time prompts (Appendix E: 

Interview Guide for Study V (Chapter 5)) on their device, included: sitting in front 

of the VR headset with Reality Anchors user, standing up and doing some stretches, 
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changing seats, sitting next to the VR headset with Reality Anchors user, dropping 

a set of pens. 

• 'VR Headset User' Persona 

The VR user persona is inspired by a traveller who may prefer to disengage from 

the transit environment but may still desire to interact with other passengers 

during their journey. This persona represents an intriguing tension between 

engagement and disengagement, as it reflects the idea that in various contexts, 

people may choose to engage or disengage with other passengers [191]. The VR 

user persona was given the following instruction: "You are travelling to Edinburgh 

by train to see a show at the theatre. To occupy your time, you are taking a VR 

headset with you and plan to watch a documentary" at the start of the study. The 

persona’s scripted actions, delivered as real-time prompts (Appendix E: Interview 

Guide for Study V (Chapter 5)) on their device, included: sitting next to the VR 

headset with Reality Anchors user, asking a quick question, changing seats, sitting 

in front of the VR headset with Reality Anchors user. 

• 'VR Headset with Reality Anchors User' Persona  

This user persona is inspired by a traveller who is an early adopter of immersive 

technologies. They prefer to stay settled in their seat until they reach their 

destination, utilising technology to facilitate awareness and interaction as they 

desire. However, they are likely to engage with other passengers. They were given 

the following instruction: "You are travelling on a train to Edinburgh. To pass the 

time you are using an immersive technology headset to watch a documentary" at 

the start of the study. The persona’s scripted actions, delivered as real-time 

prompts (Appendix E: Interview Guide for Study V (Chapter 5)) on their device, 

included: initiating a quick question and initiating a question that requires more 

involved conversation. 

5.2.1.2 Passenger Interaction Prompts During Enactment 

Participants used one of three devices: a commercially available VR headset, a 

commercially available VR headset with Reality Anchors enabled, or a mobile 

device, to represent a range of user experiences. The decision to offer three 
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distinct experiences enabled participants to gain unique insights shaped by the 

specific roles of their assigned personas. 

To emulate an authentic in-transit environment and create real unexpected 

interaction scenarios, individual persona actions were intentionally not disclosed 

in advance; instead, they were delivered as prompts (for the full list of prompts 

see Appendix E: Interview Guide for Study V (Chapter 5)) on participants’ devices 

in real-time (Figure 5.3). Each persona was designed to represent divergent ways 

that people deal with a travel experience. For example, someone may be more 

active or involved when travelling, changing seats and engaging in conversations 

with fellow passengers. In contrast, another passenger may prefer a more passive 

experience, choosing to disengage from the transit environment. While the 

selected interactions were scripted, they incorporated an element of 

unpredictability for all personas. For instance, even a VR persona, typically 

associated with disengagement, was provided with a question to ask another 

passenger. The scripted actions were active interactions that involved other 

passengers, as well as passive interactions, performed in a self-contained manner, 

and included:  

• sitting in front of another passenger (entering/leaving another passenger's 

field of view), active; 

• sitting next to another passenger (entering/leaving another passenger’s 

intimate zone), active; 

• initiating a quick question, active; 

• initiating a question that requires more involved conversation, active; 

• changing seats, passive; 

• moving vigorously, passive; 

• dropping items, passive. 
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Actions involving other passengers were inspired by related literature to explore 

realistic challenges that may arise in unexpected interactions among passengers 

using different devices. For instance, entering another person's field of view could 

lead to complex interactions between users with headsets and those without, 

occasionally resulting in perceptions of staring [129], generating unique 

interaction dynamics. Drawing from proxemics theory [63], the decision to seat 

passengers next to one another replicated the discomfort that can arise when 

individuals are in close proximity within their intimate zone. However, when a 

user is immersed in virtual content, traditional physical space norms may not 

apply, potentially leading to clashes in social affordances when passengers in 

different states of asymmetric experiences (e.g., using an immersive device or a 

mobile phone) sit together. Previous research on passenger behaviours on public 

transport has shown that passengers often engage in non-visual activities, such as 

listening to music, to disengage from conversations with fellow passengers while 

maintaining a friendly atmosphere [191]. Nevertheless, it remains unclear how 

verbal interactions would be perceived when all passengers are engaged in 

asymmetric experiences, with some encountering visual occlusion, influencing the 

choice to include verbal interactions. Conversely, passive actions consisted of a 

set of behaviours that were not reliant on direct engagement with other 

passengers and were instead observed by them. 

5.2.1.3 Enactment Setup 

This section will describe the physical lab environment where the enactments 

were staged, the hardware used by participants, the software for the nature 

documentary application that delivered timed prompts, and the visualisation 

choices for Reality Anchors. 

• Physical Lab Environment  

The study was conducted in a lab environment, where a typical transit seating 

arrangement was recreated. Recognising that public transport systems offer a 

variety of seating configurations, from individual to communal arrangements 

[128], a face-to-face setup was selected for its potential to foster passenger 

interactions. This setup involved arranging two rows of AirAsia aeroplane seats (as 

depicted in Figure 5.1 b), a configuration commonly found in trains or subways, 
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where passengers are facing each other and sitting next to each other, often 

intruding into other passengers' personal space. The seats were positioned 77 

centimetres apart, facing one another. Each seat had dimensions of 64 

centimetres in length, 148 centimetres in width, and 120 centimetres in height. 

 

Figure 5.1: a) three co-located users enacting a transit scenario; b) seats used in the 
scenario; c) A Kinect camera for body tracking. 

 

• Hardware 

The devices used for the personas included a Google Pixel 7 mobile phone and two 

Meta Quest 2 VR headsets. To enable the VR headset with Reality Anchors, an 

Azure Kinect camera was paired with the Quest 2 to provide real-time tracking of 

other participants. These participants were represented as Reality Anchors, 

displayed in the form of stick skeletons depicting their upper bodies. For the 

Anchor that represented the seating furniture, 3D scans of the seats (Figure 5.2) 

were used. While the immersive tracking setup was deliberately visible, it was not 

explicitly disclosed. Participants were intentionally kept unaware of each other's 

setups and available information, creating real interactions among them. For VR 

headset users, the documentary audio was played through the headset speakers, 

while for mobile users, it was played through the phone speakers. 
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Figure 5.2: ‘Train seats’ and three co-located ‘Passengers’ as Reality Anchors. 

 

• Software 

All three personas watched the same nature documentary content on their 

respective devices to prevent the introduction of confounding variables. To 

simulate unexpected interactions, participants' applications were designed with a 

timed prompt that would appear as a pop-up on their device (Figure 5.3), directing 

them to perform a specific action. The documentary was paused automatically 

when the pop-up appeared to ensure participants could focus on the prompt. All 

device content was created and delivered using Unity. For the users wearing VR 

headsets, the documentary was shown within a virtual cinema setup (Figure 5.4), 

while mobile users viewed the same content through a custom-made video player 

application. One VR headset was augmented with passenger and seat anchors to 

support in-transit interactions. 

 

Figure 5.3: a) sample instruction prompt on 'VR' and 'VR with Reality Anchors' personas’ 
devices; b) sample instruction prompt on 'Mobile Phone' persona’s device. 
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Figure 5.4: Virtual cinema experience as seen by a) VR user with 'Reality Anchors' enabled, 
b) VR user's perspective. 

  

• Reality Anchors 

Chapter 4 introduced the concept of Reality Anchors, cues from reality designed 

to enhance the use of immersive headsets in transit settings. The initial 

exploration emphasised the importance of passenger anchors (Reality Anchors 

visualising other passengers) for immersive headsets in transit. While furniture 

anchors (visualising seats, walls, handles, etc.) were found to be potentially 

distracting, the chapter also highlighted their necessity for grounding the 

passenger in the scene. Without these anchors, references to real objects could 

become distorted, which is considered unacceptable in a transit scenario. 

Therefore, both passenger and furniture anchors were maintained in this study. 

However, the belongings anchor was not included to allow for movement and 

interactions. 

Findings from Chapter 4 demonstrated that fully detailed representations of 

anchors could increase distraction. To address this, the depth of the furniture 

anchors was adjusted in this study to ensure they did not obstruct the cinema 

screen. A minimal viable visual representation was selected for the Reality 

Anchors, consisting of outlines and skeletons of the other two passengers (Figure 

5.5). This approach was chosen to maximise immersion in the documentary and 

avoid confounding factors associated with realistic avatars, particularly concerns 

around anonymity [137] and distraction, an effect observed in Chapter 4. As also 

noted in Chapter 4, photorealistic representations are not necessary to convey 

presence. 
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Figure 5.5: Example of an upper body skeleton used to represent other passengers’ 
anchors. 

 

To further reduce visual complexity, only the upper body of the skeletons was 

displayed, rather than the full body. Previous studies have demonstrated the 

effectiveness of this approach in social situations where the focus is on the upper 

body or when space is limited [225]. This choice suited a travel scenario where 

passengers often remained seated, and minimising distractions from the video 

screen was essential. Skeleton joints and head angles were updated in real-time, 

accurately portraying the movements of other passengers' bodies, but only for the 

immersive headset with the Reality Anchors persona. Minimal visualisations were 

intentionally designed to stand out from the rest of the scene, ensuring a clear 

distinction between virtual objects and Reality Anchors, in alignment with one of 

the guiding principles for their design. 

5.2.2 Procedure 

Before the study started, each participant was given an information sheet and a 

consent form to read through and sign. They were then assigned a persona (as 

described in Section 5.2.1.1) at random. The VR user and the VR user with Reality 

Anchors were given a tutorial lasting roughly five minutes that showed how to use 

the application on the headset and the controllers. 

To prepare participants for the enactment experience, the study started with an 

ice-breaker from improvisational theatre [267]. All three participants were asked 

to imagine that they were standing next to a park bench, which was represented 
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by the row of seats used in the study. In the ice-breaker, one participant needs to 

sit on the “bench” and pretend to be engaged in an activity, such as reading the 

newspaper, watching the birds, etc., but they must always remain seated. Another 

participant joins the ice-breaker and pretends to be a pedestrian. Their job is to 

copy the activity of the “bench” occupant and get them to laugh or leave the seat 

in under one minute. No physical contact is allowed. If the “bench” occupant 

laughs or leaves their seat the “pedestrian” takes their place. The game was 

repeated until all participants played the “bench occupant” and the “pedestrian” 

roles, taking around five minutes. The ice-breaker played a crucial role in helping 

participants become comfortable with assuming roles, ensuring they could fully 

engage in the enactment experience. 

Following the ice-breaker, the study would begin. The immersive headset user 

started the study on the seats to calibrate the depth cameras used in this study 

(refer to 5.2.1.3) based on their position, followed by the mobile and VR users 

entering the scene and taking their places on the seats (Figure 5.6). All 

participants started their applications simultaneously to formally begin the 

enactment. This started the documentary playback and the beginning of their 

travelling experience. The enactment ran for ten minutes, during which the 

application instructed the participants to initiate unexpected interactions. Ten 

minutes within VR allows for a rich experience, in line with previous research in 

HCI employing HMDs [34, 118, 126], while minimising fatigue and VR-induced 

sickness. After the enactment, the mobile and VR headset users were given a 

preview of the Reality Anchors experience as part of the debrief. At this point, all 

participants were debriefed on each other’s personas and devices used.  



114 

 

Figure 5.6: Start seating positions and movements of the three co-located personas (XR 
user refers to the VR user with Reality Anchors enabled). 

 

5.2.3 Data Collection 

After participants were debriefed, a focus group interview was conducted to 

discuss their experiences. First, the interview explored participants’ perceptions 

of the interactions they experienced and initiated during the enactment. The 

interview then addressed the social acceptability of their actions and those of 

other passengers. Furthermore, the interview reviewed the use of immersive 

technology in various transit settings and gathered reflections on Reality Anchors. 

For the complete interview guide, please see Appendix E: Chapter 5, Study V. 

During the interview, participants were probed with follow-up questions (e.g., 

“why do you think that”, and “can you tell me more about X”) when necessary 

(e.g., to further investigate the comments made, clarify ideas, or if one or several 

participants were especially quiet). Interviews took approximately 30 minutes and 

were audio recorded, anonymised and later transcribed for analysis. 

5.2.4 Participants 

In total 21 participants (8 females, 13 males, mean age = 32 years, SD = 9), split 

into 7 groups of 3, took part. These groups included both strangers and 

participants who were friends or knew each other. The majority were students, 

16 had used a VR headset at least once, and 5 had never used one before. The mix 

of experience levels reflects a diverse range of device familiarity that users might 

encounter in a transit setting. The study took approximately 60 minutes and 
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participants were compensated for their time with £10 Amazon vouchers. The 

study was approved by the university ethics committee. 

5.2.5 Qualitative Results 

Once transcribed, participant statements from interview transcripts were 

manually coded using open-coding [26], adhering to an inductive approach. Open 

codes were used to annotate the interview transcripts with short phrases 

identifying concepts in the data. Each statement was assigned an emergent code, 

which was iterated over several cycles and used to re-code the transcripts until 

no new codes were needed. Subsequently, a thematic analysis [18] approach was 

adopted by examining the initial codes and searching for candidate themes and 

sub-themes. Themes that could not be fully supported by participants’ quotes 

were excluded. A single researcher performed the coding with discussion and 

iteration of the codes with another researcher. For the purpose of detailing the 

results, each participant was assigned a code composed of a group number (1-7), 

participant number (1-21), and the device used (M: mobile phone, VR: virtual 

reality headset, XR: virtual reality with Reality Anchors enabled headset). 

5.2.5.1 Passive Versus Active Participation in Passenger Interactions 

During the interview, participants discussed different actions they were asked to 

perform and other interactions they would imagine engaging in whilst travelling. 

Interactions that do not require the active initiation by, or involvement of, 

headset wearers were seen as mostly acceptable. This included verbal interactions 

between other passengers (“when you hear some kind of mumbling or like people 

are whispering around you, so you get the notion this person doesn't seem like 

they're actually interacting with me” (G1, P1, VR)), ‘quick queries’ (“if somebody 

asks me the time, I would be fine with them not taking their headset off […]it’s 

too much work just to take off the headset, just to ask for the time” (G4, P12, 

M)), or verbal interactions initiated by other passengers (“if I am using the headset 

and somebody asks me a question, it doesn't really bother me to give the answer” 

(G4, P10, VR)). Passive non-verbal interactions were also seen as acceptable, 

including moving around and sitting next to/ in front of headset wearers, and were 

perceived as “normal” and “to be expected” in public transport. 
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However, interactions that were worrisome or required active participation were 

perceived as less acceptable when VR or immersive headset users were involved. 

Most problematic activities were back-and-forth conversations, with one 

participant noting: “maybe it was okay to ask for the time it's a quick question, 

quick answer […] but to start a conversation? […] it felt strange” (G6, P17, XR). 

For non-verbal interactions, concerns arise when interactions might require a 

reaction and include disturbances or risk to safety, as noted by G3, P8, XR: “like 

the pen dropping or whatever. It's the kind of thing that I probably would have 

wanted to see what was going on, to make sure everything was okay, if somebody 

needed help”. Such interactions were most uncomfortable for VR users (“I just 

heard some sounds, but then I was I wasn't sure what it was. So, I was just sitting 

there confused. Like, what? Did something break?” (G3, P7, VR)), whilst 

immersive headset wearers were reassured by the ability to monitor the 

environment (“because I could see people around me, I was pretty aware that 

things around me seem to be progressing relatively normally” (G3, P8, XR)). 

Overall, participants' answers showed that verbal interactions require more 

involvement and create more complex dynamics between passengers engaged in 

asymmetric experiences, which are further discussed in 5.2.5.2 and 5.2.5.3.  

5.2.5.2 Assessing Receptivity and Initiating a Verbal Interaction 

Prior to initiating a verbal interaction, participants expressed the need to assess 

if their fellow passengers would be receptive. One participant noted that knowing 

that “this is the right person to ask” and “look friendly” (G1, P2, XR) are key 

indicators. Most participants felt that fundamental social norms for assessing the 

other passenger and initiating contact were challenging when the action was 

initiated by the immersive and VR headset users. Participants relied on non-verbal 

cues, such as facial expressions (“we do not really know the facial expressions…I 

cannot really capture the whole thing that reflects the person next to me” (G4, 

P10, VR)) to make the decision. Eye contact was a key missing cue that most 

participants felt they would resolve by removing their headset, as highlighted by 

G5, P13, VR: “I think I wouldn't ask a question with the headset on I would move 

it up, have an eye contact first and then have the interaction”. Participants felt 

that not doing this would come across as rude (“In a real-life situation, I'd find 

that a bit rude. Like if someone talks to you and like, isn't looking at you” (G3, 
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P9, M)), or selfish (“seems like I was ignoring the person around me and then when 

I need something I just approach the person” (G4, P10, VR)). 

They emphasised the importance of alternative protocols to grab attention, 

especially if direct eye contact is not possible. For instance, gestures such as 

waving (“let's say I'm watching and the skeleton was doing like that, like waving, 

I would stop and remove the headset and then interact” (G5, P13, VR)), or 

verbally announcing the intention to talk (“when […] they just ask me it's impolite. 

You can say, sorry, excuse me” (G1, P3, M)) were suggested. However, as in 

Section 5.2.5.1, removing the headset was not seen by some as a necessity when 

replying to another passenger, as noted by G1, P1, VR): “if I'm wearing the 

headset, someone asks me a question, I'm not going to take off the headset. I'm 

focusing”. The rules for verbal interactions would also be less strictly followed 

when the other party was familiar, such as “friends” (G4, P11, XR) or “family” 

(G1, P3, M).
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5.2.5.3 Responding to Verbal Interactions in Transit 

Participants found that responding to interactions involving headset wearers was 

confusing. It was unclear if the interaction was taking place in the virtual or the 

real environment (“did he really talk to me or talked to someone on his VR 

device?” (G2, P6, M)), or who was the intended respondent to the verbal 

interaction (“he's in VR world and I wasn't sure if he was addressing me or not” 

(G5, P15, M)), especially when there were multiple people in close proximity (“if 

there were three people or two people around them, I wouldn't know who [sic] 

they were asking it to” (G3, P8, XR)). Confusion was also experienced by the 

headset wearers trying to determine if they were the intended recipient of 

interaction from other passengers, as questioned by G1, P2, XR: “maybe I would 

just take it off to make sure that they're asking me […] how would I know that 

actually they're asking me or they're asking someone else? No participants 

indicated their intentions verbally or through touch, yet a few attempted to 

communicate with body language. One participant shared “when I asked a 

question, I tried to signal that I was asking him by leaning in... And he just 

completely blanked me.” (G3, P8, XR). As noticing eye contact or reading body 

language was not possible, some expected non-visual cues to indicate they are the 

intended respondents for the interaction (“If it was for me, then someone would 

tap me or, I don't know, like, nudge my leg” (G7, P19, VR)), but this was not 

acceptable for all (“if you want to catch the attention of a person or a passenger 

with your headset, poking them, I don't think it's a good option” (G5, P13, VR)). 

5.2.5.4 Disembodiment and Disconnection from the Transit Environment 

During the focus groups, those who used VR headsets consistently reported a 

distinct sense of disembodiment and disconnection from the real environment, as 

explained by G3, P7, VR: “I was just fully immersed in it […] it felt like I was in a 

totally different world”. Participants mentioned a noticeable lack of presence 

from other passengers, leading some to forget where they were and making it 

challenging to shift focus from virtual content to engaging fellow passengers, as 

G7, P19, VR described: “I had to go out of my virtual reality into this real world, 

see where everything was, and then ask, and then do what I need to do, and then 

get back”. This became more difficult during asymmetric experiences (“If one of 

us is not using the technology, but both of them are using the technology, maybe 
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it's not really acceptable” (G6, P17, XR)), and even more so for interactions 

between a user in the virtual environment another in the real world (“to do an 

icebreaker or spark a conversation in VR with a non-VR user, that feels like it's a 

hard barrier” (G7, P21, M)). Interestingly, for some VR users, disengagement from 

the real environment helped them feel less awkward about the situation, as noted 

by G2, P4, VR: “if you're wearing the headset, you can't really see people's 

expressions or faces. Can't really see what they're thinking of you anyway. So, I 

guess it matters less”. In contrast, some participants using immersive headsets 

reported maintaining a connection to the external environment, allowing them 

greater awareness of their surroundings (“when I immerse in my own world, I 

could see what happened in my surroundings. So […] it feels like [I Am] still 

connected with the world” (G4, P11, XR)), with one participant noting a sense of 

social presence: “I definitely felt inside a virtual social space” (G3, P8, XR). 

However, fellow passengers felt a sense of disconnect (“it's like a bit strange 

seeing people with the headsets on because they're here in front of me, but 

they're somewhere else completely” (G4, P12, M)), with some feeling that headset 

wearers are “untouchable” (“it is […] making them untouchable because if I want 

to talk to them, say something, or make the conversation, it's quite impossible 

because they are with their device” (G2, P6, M)). 

5.2.5.5 Breach of Trust by Immersive Tracking and Altered Behaviours 

The sense of disconnect also influenced the behaviour of other passengers in the 

transit scenario. At the start of the study, participants remained unaware that 

one of the headset wearers had an enhanced view of reality. This led to behaviours 

that emphasised this sense of detachment. As noted by G2, P6, M: “I thought at 

first that they can't see me, so maybe I can just do something and they are not 

going to notice. Like, maybe I would do something weird in their face, and then 

they will not…[know]” and G4, P12, M: “with the stretching I was like fine because 

I just assumed they did not know I was in front of them, so I thought it was fine 

to do”. Others sought a sense of anonymity, with one individual sharing: “I thought 

I was a bit incognito” (G4, P12, M). This exhibited this desire for discretion by 

keeping a distance (“I did feel weird about going to sit next to someone where I 

knew they can't see me and probably would be surprised by my presence” (G3, 

P9, M)) with participants keen to avoid engaging unless necessary: (“it would have 

to be an absolute emergency to actually interrupt someone from this to ask a 
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question” (G6, P17, XR)). However, passenger behaviours were perceived 

differently upon learning about immersive tracking. Most felt uncomfortable not 

having known they were being tracked, as shared by G3, P9, M: “when I realised, 

he could see me the entire time, it felt almost like a betrayal. If I see someone 

wearing a sleeping mask, I don't assume that they know what I'm doing”. This also 

altered the perceived actions passengers could take near headset wearers, 

limiting their movements (“I wouldn't move around because I don't want to disturb 

people” (G7, P19, VR)), or avoiding sitting directly in front of other passengers (“I 

would probably move so they're not right in front of the screen” (G7, P19, VR)). 

Immersive headset users also reacted negatively to discovering that other users 

were not aware they were being observed, a reaction shared by G3, P8, XR: “now 

that I know that everyone else didn't have the same view, I felt like I was quite 

rude”. Most participants expressed concerns about their privacy and being 

recorded (“maybe the headset can record what he is seeing around him...So what 

if he's recording what's around him? So that includes me. So that's a cause of 

concern” (G1, P1, VR)), with a desire to be warned about real-time tracking 

(“there wasn't anything, no context, cue or clue to show me that MR user is seeing 

the things around him. I think it might be a good thing with such devices if they 

have an indicator saying he can see, he's seeing things around him” (G1, P1, VR)).  

5.2.5.6 Reality Anchors for Supporting Passive Awareness 

The investigation also explored how Reality Anchors can support unexpected 

interactions with immersive technology users and effectively alleviate physical 

safety concerns by reassuring users about passenger body movements. Further 

anchor detail is still needed to support passenger interactions that require a 

reaction or active participation, e.g. a conversation. Immersive headset users 

appreciated the increased level of awareness anchors provided and felt that it 

allowed them to focus on the task with more ease, G2, P6, M noted: “you can still 

focus on what you're doing. But then you are aware there's someone else besides 

you, or behind you or in front of you”. Anchors allowed them to monitor their 

environment for safety concerns (“but nothing was really concerning because I 

could infer from seeing people that nothing was wrong, particularly” (G3, P8, 

XR)), described as a “presence indicator” (G3, P8, XR) that requires little cognitive 

effort to monitor the environment (“I was very aware of any pretty much as soon 

as anything happened around me. I was instantly aware, although I didn't have to 
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focus on it” (G3, P8, XR)). This also made the experience feel less isolating, as 

G3, P8, XR highlighted: “I felt mostly more normal than I would be in most VR 

setups, where you're completely in a different situation when you're really boxed 

in”. However, the anchors could also be distracting (“the little skeleton guys to 

be, like, kind of distracting, not super distracting. I could still like, tune in and 

watch the video, but I was definitely drawn to it whenever there was action 

happening around me” (G3, P8, XR)), but some felt this was an acceptable 

compromise for increased awareness (“at some points, I feel like it's distracting 

because the person in front of me was moving his head, his hand... but at the 

same time it is comfortable seeing that rather than not knowing what the people 

are doing” (G1, P2, XR)). The feelings were also shared by some observers, who, 

upon debriefing, felt that the anchors were useful for physical safety. G2, P4, VR 

shared: “I would have actually preferred that as well. Because it makes it more 

personal, where you are more aware of your surroundings”. 

5.2.5.7 Missing Social Cues for Comprehensive Passenger Interactions 

Finally, the visual representation of the other passengers received mixed opinions. 

Some participants felt that the minimal visual representation was appropriate, as 

discussed by G3, P8, XR: “it made asking them ambiguous and awkward, but it 

also meant that I didn't really feel like I was, like, spying”. However, others felt 

the lack of detail fostered ambiguity and impeded engagement with others, which 

was noted by G3, P9, M: “I kind of know what they are doing but also, I don't 

really know what we're doing and can’t really judge these people”. Linking to the 

earlier findings, participants wanted to know more about the receptivity of the 

other passengers, including if they were wearing a headset themselves (“I can't 

tell if the skeleton is wearing a VR headset, or is not which is quite an important 

distinction” (G3, P8, XR)), as well as the state they were in: (“knowing people 

were there was good information, but it was kind of ambiguous as to how they 

were, what state they were in, and if they will, would be receptive” (G3, P8, 

XR)), and desired an option for eye contact. G6, P16, VR shared: “you need 

something else, like, some sort of way that people in the front that could tell 

you, like, where your visual attention is, so you can tell if you're being talked 

to”. Even though skeletons had eyes, assessing the necessary gaze direction in VR 

was still complicated (“The skeleton does not give enough information on whether 
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they are looking at me or not… or maybe there were some eyes?” (G1, P2, XR)), 

without further indication that an interaction is being initiated. 

5.2.6 Summary 

Study V explored asymmetric co-located passenger experiences to examine how 

passengers using different devices navigate unexpected interactions and how 

these interactions impact Reality Anchors and the acceptance of immersive 

technologies. The findings from the study revealed that the acceptability of 

immersive headsets in transit settings depends on how well they accommodate 

unexpected interactions, which vary by level of engagement (passive, active, or 

reactive) and nature (verbal or non-verbal). Non-verbal interactions that required 

only passive presence from headset wearers were perceived as the most 

comfortable, whereas verbal interactions often disrupted established social norms 

and communication practices due to the absence of non-verbal social cues such as 

facial expressions, gestures, and eye contact. This challenge was particularly 

evident during interactions between passengers at opposite ends of the reality 

spectrum, such as VR and smartphone users. Immersed headset users were seen 

as unapproachable, creating barriers to interaction and contributing to discomfort 

for both headset wearers and bystanders. These findings highlight the importance 

of designing immersive technologies that accommodate varying levels of 

passenger engagement, support social cues, and foster connectivity to improve 

user comfort and social acceptability. 

The study also revealed how asymmetric user experiences influence behaviours 

and social dynamics during transit. Participants exhibited behaviours such as 

avoiding headset users or adjusting seating to reduce distractions and hesitated 

to engage in interactions with headset users. Additionally, upon learning that 

headset users with Reality Anchors could track their movements, bystanders 

expressed discomfort about the lack of notifications or warnings regarding 

tracking activities, further exacerbating skewed power dynamics. While Reality 

Anchors provided users with reassurance about passenger body movements, 

helping to alleviate physical safety concerns, their current level of detail (e.g., 

absence of facial expressions or eye contact) limited their ability to fully support 

effective social interactions.   
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Study V provided critical insights into how real unexpected interactions between 

passengers using different devices impact reality awareness needs. Conducting 

the study in a controlled environment was necessary to evaluate these interactions 

without the distractions of a changing setting. Building on this, Study VI shifts 

focus to explore how a real changing transit setting influences awareness needs 

and their impact on reality awareness systems, addressing the broader research 

question. 

5.3 Study VI: Using Immersive Technologies In-the-wild  

5.3.1 Study Design 

Study VI was designed to explore the use of immersive headsets in transit, focusing 

on collecting participants' firsthand accounts of their experiences. Building on the 

findings of Study V, which highlighted the impact of social dynamics on reality 

awareness systems, Study VI shifts focus to examine how a real, changing transit 

setting influences the use and acceptance of immersive technologies. The study 

aimed to identify the unique challenges and user behaviours that emerge from 

immersive experiences outside controlled environments. Additionally, it explored 

how headsets that incorporate views of the real world could influence the 

acceptance of immersive technology in transit and enhance these experiences. In 

the study, participants used a VR headset to watch documentary video content 

during two 15-minute journeys on an inner-city local train. The virtual 

environment provided access to passthrough-style portals (Figure 5.7), designed 

as a simplified version of Reality Anchors, intended to help users stay connected 

to their immediate train environment while immersed in virtual content. Insights 

from participants' real-world experiences are crucial for refining reality-

awareness systems to better suit public transit spaces, thus opening the 

opportunity for their wider adoption. This study is one of the first to explore VR 

headset adoption on real train journeys, offering authentic insights beyond 

controlled research. 
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Figure 5.7: Left, virtual environment with 'portals' to reality; right, a participant uses a VR 
headset on a train. 

 

The study was conducted on local trains, during the non-peak hours of train 

operations to ensure seating availability for both the researcher and participants. 

This generally involved taking trains after 10 AM and before 3 PM. Several train 

routes were tested to find one that caused minimal drift during the experience. 

Routes with significant drift caused by sharp turns, high speeds, or closely spaced 

stops were excluded. The final chosen route had a total of six stops, excluding the 

destination stop. 

While the number of passengers was not recorded, there were no instances of 

completely empty train rides during the study. The setup utilised any available 

seats on the train, ensuring the researcher and the participant sat together, facing 

forward to minimise motion sickness, with the participant by the window for their 

physical safety. On the outbound journey, participants chose their seats, while on 

the return, the researcher selected seats that were two next to each other, 

opposite a row of two other seats. During both journeys, participants were shown 

a nature documentary, that included two staged advertisements (see 5.3.1.1), 

through the ‘Immersed app’ [268], which enables a VR headset to connect to a 

computer and display its contents on multiple resizable virtual screens. The study 

employed a single front-facing screen for the video. The app’s passthrough feature 

was used as 'portals into the train environment', allowing participants to easily 

explore where, and what, they would choose to attend to in reality by creating 

and altering the portal size and position. On the outbound journey, participants 

could self-select and activate up to five portals using the in-app menu and 

handheld controllers, while on the return journey, the researcher pre-set three 

portals (more details in 5.3.1.2). Two documentary clips were shown, one per leg 

of the journey, each lasting around 10 minutes. The documentary was set against 

a distinct 360-degree virtual backdrop—one depicting a realistic office space, and 
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the other an imaginative moonscape (Figure 5.8). Both static environments 

occluded the train without adding additional distractions like animations or 

moving virtual elements. The documentary and the virtual environment together 

made up each experience and were presented in a counterbalanced order. 

 

Figure 5.8: Comparison of 360-degree images featured in the Immersed app's virtual 
environment. The left image presents a moon surface setting, offering an otherworldly 
experience, while the right image depicts a realistic office space, creating a more familiar 
and professional atmosphere. 

 

5.3.1.1 Advertisement Design 

During the 10-minute documentary, participants were shown two short, staged 

advertisements, one during each leg of the journey. Each advertisement lasted 

approximately between 30 seconds and a minute. 

The purpose of the advertisements was to expose participants to speculative near-

future travel scenarios that demonstrated the concepts of asymmetric co-located 

passenger experiences and reality-aware headsets. Although the ‘in-the-wild’ 

methodology itself is not inherently speculative, the use of advertisements in this 

way aligns with the speculative narrative developed throughout this thesis. By 

presenting scenarios that closely resembled their ongoing experiences, the 

advertisements strengthened the study’s context. To ensure participants 

authentically engaged with the speculative scenario, they were not explicitly 

informed that the advertisements were staged. 

The first advertisement promoted public transport as a better alternative to car 

travel during the winter months. It depicted a happy group of people using 

multiple devices, including a phone, an AR headset, and a VR headset, establishing 

a link to Study V by showcasing asymmetric experiences among passengers. The 

advertisement featured the following text: "Are you tired of endless traffic jams, 

especially during the winter months? Say goodbye to the stress of commuting. 
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This winter, make the smart choice—opt for public transport. Discover a faster, 

more reliable, and productive way to get around. Make the switch today!" 

 

Figure 5.9:  A screenshot from the advertisement depicting three individuals using different 
devices: a phone, an AR headset, and a VR headset. 

 

The second advertisement promoted a commercial VR headset featuring Reality 

Anchors technology, designed to enhance safety during transit. The advertisement 

introduced a solution comparable to what participants experienced during the 

train journey, showcasing the potential of reality awareness. The advertisement 

text read: "Tired of the daily grind? Commuting doesn’t have to be a chore. 

Introducing the Reality Anchors VR headset – your passport to a whole new world 

on your daily journey! Immerse yourself in a world of entertainment, 

productivity, and relaxation, right from the comfort of your commute. And we 

get it, safety is a top priority. That’s why we’ve developed the Reality Anchors 

technology. Choose which elements from the real world you want in view, such 

as other passengers, ensuring you stay aware of your surroundings. Stay 

connected with your environment while enjoying your personal virtual oasis. Try 

Reality Anchors VR headset today!" 



127 

 

Figure 5.10: A screenshot from the advertisement showing a headset user selecting 
different elements from reality to display as anchors. 

 

5.3.1.2 Portal Design 

The study utilised 'passthrough' windows that displayed a real-time feed of the 

surrounding environment embedded within the virtual space, a feature adopted 

to maintain awareness without exiting the virtual content. Passthrough portals 

were chosen because they offer a simplified version of Reality Anchors, that 

needed to work effectively in a real-world environment and remain stable to 

maintain a seamless user experience.  

On the outbound journey, participants had the freedom to create and place 

portals within the virtual environment (for example, see Figure 5.12), with the 

only requirement being that at least one portal had to be activated. The study 

was designed to first capture participants' uninfluenced choices by allowing them 

to create their own portals, ensuring that the use of pre-set portals later would 

not influence their initial decisions. Participants used the ‘Immersed’ app to 

enable and configure these portals. They brought up a menu, selected the number 

of portals, and the app created square portals showing the passthrough camera 

feed at that spatial location. Participants could create and manage up to five 

portals, which they could move and resize (square, rectangle, or sphere) using a 

controller, and close by clicking a cross icon. Portals could also be positioned next 

to each other, allowing participants to connect them into custom-shaped 

configurations. 

On the return journey, however, portals were pre-positioned to specifically 

highlight personal belongings in front, a passenger to the side, and the view 
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through the window (Figure 5.11). The researcher reset the ‘Immersed’ app during 

the break between train rides to draw these three portals, with the latter two 

positioned peripherally. These objects were chosen based on previous studies 

discussed in Chapter 4, indicating that personal belongings, nearby passengers, 

and travel information (conveyed via the window view) are key concerns of 

immersive technology adoption in transit. This design aimed to investigate the 

impact of participant-controlled versus pre-defined portal placements on the 

immersive experience and interaction with the virtual content. 

 

 

Figure 5.11: Pre-set portals displaying the portal drawn around the train window to the left 
(showing shrubbery outside), the passenger’s bag in front, and a view of the aisle to the 
right, aimed at the passenger next to the participant (not visible in the image). 

 

5.3.2 Participants 

In total, 14 participants (7 females, 7 males, mean age = 26 years, SD = 7) were 

recruited for the study. The majority were students, 11 had used a VR headset at 

least once, and 3 had never used one before. Participants were compensated for 

their time with £25 Amazon vouchers. The study was approved by the university 

ethics committee, and permission was obtained from the railway carrier to 

conduct the research on local trains. 

5.3.3 Procedure 

The study procedure was carried out in two main parts: the experiential phase, 

which included the training and journey, lasting approximately 1.5 hours, followed 

by a concluding interview session, lasting about 30 minutes. The process unfolded 

through several stages, as detailed below. 

Initially, participants underwent a briefing and training session, where they were 

introduced to the study's objectives and provided with an information sheet and 
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consent form. This 25-minute period included a detailed demonstration of how to 

use the Pico 4 VR headset and interact with the ‘Immersed’ application. 

Following the training, participants and the researcher travelled to the train 

station, marking the beginning of the journey. The same train route was used for 

all sessions of the study. Before boarding the train, participants were instructed 

to choose their seats, ensuring they were forward-facing and that there were two 

seats next to each other. The train ride lasted around 15 minutes each way, with 

10 minutes dedicated to using the VR headset. The first few minutes of the journey 

were used to set up the headset and the laptop, which was connected to the VR 

headset via a cable for a more stable connection. 

During each ride, participants viewed the VR documentary video content. They 

were instructed to watch the documentary and interact with the portals; on the 

outbound journey, these portals were self-drawn, while on the return journey, 

they were pre-determined. To ensure safety and comfort, participants were asked 

to wear the VR headset only while seated. Throughout the journey, the researcher 

handled interactions with the ticket inspector and managed any unforeseen 

events. 

At the station, a break between trains allowed participants to reflect on their 

experiences and share initial impressions with the researcher. The journey 

concluded with a return train ride, after which participants were invited to a 30-

minute interview which, to minimise fatigue, could be arranged within 24 hours 

of the experimental phase. This session aimed to capture their detailed feedback, 

perceptions of immersive devices in transit settings, and their experiences and 

interactions with the VR headset and portals. 

5.3.4 Data Collection 

The primary data collected in this study consisted of semi-structured interviews 

(see Appendix F: Interview Guide for Study VI (Chapter 5) for a full list of 

questions) that explored participants' reactions to using an immersive headset 

during a real train journey. During the interviews, participants were encouraged 

to elaborate on their responses with follow-up questions, such as “Why do you 

think that?” and “Can you tell me more about X?” when necessary. The interview 
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portion of the study took approximately 30 minutes. All interviews were audio 

recorded, ensuring the anonymity of participants, and later transcribed for 

analysis. Participants' in-headset views were video recorded (with permissions) to 

capture their interactions within the virtual environment. While the primary data 

were derived from the semi-structured interviews, video stills from these 

recordings are used to illustrate some of the arrangements and configurations 

made by participants. 

5.3.5 Qualitative Results 

Once transcribed, participant statements from interview transcripts were coded 

using an open coding process [26]. The transcripts were annotated with brief 

phrases that identified key concepts in the data, and these open codes were 

iterated over multiple cycles, re-coding the transcripts until no new codes 

emerged. Subsequently, the codes were organised into meaningful groups using a 

thematic approach [18], following the approach used in Chapter 4. Initial coding 

was performed independently, with the codes reviewed and refined after the first 

and final iterations in collaboration with another researcher. 

The most interesting results are as follows: portals reduced safety, awareness and 

social concerns (see Section 5.3.5.1) but led to difficulty in simultaneously 

navigating real and virtual realities (see Section 5.3.5.2). Participants wanted to 

passively monitor their surroundings rather than actively check the portals (see 

Section 5.3.5.3). They were surprised by 'information wormholes' that allowed 

real-world changes to slip through unnoticed, raising trust concerns (see Section 

5.3.5.5).  

Whilst the chapter uses the terms ‘immersive technology’, ‘devices’ and 

‘headsets’ when describing overall goals and findings, the results section keeps 

the use of ‘VR’ for consistency with the original study context, using it where it 

was originally applied in participants' tasks, questions, or quotes. 

5.3.5.1 Portals for Reducing Concerns and Maintaining Immersion 

While portals have been applied in various contexts [49, 217], this study adapts 

them for public transit to enhance awareness. Participants' interview responses 

confirmed that the portals reduced safety, awareness and social concerns.  
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All participants positively perceived the portal feature, reflecting on its 

effectiveness in reducing concerns associated with safety, awareness, and social 

fears. Some participants expressed how their concerns for the journey changed as 

soon as they started using the portals, with one noting: “as soon as the journey 

began, I could see all those things. So I didn't need to…[worry]…those concerns 

were unfounded” (P5). Participants found the portals to be “helpful” (P1), a 

“good idea” (P3, P4), a “nice surprise” (P8), making the journey “more enjoyable” 

(P5), “relieving discomfort” (P6) and “the only way” to make VR work in a public 

space (P14). All participants reflected on the portals’ ability to increase awareness 

of the train environment and create a sense of safety, changing their initial 

expectations. For example, one participant noted: “I think the mixed reality 

[portals] made me a lot more comfortable than I was expecting to be” (P6). Some 

noted that having the portals helped them “focus” (P1, P2), and reduce “anxiety” 

(P6) and “worry” (P1). Although several participants found setting up the portals 

initially “distracting” (P4) and that it required practice (P2, P3, P4, P5, P8), they 

deemed it a worthwhile compromise: “having portals in traffic areas would 

distract somewhat from the content but that doesn't mean it's not important to 

still do. I think safety takes precedent” (P4). 

Interestingly, many participants were conscious of other passengers' perceptions, 

with a few noting others “staring” at them (P1, P7), or feeling worried about 

looking unusual: “I was kind of thinking, we do look very strange right now” (P14). 

However, several participants reported that their concerns ceased once they were 

immersed in VR and became aware of their surroundings through the portals. As 

P6 noted: “once I got into it, it was just like, yeah, don't really care [about other 

passengers]”, while P7 highlighted feeling less concerned about external opinions: 

“others don't need to worry about it if they don't like it” (P7), a sentiment shared 

by P3 and P4. P8 also noted that being immersed in the virtual environment helped 

them forget about other passengers: “nobody actually wants to talk to each other 

unless you know each other, or something happens that sparks conversation. And 

honestly, the VR just made it super easy to forget about them [people]” (P8). 

Although the study utilised two distinct 360-degree backdrops, a realistic office 

and an imaginative moonscape, for the virtual experience, participants did not 

comment on their influence on the overall experience. 
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5.3.5.2 Challenges of Simultaneously Navigating Reality and Virtual Reality 

Navigating between real and virtual environments presents significant challenges 

for users, as reflected in their experiences with VR portals.  Viewing reality and 

virtual reality simultaneously can create a disorienting sense of being neither here 

nor there, or “somewhere in-between” (P9). This underscores the difficulty of 

blending reality and virtuality in public spaces. In line with the initial challenges 

of navigating dual realities observed in Chapter 4, this study demonstrates that 

these issues become far more pronounced in real-world contexts. 

Although the experience included portals to the real train environment, some 

participants felt more “immersed in the virtual environment” (P5), describing it 

as “more of a virtual experience” (P7) and noting they “didn’t really feel” like 

they were on a train (P8). A few compared the portals to “CCTV” (P8) or “moving 

pictures” (P4), which were “not like seeing reality” (P4), where “you are not 

there” (P9). Some even forgot that they were on a train (P8) or wearing a headset 

(P5). However, other participants made a conscious effort to stay aware of both 

environments (P1, P3, P5, P6), noting it was important to “focus on what is 

happening, surrounding” (P1) and felt the portals served as a “reminder” of being 

on a train (P5, P8), helping them connect to “the real world” (P8). 

Staying aware of both realities proved to be challenging. Participants often 

encountered difficulties in multitasking and managing their attention between 

two co-existing realities, describing being only “half” present in each environment 

(P1). Similarly, P2 found that viewing both real and virtual content simultaneously 

disrupted their immersion. Echoing this sentiment, P4 highlighted the challenge, 

noting “too much going on” as the video and the portals made it hard to pay 

attention to both realities at the same time. P10 commented on the difficulties 

of navigating between two complex worlds, describing it as “distracting having 

the two complex worlds mixed together”. This blending of realities also led P11 

to feel detached from the primary content of the VR experience, noting, “it did 

sort of deter me away from what the documentary was... and then I had to force 

myself to focus”. Overall, participants found the experience busy and noted that 

it took time to adapt to the “dual demands” (P4) of the environments. 
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5.3.5.3 Resizing the Portals for Immersion and Passive Monitoring of the 
Environment 

Participants engaged more deeply in discussions about choosing and modifying 

portals based on their needs, revealing a strong preference for the ability to freely 

customise their portals. This customisation allowed them to tailor their 

experiences to specific changes in the environment, enhancing their immersion or 

awareness as needed. The following reflections explore what influenced their 

choices and how pre-set portals differed in meeting their expectations. 

During the journey, participants adjusted the size of the portals according to their 

preferred level of immersion. In particular, participants adjusted the sizes of self-

chosen portals to increase or decrease their awareness of the train environment. 

Larger portals were seen to “increase presence in reality” (P3), while smaller 

portals kept attention more on the virtual environment being displayed: “if it's 

about focusing on the actual VR video playing, having the smaller boxes was 

slightly better, keeping my attention more on that” (P12) and “helped focus more 

on the video” (P14). P11 indicated that maintaining an equal view of both realities 

would involve choosing portals and virtual environments of similar sizes, giving an 

“equal…view into reality and virtuality” (P11). On the whole, participants 

expressed a need to resize the portals based on certain events, such as wanting 

to quickly check what was happening around them, especially if people were 

nearby: “I would just move my portal face to those people. Enlarge the size of 

the portal, so I can know what they are doing there” (P1). Particularly when a 

new passenger entered the nearby space, adjustments were made: “I was aware 

of the gentleman seated in front of me… So I had moved one of the portals slightly 

more towards the window and resized it, made it larger to… see the gentleman's 

leg, just so I knew that I wasn't encroaching on his space” (P5). All participants 

appreciated the control over customising their reality, particularly through 

customising the portal shapes. Some used multiple portals to create shapes that 

“fit around the virtual environment” (P6) to maintain focus on the content, cover 

specific areas like the “aisle space” (P8), or form “curved panoramas” (P13) for 

passive awareness. While customisation was preferred, some participants found 

value in starting with a pre-set configuration, as choosing the right setup from the 

beginning could be challenging. As one participant reflected, “In hindsight, [I] 

didn't maybe align the portals to where I would have them if I was using it 
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regularly…I noticed that on the way back with the pre-designated portals that 

perhaps I hadn't used that functionality to its full capacity” (P5). Another 

participant noted that setting up the portals themselves “took away a bit from 

my concentration on the video itself” (P4). This suggests that while the ability to 

customise is valuable, having pre-set portals that highlight key objects of interest 

could provide a useful starting point, which users could then further customise as 

needed. 

Overall, larger portals not only increased the awareness of the train environment 

but were also seen as a way to passively monitor the real world rather than 

actively checking the portals, and were the preferred choice by participants. 

Participants discussed wanting to have fewer but larger portals in “strategic 

places” (P4) to get: “an easy overall impression of what's happening” (P8) and 

felt that smaller portals were “more distracting” (P12), because they require 

active monitoring: “when they were small, I had to focus more on what was in 

them and look more carefully” (P8). Several participants noted that having to turn 

their heads to actively look at portals was tiring and expressed a preference for 

portals in the periphery, where they “don't have to totally turn my head…like how 

in real life…you still have your peripheral” (P9). While two pre-set portals were 

positioned in the periphery, their smaller, more focused sizes necessitated more 

active checking, which participants found less ideal. Despite this, small portals 

were still valued for specific tasks, such as checking something particular. As one 

participant noted, “there was a point where I was able to check my phone in the 

real world through that. That was quite cool…And it was quite convenient” (P8). 

 

Figure 5.12: a-c) Participants' use of portals, marked in red for clarity: a) custom shapes 
(P6), b) “curved panoramas” (P13), and c) smaller portals for focused attention, e.g., 
glancing at a phone (P8). 
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5.3.5.4 Most Important Elements of the Train Environment 

Interviews with participants revealed a strong preference for portal placement 

facing moving passengers, staff members and those in close proximity. This is in 

line with the findings from lab studies presented in Chapter 4. Participants 

prioritised predicting changes in passengers, particularly when the train was 

getting busy, over maintaining a constant visual, emphasising that "safety and 

anticipation go hand in hand with each other" (P9) and that it is crucial not to 

have "your space invaded without being able to be prepared" (P5). Less 

importance was placed on "non-moving" passengers further away (P1), with most 

portals positioned on the aisle side. One participant described this as the "social 

side" (P7) of the train, providing a most useful view. Conversely, portals focusing 

on personal belongings were consistently highlighted as vital for safeguarding 

possessions. P6 stressed the importance of "keeping an eye" on them, especially 

in a moving environment. Yet, some participants felt they could monitor their 

belongings without visual aid by keeping items "super close" (P9), as "you're more 

likely to feel if somebody does anything" (P11). Portals aimed at windows were 

generally seen as less useful, except for specific purposes such as estimating the 

distance “from reaching my destination” (P2), monitoring the “journey progress” 

(P5), assisting in “reducing motion sickness” (P5), or simply for a “change of 

scenery” (P8). Interestingly, participants' reflections align closely with the objects 

selected by the pre-set portals, which focused on the passenger on the aisle side, 

personal belongings, and the window, though, as noted by participants, the 

window was only useful to some for specific purposes. 

5.3.5.5 Information ‘Wormholes’ and Trust in the Headset 

The concept of 'information wormholes' emerged as a notable phenomenon during 

the study. It highlights instances where changes in the dynamic real-world 

environment slip past the portals of the VR headset, presenting an unexpected 

challenge and raising concerns about trusting the headset. 

A clear example occurred when P8 did not realize a passenger had sat down 

directly in front of them, leading to unexpected discomfort. P8 reflected on the 

experience, stating: "would have liked to know he moved into the space" after the 

passenger had "snuck through a gap" in the portals. Having auditory information 
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but no visual to match it also added to the confusion, with P9 questioning when a 

passenger sat in front: "should I try and move the thing so I could see his face?" 

and P10 finding it disorienting: "knowing that when you're sitting there, there is 

more to see, but all you can see is this like one person or this one small segment 

is quite disorienting". This demanded mental effort to “trying to like fill in the 

small gaps in between” (P12). Similarly, P10 expressed frustration over having to 

"deduce from what you can hear and a smaller snippet" instead of recognizing 

events as they occurred. Knowing that there was a change in the surrounding 

environment evoked a sense of unease: "I didn't expect someone to sit in front of 

me… I couldn't see the guy's face while I was watching the stuff, which was okay… 

but also a little bit like, weird" (P9). 

Such experiences underscored trust concerns with the VR device, as participants 

expressed doubts about its ability to reliably represent the real world. P3 

particularly noted a preference for real life visuals over those offered by VR, 

saying, "I would obviously prefer seeing it in real life rather than, you know, in a 

virtual context". P4 echoed this sentiment, remarking that portals are not "like 

seeing reality". Participants felt the responsibility to detect environmental 

changes themselves, as P11 stated, “I trusted myself to be able to tell if 

something happened in the cameras” or expected to be notified by other 

passengers: “I kind of trust them to, I don't know, be looking out for me” (P14) 

rather than the headset. 

5.3.5.6 VR Advantages Over Traditional Devices 

Participants' interviews confirmed that VR headsets are seen to offer advantages 

over traditional devices, providing benefits to using one on a journey. 

Participants reflected on using various devices such as phones, laptops, or 

headphones during their typical journeys (P3, P4, P5, P6, P7, P9, P10, P12, P13, 

P14), to stay entertained or feel productive: “I can catch up on my games or 

movies so… I feel like I'm doing something productive with the time rather than 

just sitting and … wasting it” (P3). VR headsets were perceived to offer 

advantages over traditional devices, primarily due to being more “engaging” (P6), 

the “privacy” they provide (P5), and their flexibility—for example, they can be 

used even “without a tray table” (P6). Their unlimited screen size could make 
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work easier compared to using a phone (P2, P6), making it a suitable “workspace” 

(P2), with one participant noting, “the phone's going to make it difficult because 

you might have to correct those typos that you make…the screen is really small” 

(P2). Additionally, a few participants observed that the experience resembled that 

of traditional devices during journeys, as both primarily draw the user’s attention: 

“just the way that people interact with tablets and mobile phones in public…is a 

completely immersive experience” (P5) and consequently limit their awareness of 

the surrounding environment: “sometimes I'll sit on my laptop and…be very 

tunnel-visioned on the laptop, so it felt like that kind of thing” (P6). 

5.3.5.7 Expectations of Social Interaction on Public Transport 

Participants' interviews revealed an overall positive experience with using a VR 

headset on a train, attributing this to the limited interaction expected when 

travelling alone. However, VR is still perceived as a hindrance to communication 

when communication is expected, such as when travelling with friends or family. 

Whilst participants viewed public transportation as a shared space, the majority 

noted that only minimal interaction with others is expected and viewed other 

passengers as “strangers” (P1, P2, P3, P4). However, opinions on disconnecting 

from the environment delivered mixed results. Some considered it normal not to 

feel socially “connected” to other passengers (P2, P3, P4, P9), and had no 

expectations of being approached by others (P2, P3, P5, P6, P8), or of approaching 

others themselves: “I don't owe anybody any social interactions” (P5) unless it 

was a brief interaction: “maximum maybe one minute of interacting” (P2). 

However, a few felt that wearing a VR headset might lead them to miss out on 

spontaneous social interactions: “I do quite like just the random interactions that 

you get with strangers on public transport. It's one of the reasons why I like to 

take it” (P14) or the sense of being part of a communal setting: “I think it's nice 

to go and have an awareness of your surroundings, of the people around you... 

just having the ability to connect to others through kind of awareness of the 

communal space that you're sharing” (P12). This sentiment was echoed by P10, 

who saw the value in simply acknowledging other passengers even if no immediate 

interaction takes place: “nice to have that sort of acknowledgement of each other 

and like if the need arises, being able to ask a question” (P10).  
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Interaction issues between the VR user and other passengers become more 

pronounced when effective communication with companions is expected or 

desired. Participants noted that VR headsets could prevent “normal 

conversations” (P1) and “reduce” the ability to communicate (P1), creating a 

substantial “barrier to socialising” (P3). This barrier manifests as an extra layer 

of separation between the user and other passengers, complicating interactions 

that could easily occur with traditional devices (P4). Communicating effectively 

while using VR was overall seen as more challenging (P4), as VR headsets make it 

difficult to divide attention between real and virtual (P4) and result in the loss of 

social cues, crucial for effective communication (P6). Whilst interaction is not a 

prerequisite when travelling alone, this changes when the user is accompanied by 

friends or family. 

Participants' answers showed that when travelling with friends or family, 

communication is expected. The dynamic changes significantly when the 

interaction involves familiar passengers as the VR acceptability hinges on 

collective participation. Participants noted that wearing VR headsets is not as 

acceptable when travelling with someone unless the whole party can share the 

experience (P2, P6), whilst collaborating (P2, P6), watching content, or playing 

together (P4, P6). However, it would be considered rude to wear a headset if it 

isolates the user from friends or family who are not participating (P3, P5, P11, 

P12, P13), and expect real-world interaction with the user: “ if you'd gone with 

friends on a train and one of them just pulled out a VR headset and disappeared 

into that, you'd feel a bit like, huh?, that's not really what I was expecting!” 

(P10). Generally, participants expressed that they would remove headphones or 

put away phones to engage more directly when travelling with someone they know 

(P4), underscoring the expectation to interact more personally in such contexts, 

including instances when a VR headset is being used. 

5.3.5.8 Seating Choices for VR Use on Public Transport 

As part of the outward journey, participants were asked to choose their seats. 

They predominantly selected seats further away from other passengers, in quieter 

parts of the train. 
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Interviews revealed several reasons for participants' seating choices. Sitting near 

a window was preferred because it provided more room: “sitting by the window 

is my first choice because I can have more space to use the VR” (P1), or felt less 

exposed: “aisle… felt a bit more on the outside” (P11). Participants also sought 

to distance themselves from other passengers: “was looking for a place that was 

further away from other people” (P10) or to minimise interaction: “[sitting 

further away] so I don't have to interact with people” (P4). Choosing a quieter 

spot was also seen as a way to avoid bothering others. P3 chose a place “where I 

wouldn't disturb people”, while P12 preferred picking a spot where they “don't 

feel like [they're] intruding into someone else's space”. This not only minimised 

disruptions but also allowed for better concentration on the virtual content, as P3 

noted, choosing “somewhere that wouldn't be too loud so I can concentrate on 

the documentary”. Additionally, sitting further from the aisle was seen as a way 

to have more time to react to changes in the environment: “further away from 

the aisle because … this way…if somebody came to talk to us, I could, like, see 

them move over” (P8). 

5.3.6 Summary 

Study VI expanded the investigation of how real-world contexts impact reality 

awareness systems by examining their application in a real, dynamic transit 

environment and their effects on passenger safety, awareness, and social 

concerns. The findings demonstrated that portals, used as a simplified version of 

reality anchors, effectively mitigated safety, awareness, and social concerns for 

immersive technology use in transit, especially for solo journeys. Whilst 

participants viewed public transportation as a shared space, most noted that 

minimal interaction with others is expected, often regarding fellow passengers as 

“strangers”. Custom portals were preferred over pre-set portals because they 

allowed participants to tailor their experiences to changes in the environment, 

enhancing immersion or awareness as needed. However, some participants noted 

that setting up custom portals took time and suggested that pre-set portals could 

provide a useful starting point. 

Navigating dual realities proved challenging, often creating a sense of being 

"neither here nor there". Some participants consciously resisted full immersion to 

stay aware of their surroundings, while others struggled with the effort required 
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to manage both spaces. Participants showed a preference for passive monitoring 

of the real environment through the portals due to its reduced mental demand. 

However, this method sometimes led to 'information wormholes', where 

significant environmental changes went unnoticed, such as another passenger 

sitting in a location not visible through the user's chosen portal placement, or 

discrepancies between auditory and visual information, raising trust concerns. 

These findings highlight the potential of Reality Anchors to support immersive 

technology use in transit by reducing the need for manual monitoring for 

awareness and the cognitive load of managing dual realities. In contrast to portals, 

which require users to actively set up and manage their views, Reality Anchors 

offer the advantage of providing predefined, essential elements such as 

passengers, personal belongings, and journey information. This approach could 

serve as a good starting point for setup, ultimately improving the acceptance and 

adoption of immersive technologies in real-world settings. 

5.4 Discussion 

5.4.1 Effectiveness of Reality Anchors in Addressing Concerns in 
Real-World Transit Settings 

The findings in this chapter address the problem of how reality-awareness systems 

can support passenger safety, awareness, and social needs in the dynamic and 

unpredictable context of real-world transit environments. The findings in this 

chapter reinforce the importance of reality-awareness systems in transit 

environments, as highlighted in the studies conducted. In Study V, Reality Anchors 

effectively alleviated physical safety concerns by providing reassurance about the 

body movements of fellow passengers. Participants valued the increased level of 

awareness the anchors provided, allowing them to focus on their tasks with more 

ease while staying connected to their surroundings. In Study VI, portals, adopted 

as a simplified version of Reality Anchors, also effectively reduced participants’ 

concerns related to safety, awareness, and social fears. Participants identified 

key elements from reality they preferred to track, such as moving passengers, 

those in close proximity, and personal belongings, with some also expressing a 

desire to monitor journey progress. These findings align with earlier results from 
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controlled environments discussed in Chapter 4, confirming that passengers and 

belongings are critical components of reality awareness needs in transit. 

However, this chapter expands on these findings by showing that perceptions of 

the transit environment are not uniform. Transit spaces can be divided into areas 

of greater social activity, where heightened awareness is necessary, and more 

secluded areas, such as seats next to a window, which require less attention. 

These findings identify archetypal spaces within transit environments: social, 

secluded, and hybrid. These archetypes, which vary in relevance, can extend 

across different modes of transport. Seating preferences also aligned with prior 

research [128], indicating that aisle seats were perceived as more exposed and 

increased the likelihood of encroaching on other passengers' space. 

In contrast to immersive headset awareness needs in controlled indoor 

environments, such as homes and offices, transit settings present distinct 

challenges. Harley and MacArthur [64] noted that changes within indoor 

environments, such as furniture rearrangements or the presence of pets, are 

typically more predictable. Concerns in these settings often focus on maintaining 

access to specific elements of reality, such as workplace essentials or personal 

items [86, 145]. While prior research by Eghbali et al. [34] indicates that broader 

public spaces lead to similar concerns about physical obstacles, the safety of 

personal belongings, and avoiding collisions with passersby, the work in this 

chapter shows how real transit environments intensify these challenges. 

Passengers must remain aware of those entering their immediate space and 

broader environmental shifts, such as passengers boarding or alighting. This 

requirement encompasses tracking the journey to help passengers alight at the 

intended stop. These findings suggest that future anchor-like solutions must 

provide consistent communication about changes in the transit environment to 

effectively support evolving user needs. 

This chapter also reaffirms that control is a fundamental component of reality-

awareness systems in transit, as suggested in Chapter 4. The dynamic nature of 

transit environments means that awareness needs can fluctuate, sometimes 

requiring more or less engagement depending on the situation, such as when a 

train becomes busier. In Study VI, participants responded positively to being able 

to adjust portal coverage, including creating custom shapes. This flexibility 
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provided greater control over their interaction with the real world. However, 

some participants appreciated having a useful starting point provided by pre-set 

portals, noting that setting up portals took time and skill. This suggests that initial 

anchor setups could focus on the most important elements of the environment, 

such as passengers and belongings. 

While Reality Anchors addressed many safety and awareness concerns, they did 

not fully support extended passenger interactions requiring nuanced social cues. 

This limitation is explored in the next section, focusing on the challenges of 

missing social cues, such as gaze and facial expressions, in transit environments. 

5.4.2 Addressing the Gaze Gap in Future Reality Awareness 
Systems  

While Reality Anchors were effective in alleviating safety, awareness, and social 

concerns, their current level of detail, such as the absence of facial expressions 

or eye contact, limited their ability to fully support effective social interactions. 

Non-verbal cues, including body language, facial expressions, and gaze, are 

essential for facilitating human interactions [13, 16]. Gaze, in particular, serves 

to evaluate interaction receptivity and indicate intended respondents. The 

absence of gaze has long been a challenge for immersive technologies, prompting 

both academic and industry efforts to find solutions. These have included 

simulating gaze on headsets [37], as well as incorporating additional elements 

such as representations of the user’s full face [109]. Recent commercial 

innovations, such as the Apple Vision Pro headset [236], have introduced simulated 

eye gaze through a front-mounted screen, which displays a digital version of the 

user’s eyes. This simulation adjusts based on the user's level of engagement to 

signal receptiveness to others [269]. However, some initial reactions describe it 

as ‘creepy’ [270], raising questions about the suitability of this approach. 

Even with advancements in gaze simulation, the requirements for effective gaze 

representation pose significant challenges, particularly in transit scenarios. 

Communication often occurs simultaneously in both real and virtual spaces, 

creating opportunities for 'social collision', where virtual content interferes with 

real-world interactions [129]. For example, a headset user may attempt to engage 

with someone in their virtual environment while confusing or missing cues from 
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bystanders in the physical space. Moreover, gaze in transit environments must 

serve a bi-directional purpose, enabling immersive and non-immersive users to 

signal their intentions for interaction or confirm communication. These dynamics 

become even more complex when multiple passengers seek to interact, each with 

differing levels of access to non-verbal cues. 

While Reality Anchors do not currently support the nuanced social interactions 

required in such scenarios, they represent an important first step in addressing 

key safety, awareness, and social concerns. Moving forward, anchor-like systems 

must evolve to incorporate richer non-verbal cues, enabling them to progress 

beyond alleviating basic concerns and toward facilitating effective and meaningful 

interactions in public transit settings. This progression remains an open challenge, 

requiring further advancements to seamlessly integrate social cues into these 

systems. 

5.4.3 Balancing Dual Worlds and ‘Information Wormholes’ 

Navigating dual realities, both virtual and real, presents a complex challenge for 

immersive technology users, particularly in dynamic transit environments. Prior 

research has highlighted the disorientation associated with transitioning between 

virtual and real worlds, often leaving users uncertain about their presence in 

either reality [85, 180]. Study VI builds on this by revealing that simultaneous 

engagement with both realities can create divided attention and feelings of being 

“in-between” realities. Some participants were fully immersed in the virtual 

environment, while others divided their focus between the two worlds, 

highlighting the difficulty of balancing competing realities. In both studies, passive 

monitoring of the real world emerged as a preferred strategy, allowing 

participants to maintain awareness without actively shifting their attention. 

However, Study VI showed that relying on portals for this purpose introduced 

additional challenges. Portals required manual adjustments, which often led to 

‘information wormholes’, instances where critical real-world changes, such as 

someone entering the user’s space, went unnoticed, and these lapses in awareness 

raised trust concerns. In contrast, Reality Anchors demonstrated the potential to 

mitigate these challenges by offering an integrated and consistent solution. Unlike 

portals, which require constant user adjustments, Reality Anchors aim to provide 

passive monitoring that reduces cognitive effort while maintaining awareness.  
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5.5 Chapter Conclusions 

This chapter presented the results of two studies investigating the use of Reality 

Anchors to improve the acceptance of immersive technologies in real-world transit 

settings, characterised by unexpected interactions between passengers and 

changes in the transit environment. The findings revealed that Reality Anchors 

have significant potential to alleviate safety, awareness, and social concerns. 

Study V explored asymmetric passenger experiences by examining interactions 

between users with varying levels of immersion and environmental awareness. The 

findings demonstrated that Reality Anchors effectively reduced physical safety 

concerns by providing reassurance about passenger body movements. However, 

verbal interactions, particularly those requiring non-verbal social cues like gaze 

or facial expressions, remained challenging. This was especially evident for 

interactions between users at opposite ends of the reality/virtuality continuum 

[131], such as VR and smartphone users. The study emphasised the need for 

Reality Anchors to evolve in order to support complex social interactions and 

foster connectivity in public transit environments. 

Study VI extended the investigation to real-world transit scenarios using 

passthrough-style portals, a simplified version of Reality Anchors. The study 

showed that portals reduced safety, awareness, and social concerns, enabling 

users to monitor their surroundings passively. However, the reliance on manual 

adjustments for portals introduced ‘information wormholes’, where significant 

real-world changes went unnoticed, leading to trust concerns. The study 

underscored the importance of Reality Anchors providing continuous monitoring 

of the environment, thereby reducing the cognitive effort required to track 

changes in the real world. 

The results in this chapter address the following research question: 

RQ4: Can Reality Anchors improve the acceptance of immersive technologies in 

real-world transit settings? 

The findings suggest that Reality Anchors are an effective first step toward 

improving the acceptance of immersive technologies in transit environments. They 
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address key concerns by providing users with enhanced safety and awareness while 

reducing social concerns. However, to fully support the complex and dynamic 

needs of transit passengers, Reality Anchors must evolve further. Future iterations 

should prioritise continuous environmental monitoring and the incorporation of 

non-verbal cues to facilitate meaningful social interactions. As immersive devices 

become more sophisticated, Reality Anchors have the potential to lay the 

foundation for socially integrated and context-aware immersive experiences, 

thereby advancing the adoption of immersive technologies in real-world transit 

settings.
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6 Discussion 

6.1 Introduction 

This thesis made the following statement in its introduction: 

Immersive technologies are not yet widely used while travelling due to 

awareness, safety and social concerns. This thesis argues that introducing objects 

from reality, referred to as Reality Anchors, represents an initial first step 

towards mitigating these concerns. By identifying the specific cues needed for 

travel contexts, such as other passengers, personal belongings, the surrounding 

environment, and journey information, this research demonstrates how Reality 

Anchors can enhance the social acceptability of immersive technologies. 

Furthermore, this thesis contributes valuable knowledge about awareness needs 

in transit settings, providing a foundation for designing systems that address 

barriers to the adoption of immersive headsets in transit. The findings are based 

on an in-depth investigation using surveys, lab studies, and in-the-wild 

experiments. 

The chapters that followed presented research that supports this statement by 

investigating the thesis research questions. Chapter 3 presented two surveys that 

explored factors influencing the acceptance of immersive technologies in transit, 

focusing on the mode of transport and journey length. The findings revealed that 

journeys are not perceived uniformly, with shorter journeys posing greater 

challenges due to the increased need for awareness of surroundings, other 

passengers, personal belongings, and journey information. 

Building on this work, Chapter 4 introduced the concept of Reality Anchors and 

investigated the key reality cues, such as other passengers, personal belongings, 

internal furniture, and journey information, identified through surveys as the most 

important awareness needs. Insights from this study revealed that journeys can 

be categorised into two groups: self-managed and externally managed, informing 

further exploration of how passengers interact with Reality Anchors across these 

journey types. While passengers and personal belongings were particularly 

important, the use of all anchors depended on their ability to enhance safety, add 
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value, maintain immersion, and align with the journey type, with self-managed 

journeys resulting in the most anchor usage. Key requirements for effective 

anchors also became apparent, including the need for anchors to contrast with 

the virtual environment, be customisable to journey needs, and remain under user 

control. 

Finally, Chapter 5 extended beyond lab-based insights to investigate how reality 

awareness needs are influenced by real-world settings, focusing on two core 

elements: real-world passenger interactions and real-world transit environments, 

and their impact on Reality Anchors. The findings showed that Reality Anchors 

effectively alleviated safety, awareness, and social concerns by providing 

reassurance about the movements of fellow passengers. However, verbal 

interactions requiring non-verbal social cues, such as gaze or facial expressions, 

remained challenging. The chapter also highlighted real-world implications for 

awareness systems, including the challenges of relying on users to detect 

environmental changes. Contrary to the lab studies, this reliance on user control 

often resulted in the loss of critical information, such as failing to notice someone 

moving nearby, and difficulty in simultaneously monitoring two realities. 

This chapter summarises the findings of this research, revisits each of the research 

questions to discuss how they were addressed and summarises their answers. It 

also highlights the main contributions of this work and outlines areas for future 

research.  

6.2 Research Question 1 

How do mode of transport and journey length affect the social acceptability of 

immersive technology use on public transport? 

To answer this research question, the work shows that the social acceptability of 

immersive technology in public transport is significantly shaped by the mode of 

transport and journey length. Chapter 3 presented two surveys that explored how 

these factors influence the social acceptance of immersive technologies in transit 

environments. 
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The findings revealed that transport environments are not perceived uniformly. 

Longer journeys, such as those on long-distance trains and flights, are associated 

with higher acceptance due to a reduced need for constant awareness and a 

greater desire for engaging entertainment. In contrast, shorter journeys, such as 

those on buses and local trains, pose greater challenges for acceptance because 

they require increased awareness of surroundings, other passengers, personal 

belongings, and journey information. These findings underline the importance of 

addressing the unique challenges posed by shorter journeys and demonstrate that 

the needs of different journey types are not uniform, necessitating further 

categorisation to better understand and resolve the varied challenges of 

immersive technology adoption. To explore these issues further, the thesis 

introduces a framework for categorising journeys, discussed in Section 6.6.2. 

6.3 Research Question 2 

Can Reality Anchors based on people, objects, environments and journey 

information alleviate concerns explored in RQ1, while maintaining immersion? 

To answer this research question, the findings in Chapter 4 suggest that Reality 

Anchors have the potential to alleviate safety, awareness, and social concerns 

identified in RQ1. Findings showed that anchors are evaluated based on their 

ability to enhance safety, add value, maintain immersion, and align with the 

journey type. Among the tested anchors, people and personal belongings emerged 

as the most valuable in addressing these concerns, while people and furniture 

were also found to be the most distracting. Journey information and furniture 

anchors were more context-dependent, with their relevance varying based on the 

type of journey and specific travel conditions, which are explored further in RQ3. 

Maintaining immersion was shown to rely on allowing users to control the anchors, 

enabling them to activate or deactivate anchors as needed to adapt to changing 

journey contexts. The work highlights that constantly displaying anchors can 

disrupt immersion, emphasising the importance of flexible, user-controlled anchor 

deployment to balance awareness and immersion effectively. Key awareness 

needs critical to the social acceptability of immersive technologies are discussed 

in more detail in Section 6.6.1, providing deeper insight into which elements in 

transit environments require prioritisation. 
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6.4 Research Question 3 

How do Reality Anchors need to adapt based on journey type and dynamic user 

needs during travel? 

To answer this research question, Reality Anchors require flexibility to respond to 

both journey type and dynamic user needs throughout travel. Chapter 4 findings 

reveal that during both self-managed and externally managed journeys, anchors 

are prioritised based on factors such as trip tracking, passenger turnover, and 

proximity to the journey’s endpoint. In self-managed journeys, where passengers 

must actively track their route and navigate higher passenger turnover, anchors 

like signage and passengers play a critical role. By contrast, in externally managed 

journeys, with fewer interruptions and a clear endpoint, users required less 

continuous awareness, often activating signage anchors only midway through the 

journey and using passenger anchors less frequently. Regardless of journey type, 

personal belongings remained a consistently used anchor. 

Furniture anchors, however, were not influenced by these journey factors and 

primarily served a purpose at the start of the journey, helping users form a mental 

picture of their environment. Moreover, the work shows that as journeys progress, 

the need for anchors changes, with greater reliance on certain anchors near the 

destination to support tasks such as preparing to disembark or reassessing the 

surrounding environment. The concepts of self-managed and externally managed 

journeys, alongside key journey classifiers that influence the use of Reality 

Anchors, are discussed in greater detail in Section 6.6.2. 

6.5 Research Question 4 

Can Reality Anchors improve the acceptance of immersive technologies in real-

world transit settings? 

To answer this research question, the findings in Chapter 5 show that Reality 

Anchors represent an effective first step toward improving the acceptance of 

immersive technologies in real transit environments. They address key concerns 

such as safety, awareness, and social acceptability by providing reassurance about 

the movements of others and enhancing awareness of the surroundings. Findings 
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also highlight the key implications of real-world contexts on reality-awareness 

systems. Unlike controlled lab environments, real-world scenarios demonstrated 

challenges in relying on users to detect environmental changes themselves. This 

reliance often resulted in critical information being missed, such as failing to 

notice someone moving nearby or difficulties in simultaneously monitoring two 

realities. Continuous monitoring of the environment by anchors is therefore an 

essential requirement for similar systems in the future. A limitation in verbal 

interactions was also observed. Interactions that relied on non-verbal social cues, 

such as gaze or facial expressions, proved challenging. To move beyond simply 

alleviating concerns, Reality Anchors must incorporate non-verbal social cues to 

enable more meaningful interactions between users. The real-world implications 

of deploying systems like Reality Anchors, including the challenges of navigating 

social interactions and balancing dual realities, are explored further in Section 

6.6.3. 

6.6 Contributions 

This thesis makes novel contributions to inform the design of future reality-

awareness systems for transit contexts. Its main contributions are as follows: 

1. A study of core passenger awareness needs in transit settings that influence 

the social acceptability of immersive headsets.  

2. An exploration of the dynamics of different journey types (e.g., self-managed 

and externally managed), offering insights into how these vary and their 

implications for the generalisability of Reality Anchors. 

3. An analysis of real-world challenges for Reality Anchors, identifying practical 

implications and unexpected difficulties that arise when deploying these 

systems in real-world, uncontrolled transit environments. 

4. The design and real-world evaluation of the Reality Anchors concept, which 

provides crucial cues in immersive environments to address concerns 

associated with the adoption of immersive technologies in transit.  
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6.6.1 Focusing on What Matters: Core Passenger Awareness 
Needs in Transit Settings 

This thesis identifies key awareness needs in transit settings that are critical to 

the social acceptability of immersive technologies. Across the chapters (Chapters 

3, 4, 5), passengers, personal belongings, journey information, and furniture 

emerged as the most relevant anchors, with passengers and personal belongings 

recognised as the most crucial (specifically highlighted in Chapter 4, Study III). 

These anchors were evaluated based on their ability to enhance safety, address 

social concerns, maintain awareness, support immersion, and align with the 

requirements of the journey type. 

Passenger anchors were prioritised for their role in ensuring safety, as their 

dynamic and potentially hazardous nature required awareness of significant 

movements, such as someone passing nearby. They also addressed social concerns 

by helping to prevent inappropriate interactions or encroachment on others' 

personal space. Personal belongings were similarly critical, primarily for safety, 

with visual anchors providing consistent security in busy environments, though 

alternatives like touching a bag were also seen as viable for maintaining 

awareness. Journey information anchors were particularly valuable for supporting 

awareness of route progression, especially in self-managed journeys where 

preparing to disembark required heightened attention (journey types explored in 

detail in Chapter 4, Study IV). Furniture anchors, in contrast, were seen as offering 

limited value beyond providing grounding in the environment or referencing 

passengers' sitting positions. While they helped orient users to the environment, 

they were often perceived as visually cluttered and unnecessary for maintaining 

safety or awareness during travel (highlighted in Chapter 4). Maintaining 

immersion was another key factor influencing the prioritisation of anchors. 

Passenger and furniture anchors were often found to be the most distracting, 

disrupting immersion. To manage this, a 'check-in' approach was adopted, with 

anchors briefly enabled to reconnect with the surroundings before resuming the 

immersive experience (highlighted in Chapter 4, Study IV). 

Awareness needs were also shaped by the dynamics of different journey types and 

the social characteristics of transit spaces. In Chapter 5, transit spaces are shown 

to fall into three archetypal categories: social, secluded, and hybrid, each 
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requiring different levels of spatial awareness. Social spaces, such as aisles or 

standing areas, demanded heightened awareness of other passengers, while 

secluded spaces, such as window seats, required less attentiveness. Hybrid spaces 

balanced these characteristics, with selective awareness depending on 

surrounding activity. 

This contribution is significant because it establishes that not all elements in 

transit environments require equal attention, and that reality-awareness needs 

are shaped by unpredictable internal and external changes in the environment. 

This contrasts with earlier work on immersive headset use in more stable 

environments such as homes or offices (e.g. [64]), where surroundings remain 

relatively consistent. While previous studies have explored awareness needs in 

public spaces and raised concerns about physical obstacles, belongings, and 

collisions (see Eghbali et al. [34]), the studies in this thesis show that these 

challenges are intensified in transit. Providing too many cues risks overwhelming 

users, while insufficient cues can compromise safety, awareness, and social 

acceptability. By identifying which elements to prioritise and highlighting that 

these priorities must adapt to changing conditions, this research provides a 

foundation for designing reality-awareness systems, such as Reality Anchors, that 

effectively support immersive technologies in shared transit environments. 

6.6.2 Journey Types and Their Implications for Immersive 
Technology Adoption 

Early in this thesis, it was identified that journeys are perceived differently, with 

shorter journeys posing greater challenges for immersive technology adoption 

(Chapter 3). Shorter journeys are associated with increased concerns about 

awareness of surroundings, other passengers, personal belongings, and journey 

information, highlighting a greater need for users to stay connected to their 

immediate environment. Longer journeys, such as those on flights or trains, were 

seen as less demanding in terms of awareness needs and more focused on 

entertainment, making immersive technology use more acceptable. The differing 

perceptions of journey types in relation to immersive technology acceptance 

highlight that findings from one type of journey may not necessarily be 

transferable to another, underscoring the need to generalise journeys to better 

address barriers to adoption. To address this, this thesis introduces self-managed 
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and externally managed journeys as a new way to describe travel experiences, 

alongside key classifiers that further define transit journeys: likelihood of 

passenger turnover, seat arrangement, and familiarity with the route (highlighted 

in Chapter 4, Study IV). Contrary to previous work, which tended to classify 

journeys primarily by mode of transport [46, 176, 217], this thesis argues that 

these classifiers offer a more effective and generalisable way to describe 

journeys. Together, these concepts provide a framework to describe journeys in 

a generalisable way, offering a foundation for designing immersive technologies 

and reality-awareness systems that can adapt to diverse transit settings. 

Self-managed journeys require individuals to actively manage their travel, 

including tracking their route and determining when to disembark. These journeys 

are typically shorter in duration and characterised by frequent passenger 

turnover, increasing concerns about safety and the need for heightened 

awareness. These factors make the use of immersive headsets more challenging 

in self-managed contexts. Externally managed journeys, by contrast, are often 

longer in duration, with a clear journey endpoint and minimal passenger turnover. 

These characteristics reduce the need for active monitoring, allowing passengers 

to use immersive technologies more comfortably, particularly as a way to alleviate 

boredom during extended trips. 

The classifiers further describe journeys and their characteristics. A high 

likelihood of passenger turnover can result in increased worries about safety, 

influencing the use of an immersive headset. Seat arrangement, linked to the 

earlier described archetypes (see 6.6.1), also influences the experience. Aisle and 

window seats, for example, are associated with varying levels of comfort, 

exposure, and social dynamics, with aisle seats requiring more awareness of 

reality. Familiarity with the route is another key factor. Unfamiliar routes are 

perceived as more unpredictable and potentially unsafe, demanding greater 

attention to surroundings. In contrast, familiar routes are seen as predictable or 

boring, making immersive headsets more acceptable in these contexts. 

This contribution is significant because it establishes a framework for generalising 

journeys in transit settings. By identifying journey types and classifiers, this 

research supports the development of immersive technologies and reality-
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awareness systems that can effectively address the unique challenges and 

requirements of different transit contexts. 

6.6.3 Real-World Implications: Navigating Social Interactions and 
Balancing Dual Realities 

This thesis examines the real-world implications of deploying reality-awareness 

systems, uncovering the complexities of social interactions and the challenges of 

balancing dual realities in transit environments. The findings highlight both the 

strengths and opportunities for systems like Reality Anchors to evolve and meet 

the demands of dynamic, real-world contexts. 

Social interactions in transit often rely on non-verbal cues, such as gaze and facial 

expressions, which are essential for effective communication. Reality Anchors 

effectively alleviate key safety, awareness, and social concerns by offering 

reassurance about passenger movements and positions. However, to move beyond 

simply alleviating these concerns, Reality Anchors must evolve to incorporate 

richer non-verbal cues (highlighted in Chapter 5, Study V). Features such as gaze 

tracking and facial expression representation could help bridge the gap, enabling 

immersive headset users and users with less immersive or no devices to engage 

more effectively in both virtual and physical environments, and fostering deeper 

social connections in shared transit spaces. While some recent work has begun 

exploring gaze integration in immersive systems, a natural and socially acceptable 

implementation has not yet been achieved [16, 271], making this an open 

challenge. 

The work also underscores the challenges of balancing dual realities in real-world 

transit settings. The concept of ‘information wormholes’ was identified, 

describing instances where critical real-world changes, such as someone entering 

a user's personal space, went unnoticed (highlighted in Chapter 5, Study VI). These 

lapses in awareness exposed the limitations of manual adjustment systems such 

as portals that use camera feeds (a common approach in passthrough-based 

solutions [272, 273]), which require users to actively switch attention between 

realities. While previous work has noted that transitions between virtual and 

physical environments can be disorienting [85], the findings from this thesis show 

that trying to monitor both realities simultaneously can also create a sense of 
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being in between, leading to increased cognitive load and fragmented awareness. 

By contrast, the findings show that a solution such as Reality Anchors could offer 

continuous passive monitoring to reduce cognitive effort and maintain consistent 

awareness in real-world settings. 

This contribution is significant because it used a novel approach to explore 

awareness needs directly within real-world transit contexts, where immersive 

headsets would be used. By uncovering unexpected challenges unique to dynamic 

transit environments that cannot be fully replicated in controlled settings, this 

research provides valuable insights for designing reality-awareness systems that 

are better equipped to support the demands of unexpected interactions and 

continuous awareness needs in real-world applications. 

6.6.4 The Reality Anchors Concept: Design and Future Guidelines 

The findings in this thesis provide baseline guidelines for the design of reality-

awareness systems, such as Reality Anchors, offering a foundation for creating 

solutions to address the challenges of immersive technology use in transit 

contexts: 

• Critical Cues for Awareness: Passengers, personal belongings, and journey 

information are essential cues that should be consistently available in the 

system. These foundational anchors serve as a starting point to reduce user 

effort, providing immediate awareness of key elements in transit 

environments. A concrete implementation of this approach was used in 

Study VI (Chapter 5), where participants were asked to compare portals 

they designed themselves with pre-designed portals that specifically 

highlighted other passengers, personal belongings, and journey progression. 

Feedback from this study showed that some participants appreciated having 

a useful starting point provided by the pre-set portals. They noted that 

manually setting up portals took time and required a certain level of skill. 

Customisation options can then allow users to adapt the system further to 

their specific needs and preferences. 

• Grounding Users in Virtual Environments: To ensure a seamless 

connection between the real and virtual, anchors should consistently link 
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users to their real-world locations. Furniture anchors, for example, can 

orient users by showing where passengers are seated, helping to ground 

users. However, a balance is needed to ensure the visual field is not 

overwhelmed. An example of users being grounded while using a furniture 

anchor can be seen in Study V (Chapter 5), where only the outlines of the 

furniture were displayed. The depth of these furniture anchors was 

adjusted to ensure they did not obstruct the cinema screen, supporting 

immersion. This approach helped minimise visual distraction while allowing 

users to locate themselves and other passengers within the shared space. 

While the study did not explore alternative visual styles, the outline-based 

approach shows potential as a lightweight solution for grounding users in 

shared physical spaces. Future designs should explore ways to simplify 

these visuals and reduce unnecessary screen clutter. 

• Contrasting Real and Virtual: Visual separation of real and virtual elements 

is crucial to avoid confusion between realities. Anchors should incorporate 

contrasting features, such as highlighting or outlining, to ensure that real-

world cues are easily distinguishable from the virtual environment. Avoiding 

confusion between realities is necessary for users to maintain immersion. 

In Studies III and IV, a transparent anchor approach was used, applying a 

semi-transparent yellow-green overlay to distinguish passengers and other 

key anchors from the rest of the virtual scene, which was rendered in full 

colour, dimension, and saturation. In Study V, a simplified white outline 

was used instead to further reduce visual clutter. While this helped 

minimise distraction, some participants noted that it was harder to tell 

what the other person was doing, such as whether they were wearing a 

headset. This suggests that while low-detail representations can serve as a 

useful starting point, a mid-level visual approach may better balance 

contrast with the need to convey more information about the anchor. 

• Passive Environmental Monitoring: Dynamic environmental changes, such 

as passenger movements or route progression, need to be tracked 

automatically by the system. The focus here is on significant changes in 

direction or position, such as passengers getting closer or changing 

locations, rather than small movements. Passive monitoring helps users 
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maintain awareness without requiring constant manual adjustments, 

reducing cognitive load and avoiding ‘information wormholes’, where 

critical real-world events might be missed. Reality Anchors can support 

continuous passive monitoring, helping reduce the effort required from 

users to stay aware of their surroundings. This was contrasted in Study VI, 

where manually tracking real-time changes in transit environments led to 

cognitive overload and reduced awareness. While this thesis did not explore 

how significant environmental changes could be further highlighted to 

immersive headset users, future designs could explore this as a way to 

extend the current approach. 

• Customisation to User Needs: Reality Anchors should provide users with 

control over what cues are displayed and how they are prioritised. This 

includes adapting the system to different journey types, such as focusing 

on route progression during self-managed trips or emphasising personal 

belongings in crowded environments. An example of this was implemented 

in Study III, where users were able to select and adjust anchors throughout 

their journey. Anchor choices were influenced by journey needs and 

context, and participants were also given the option to adjust the visibility 

radius to view anchors at a closer or further distance. While the ability to 

choose anchors was very well received, the visibility radius option was used 

less frequently. Some participants found the expanded radius distracting 

due to the amount of visual space it occupied, though it remained useful 

for those particularly concerned about other passengers. These findings 

suggest that giving users control over anchor selection is essential, while 

radius adjustments may not be needed by all users. A default radius of 2.5 

metres, which was used in Study III and reflects the upper range of the 

social zone in proxemics theory [63], can serve as an effective starting 

point. 

• Need to Evolve for Complex Social Interactions: As immersive headsets 

become more widely adopted, new social norms and behaviours surrounding 

their use are likely to emerge, as previously seen with mobile phones. While 

Reality Anchors address key safety, awareness, and social concerns, they 

lack the non-verbal cues necessary for nuanced social interactions, such as 
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gaze direction and body language. Study V included representations of real-

tracked passengers as skeletal figures, with simplified facial markers such 

as eyes and a nose to indicate head orientation. While this was not designed 

specifically to study social cues, some participants found it difficult to 

determine gaze direction or whether someone was attempting to initiate 

an interaction. This highlights the complexity of integrating social cues into 

reality-awareness systems. While simplified representations may support 

basic awareness, they often fall short in supporting more complex social 

interactions. On the other hand, high-fidelity representations, such as 

simulated eyes, can lead to discomfort or rejection, with some users 

describing them as ‘creepy’ [271]. Addressing this ‘gaze gap’ could help 

facilitate more meaningful interactions in transit settings. However, as 

behaviours around headsets evolve, anchors may also need to adapt to 

unforeseen challenges and emergent social dynamics, forming a critical 

area for future research. 

This contribution is significant because it provides baseline guidelines for the 

design of similar systems in the future, ensuring that reality-awareness systems 

can effectively support the integration of immersive technologies into shared 

transit environments. 

6.7 Limitations  

Reflecting on the choices made in this research, several key decisions shaped the 

studies and should be acknowledged. Firstly, speculative methods were 

intentionally chosen as the most suitable approach to explore Reality Anchors. By 

using VR simulations and enactments, the research recreated transit scenarios in 

a controlled and safe environment, which proved particularly effective for 

investigating emergent technologies that are not yet widely available. However, 

while these methods offered valuable insights, they do not fully replicate the 

complexities of real-world transit settings. Although one study was conducted in 

the wild, it did not include testing the anchor solution itself. The speculative 

nature of this work is grounded in the expectation that advancements in sensor 

and camera technologies will soon address technical limitations, enabling the 

development of Reality Anchor-like solutions in real-world contexts. Future work 

can build on this foundation by evaluating these solutions in live transit 
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environments to better understand their effectiveness in dynamic and 

unpredictable scenarios. 

Secondly, the designs of Reality Anchors explored in this thesis utilised transparent 

avatars and skeleton-based visualisations, chosen for their ability to effectively 

represent human presence while maintaining a clear contrast with virtual 

environments. This approach aligns with prior research indicating that increased 

fidelity is not always necessary to convey presence [117]. Further work can 

investigate how these designs might be refined to fit more naturally within virtual 

scenes while preserving their distinction from real-world elements. Additionally, 

future studies could investigate minimising distraction while effectively conveying 

essential movements and gestures.  

Finally, the research used a static task, where participants watched 

documentaries on a cinema screen, to prevent introducing confounding variables 

into the studies. This controlled approach ensured a focused examination of 

Reality Anchors. However, the use of different types of tasks, such as interactive 

games or collaborative assignments, should be further explored to understand how 

task dynamics influence the effectiveness of Reality Anchors. By examining the 

impact of more dynamic and interactive tasks, future work can expand the 

applicability of Reality Anchors across a wider range of scenarios. 

6.8 Open Challenges for Future Immersive Technology in 
Transit 

6.8.1 Moving Beyond Immersive Technologies for Entertainment 

The surveys in Chapter 3 revealed a strong preference for using immersive 

technologies for entertainment, with participants highlighting limited awareness 

of their potential for other activities, such as productivity or communication. This 

preference informed the choice of entertainment-focused tasks in the studies 

conducted for this thesis. Moreover, the scenarios focused on entertainment tasks 

that required minimal movement or interaction with the headset and controls, as 

gesture-based interaction in confined spaces was beyond the scope of this thesis 

and has been explored elsewhere [78, 98, 173, 196, 220]. However, expanding 
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beyond passive, entertainment-focused applications could significantly enhance 

the acceptance and utility of immersive technologies in transit environments. 

While immersive devices are not yet seen as superior to mobile phones or laptops 

for productivity or communication, the development of new applications co-

designed with end-users could address this perception. Research, such as Li et al.'s 

investigation into productivity in cars [103], demonstrates that immersive 

technologies are viewed favourably in certain contexts. Together with findings 

from research on gesture use in constrained environments, future efforts could 

develop transit-specific applications alongside reality-awareness solutions, such 

as Reality Anchors, to ensure users remain connected to their surroundings while 

engaging in various tasks. 

6.8.2 The Changing Self-Image of Headset Users in Public Spaces 

Participants in this thesis studies often reflected on how they might be perceived 

by others, expressing concerns about being judged for appearing disconnected 

from their surroundings. The appearance of the device plays a critical role in 

shaping these perceptions. Previous research has shown that devices perceived as 

‘bulky’ or highly noticeable are less acceptable unless they serve a clear, socially 

validated purpose, such as aiding individuals with disabilities [155]. As headsets 

become smaller and more mobile, it is likely that public attitudes toward their 

use in transit will evolve, leading to greater acceptance in shared spaces. 

However, it is not only the designs of the devices that might change but also our 

social reactions and norms surrounding their use. For instance, headset users may 

develop strategies to signal their openness to interaction, while non-users may 

adjust how they navigate shared spaces or initiate interactions with those 

immersed in virtual environments. Over time, these behaviours could stabilise into 

familiar norms and expectations, much like how passengers have adapted to the 

use of headphones, smartphones, and laptops in public spaces. 

Looking further into the future, immersive devices are likely to become more 

homogenous in terms of capabilities and affordances, creating standardised norms 

for interaction and streamlining the passenger experience. However, individual 

behaviours and preferences will remain diverse. While some passengers may seek 

social engagement, others may prefer to shield themselves from their 
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surroundings. To support this spectrum of preferences, future immersive devices 

will need to balance connection and privacy, enabling users to either engage or 

disengage within public transit environments. At the same time, developments in 

object segmentation technology may soon enable immersive systems to 

automatically identify and track surrounding objects and people as anchors [274]. 

However, despite these technical possibilities, passengers may remain reluctant 

to be tracked in public spaces, particularly in situations where consent is unclear 

or not obtained [2]. Consequently, these capabilities may continue to challenge 

current assumptions about privacy and consent in public environments. 

This work highlights a future open challenge to explore how immersive 

technologies can support the evolving social dynamics and behavioural norms of 

transit contexts. Ensuring that these technologies enhance both individual 

experiences and broader social acceptability will be a critical area for further 

research. 

6.9 Conclusions 

Immersive technologies are not yet widely adopted in transit contexts due to 

social, safety, and awareness concerns that affect their social acceptability. This 

thesis investigated the awareness needs specific to transit contexts and proposed 

the concept of Reality Anchors. By integrating cues from reality into virtual 

environments, Reality Anchors aim to reduce concerns associated with immersive 

technology use in transit, thereby improving their social acceptance. The research 

highlights that awareness of other passengers and personal belongings are key cues 

users in transit prioritise. The findings also emphasise that effective Reality 

Anchors must be consistent, contrast with the real world, provide continuous 

monitoring, and remain under user control. Additionally, the thesis introduces 

self-managed and externally managed journey types as a framework for describing 

and understanding the diverse experiences and requirements of different transit 

contexts. Overall, the research contributes to (1) identifying core awareness 

needs for transit users, (2) exploring the dynamics of journey types and their 

implications for Reality Anchors, (3) analysing real-world challenges and practical 

implications for awareness systems, and (4) designing the Reality Anchors concept 

to address barriers to immersive technology adoption in transit.
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Appendices 

Appendix A: Survey Used in Study I (Chapter 3) 

A PDF of the survey used to conduct Study I in Chapter 3 is included on the pages 

that follow. 
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Virtual	Reality	use	in	aeroplanes	(survey)

Page	1:	Information	Sheet

Thank	you	for	your	interest	in	participating	in	this	survey	about	Virtual	Reality	(VR)	use	in
aeroplanes.	If	you	have	questions	about	this	research,	please	contact:

Laura	Bajorunaite

PhD	Student

University	of	Glasgow,

l.bajorunaite.1@research.gla.ac.uk

What	is	the	purpose	of	this	study?

The	purpose	of	this	survey	is	to	understand	your	attitudes	towards	VR	use	during	flights.
The	survey	will	ask	a	set	of	questions	about	your	flying	habits	and	familiarity	with	VR	and
present	you	with	several	image-led	scenarios	of	potential	VR	usage	in	the	aviation
industry.

No	previous	experience	with	VR	is	required	to	participate	–	the	only	requirement	for	the
study	is	to	have	taken	at	least	one	flight	in	the	last	year,	which	was	a	minimum	of	1
hour	long.
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What	is	expected	of	me	if	I	take	part?

You	will	be	tasked	with	answering	a	survey	with	four	main	sections.	The	questions
presented	will	be	a	mix	of	multiple	choice	and	open-ended	questions	that	will	ask	you	to
write	a	short	sentence	or	two	to	answer	them.

There	will	be	a	total	of	18	questions	in	this	survey	and	it	should	take	around	20	minutes
to	complete.

If	you	wish	to	take	part	in	the	draw	for	the	£25	Amazon	voucher,	you	will	be	asked	to
enter	your	email	at	the	end	of	the	study.

What	are	the	possible	benefits	of	participating?

Your	answers	will	help	us	understand	your	needs	for	in-flight	VR,	which	could	make	your
journeys	more	entertaining	and	productive	in	the	future.	This	survey	will	help	us	design
better	VR	applications	as	well	as	shape	further	research	in	the	area.

What	happens	at	the	end	of	this	study?

The	results	will	be	held	and	owned	by	the	researcher	and	the	University	of	Glasgow.	The
results	can	be	outlined	to	the	participants	whenever	they	become	available.

The	results	of	this	study	may	be	published	in	a	journal	or	presented	at	a	conference.

Results	will	always	be	presented	in	such	a	way	that	data	from	individual	participants
cannot	be	identified.	The	data	will	be	anonymous.

Can	I	withdraw	from	the	study?

Your	participation	in	this	research	project	is	voluntary,	and	you	may	withdraw	from	the
research	at	any	time	and	for	any	reason,	without	explanation.

Can	I	ask	questions	about	the	research	project?

You	may	ask	more	questions	about	the	study	at	any	time	-	before,	during	and	after	the
study.	Use	the	contact	information	provided	above	if	you	have	any	questions.

Who	has	reviewed	the	study?

The	project	has	been	reviewed	by	the	College	Ethics	Committee.

This	research	is	funded	by	ERC	Horizon	2020	project	ViAjeRo	#835197
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Consent	Form

Please	confirm	your	participation	in	this	study	by	completing	this	consent	form:

I	confirm	that	I	have	read	and	understood	the	participant	information	sheet	for	the
above	study	and	have	had	the	opportunity	to	ask	questions.

I	understand	that	my	participation	is	voluntary	and	that	I	am	free	to	withdraw	at	any
time,	without	giving	any	reason.

I	understand	that	the	data	collected	may	be	used	in	publications	or	presentations.

I	am	at	least	18	years	old.

I	have	taken	at	least	one	flight	in	the	last	year	with	a	minimum	duration	of	1	hour.

	 I	AGREE	TO	ALL	OF	THE	ABOVE

Please	select	"I	AGREE	TO	ALL	OF	THE	ABOVE"	to	continue	 	Required
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Page	2:	Demographics

	 18-20

	 21-29

	 30-39

	 40-49

	 50-59

	 60	or	older

1.	How	old	are	you?

	 Female

	 Male

	 Non-Binary

	 Other

	 Prefer	not	to	say

2.	What	is	your	gender?

If	you	have	selected	'Other'	please	explain:

3.	What	is	your	country	of	residence?
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Page	3:	Flying	habits

	 Once	a	year

	 Infrequently	(2-5	trips	a	year)

	 Frequently	(6-11	trips	a	year)

	 Regularly	(12+)

4.	How	often	do	you	fly?

	 Economy

	 Premium	Economy

	 Business

	 First

	 Chartered/Private

5.	Which	class	do	you	travel	in	usually?

6.	What	proportion	of	your	travel	is	for	leisure	(not	business)?	
Please	enter	a	percentage	out	of	100%.

7.	What	proportion	of	your	travel	is	spent	travelling	alone?	
Please	enter	a	percentage	out	of	100%.
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Please	don't	select	more	than	1	answer(s)	per	row.

None	of
my	time

A	little	of
my	time

Some	of
my	time

A	lot	of	my
time

Entertainment	(videos,	games,
reading	etc.)

Socialising

Productivity	(work	related
activities,	writing	etc.)

Sleeping

Eating/drinking

Looking	out	the	window

Other

8.	How	do	you	usually	spend	your	time	when	flying?		

If	you	have	selected	'Other'	please	explain:

Is	there	anything	you	would	like	to	be	able	to	do	in	flight	that	you	feel	you	cannot	right
now?		

9.	In	a	sentence	or	two,	please	describe	how	you	feel	about	flying?	
(Examples	–	I	love	to	fly,	and	do	so	at	every	opportunity,	I	hate	to	fly	and	only	do	if
required	by	my	work	etc.)	



7	/	23



8	/	23

Page	4:	Familiarity	with	VR

This	is	the	Oculus	Quest	VR	headset.

VR	Headsets	like	this	are	worn	on	your	head,	and	block	out	your	view	of	reality,
replacing	it	with	a	private	virtual	world	of	your	choosing,	such	as	a	virtual	cinema,	an
office,	or	an	immersive	game.

	 Yes

	 No	(please	move	to	question	14)

10.	Have	you	ever	used	a	Virtual	Reality	(VR)	headset?

	 Oculus	Quest

	 Gear	VR

	 Oculus	Rift

	 HTC	Vive

	 Sony	PlayStation	VR

11.	If	yes,	which	headset(s)	have	you	used?		
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	 Google	Cardboard

	 Other

If	you	have	selected	'Other'	please	explain:

	 Yes

	 No

12.	If	yes,	have	you	ever	used	it	when	travelling	by	air?

13.	If	you	have	used	it	when	travelling	by	air,	please	describe	your	experiences	with
the	headset,	and	the	activities	you	engaged	in:

	 Not	at	all	interested

	 Not	very	interested

	 Neutral

	 Somewhat	interested

	 Very	interested

14.		a)	Please	rank	your	interest	in	using	a	Virtual	Reality	headset	on	your	future
flights:
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b)		Please	have	a	look	at	the	following	images.	Image	1	represents	an	economy
class	airline	seat,	whilst	image	2	represents	a	business	class	seat.

Economy	class	(image	1)

Business	class	(image	2)

No	difference

	Would	you	feel	any	more	likely	to	use	VR	in	either	class? 	

 ©  Vincent Desjardinds, Flickr
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Please	explain	your	answer:



12	/	23

Page	5:	VR	use	scenarios

Please	don't	select	more	than	1	answer(s)	per	row.

Not	at	all
interested

Not	very
interested

Neutral
Somewhat
interested

Very
interested

Entertainment
(watching	videos,
playing	games	etc.)

Communication
(using	the	device	to
video	chat,	catch	up
with	social	media
etc.)

Work	(completing
your	work	tasks	in	a
virtual	environment,
participating	in
meetings	etc.)

Other

15.	Please	rank	your	interest	in	using	a	VR	headset	on	flights	for	the	below
activities:

Please	explain	your	answer:

Please	don't	select	more	than	1	answer(s)	per	row.

16.	Please	rank	your	interest	in	using	a	VR	headset	on	flight	for	the	below	journey
lengths:
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Not	at	all
interested

Not	very
interested

Neutral
Somewhat
interested

Very
interested

Domestic	(up	to	1
hour)

Short	haul	(up	to	3
hours)

Medium	haul	(3-6
hours)

Long	haul	(more
than	6	hours)

Please	explain	your	answer:

17.	Would	you	be	more	likely	to	use	the	airline	provided	headset	or	your	own
when...
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Please	don't	select	more	than	1	answer(s)	per	row.

More	likely
my	own

Neutral
More	likely

airline

Travelling	alone

Travelling	with	friends	or	family

Travelling	with	work	colleagues

	Bottom	picture	credit:	REUTERS/Fabrizio	Bensch

Why?

© Reuters Images/Fabrizio Bensch - RTSA0DU
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	 Very	unlikely

	 Moderately	unlikely

	 Neither	likely	nor	unlikely

	 Moderately	likely

	 Very	likely

18.	a)	Would	you	bring	your	own	headset	on	the	plane?

	 Very	unlikely

	 Moderately	unlikely

	 Neither	likely	nor	unlikely

	 Moderately	likely

	 Very	likely

b)	Would	you	use	a	headset	on	the	plane	if	provided	for	free?

	 Very	unlikely

	 Moderately	unlikely

	 Neither	likely	nor	unlikely

	 Moderately	likely

	 Very	likely

c)	Would	you	pay	to	use	a	headset	on	a	plane	as	an	upgrade	to	your	seat?
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Page	6:	Prize	draw

If	you	would	like	to	take	part	in	the	prize	draw	for	the	£25	Amazon	voucher,	please
enter	your	email	address	below:	 Optional

	 Yes

	 No

Would	you	like	to	be	added	to	the	mailing	list	for	future	studies?	 Optional
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Appendix B: Survey Used in Study II (Chapter 3) 

A PDF of the survey used to conduct Study II in Chapter 3 is included on the 

pages that follow.
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Info and Consent

Information Sheet
 

 
Hello!
Thank you for your interest in participating in this survey about Virtual Reality (VR) use on public transport.
If you have questions about this research, please contact:

 Laura Bajorunaite
PhD Student
University of Glasgow,
l.bajorunaite.1@research.gla.ac.uk

 

1. What is the purpose of this study?
The purpose of this survey is to understand attitudes towards VR use on public transport.
The survey will ask a set of questions about your travel habits and familiarity with VR and present you with
several image-led scenarios of potential VR usage in travel.
No previous experience with VR is required to participate – the only requirement for the study is to have
used at least one of the following modes of transport at least once in the last year:

Bus
Train
Taxi

 
2. What is expected of me if I take part?
You will be tasked with answering a survey with four main sections. The questions presented will be a mix of
multiple choice and open-ended questions that will ask you to write a short sentence or two to answer them.
There will be a total of 22 questions in this survey and it should take around 15 minutes to complete.
If you wish to take part in the draw for the £25 Amazon voucher, you will be asked to enter your email at the
end of the study.

 3. What are the possible benefits of participating?
 Your answers will help us understand your needs for VR use when travelling, which could make your journeys

more entertaining and productive in the future. This survey will help us design better VR applications as well
as shape further research in the area.

 4. What happens at the end of this study?
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The results will be held and owned by the researcher and the University of Glasgow. The results can be
outlined to the participants whenever they become available.
The results of this study may be published in a journal or presented at a conference.
Results will always be presented in such a way that data from individual participants cannot be identified.
The data will be anonymous.
Upon publication, anonymous research data will be deposited in a suitable data repository, making the data
available to other researchers.
5. Can I withdraw from the study?
Your participation in this research project is voluntary, and you may withdraw from the research at any time
and for any reason, without explanation.
6. Can I ask questions about the research project?
You may ask more questions about the study at any time - before, during and after the study. Use the
contact information provided above if you have any questions.
7. Who has reviewed the study?
The project has been approved by the College Ethics Committee.
 
This research is funded by ERC Horizon 2020 project ViAjeRo #835197

Consent Form
 

Please confirm your participation in this study by completing this consent form:
 

I confirm that I have read and understood the participant information sheet for the above study and
have had the opportunity to ask questions.
I understand that my participation is voluntary and that I am free to withdraw at any time, without
giving any reason.
I understand that the data collected may be used in publications or presentations.
I am at least 18 years old.
I have used a bus, train, or taxi at least once in the last year.

 
Please select "I AGREE TO ALL OF THE ABOVE" to continue

Demographics

Demographics
How old are you?

I AGREE TO ALL OF THE ABOVE

18-24

25-34

35-44

45-54

55-64

65-74

75-84

85+



13/11/2020 Qualtrics Survey Software

https://singuser402mjma4.eu.qualtrics.com/Q/EditSection/Blocks/Ajax/GetSurveyPrintPreview?ContextSurveyID=SV_cFIBWI42oBkfwWN&ContextLi… 3/12

What is your gender?

In which country do you currently reside?

Travelling habits

Travelling habits
For the following questions, if you have not used the mentioned mode of transport in the last year, please
skip to the next question.

How often do you travel by bus [local travel]?

When you use a bus, what is the most common purpose of your travel?

How often do you travel by coach [long distance bus travel]?

When you use a coach, what is the most common purpose of your travel?

Female

Male

Non-Binary

Other (please specify):

Prefer not to say

Infrequently (1-11 trips a year)

Frequently (at least once a month)

Regularly (at least once a week)

Work

Leisure/Other

Infrequently (1-11 trips a year)

Frequently (at least once a month)

Regularly (at least once a week)

Work

Leisure/Other
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How often do you travel by local train/subway?

When you use a local train/subway, what is the most common purpose of your travel?

How often do you travel by long distance train?

When you use a long distance train, what is the most common purpose of your travel?

How often do you travel by taxi?

When you use a taxi what is the most common purpose of your travel?

How do you usually spend your time when travelling for leisure?
Please select N/A if you do not travel for leisure

Infrequently (1-11 trips a year)

Frequently (at least once a month)

Regularly (at least once a week)

Work

Leisure/Other

Infrequently (1-11 trips a year)

Frequently (at least once a month)

Regularly (at least once a week)

Work

Leisure/Other

Infrequently (1-11 trips a year)

Frequently (at least once a month)

Regularly (at least once a week)

Work

Leisure/Other

   
None of my

time
A little of
my time

Some of my
time

A lot of my
time N/A

Entertainment (videos, games, reading etc.)   

Socialising   
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How do you usually spend your time when travelling for work?
Please select N/A if you do not travel for work

Familiarity with VR

Familiarity with VR
This is the Oculus Quest VR headset.
 

   
None of my

time
A little of
my time

Some of my
time

A lot of my
time N/A

Productivity (work related activities, writing etc.)   

Sleeping/resting   

Eating/drinking   

Looking out the window   

Other (please specify): 

  

   
None of my

time
A little of
my time

Some of my
time

A lot of my
time N/A

Entertainment (videos, games, reading etc.)   

Socialising   

Productivity (work related activities, writing etc.)   

Sleeping/resting   

Eating/drinking   

Looking out the window   

Other (please specify): 
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Image: Oculus
 

VR Headsets like this are worn on your head, and block out your view of reality, replacing it with a private
virtual world of your choosing, such as a virtual cinema, an office, or an immersive game.

Have you ever used a Virtual Reality (VR) headset?
 

If yes, which headset(s) have you used?  

If yes, have you ever used it when travelling for work or leisure? 

If you have used it when travelling for work or leisure, please describe your experiences with the
headset, and the activities you engaged in:

Yes

No

Oculus Quest

Gear VR

Oculus Rift

HTC Vive

Sony PlayStation VR

Google Cardboard

Other (please specify):

Used it when travelling for work

Used in when travelling for leisure
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Please rate your interest in using a Virtual Reality headset on your future journeys when
travelling for work:

When travelling for work, would you be more likely to use the headset on a short journey (up to
1h) or a longer journey (1h+)?

Please rate your interest in using a Virtual Reality headset on your future journeys when
travelling for leisure:

When travelling for leisure, would you be more likely to use the headset on a short journey (up to
1h) or a longer journey (1h+)?

VR use scenarios

VR use scenarios
For the following question, if you have not used the mentioned mode of transport in the last year, please
answer only the applicable parts of the question.

Not at all interested

Not very interested

Neutral

Somewhat interested

Very interested

More likely on a short journey (up to 1h)

More likely on a longer journey (1h+)

Neutral

Not at all interested

Not very interested

Neutral

Somewhat interested

Very interested

More likely on a short journey (up to 1h)

More likely on a longer journey (1h+)

Neutral
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Would you use a VR headset in the different modes of public transport?

Please explain your answer:

Please rate your interest in using a VR headset on your journey for the below activities:

Please explain your answer:

Please rate your interest in using a VR headset when travelling for the below journey lengths:

Please explain your answer:

   Very unlikely
Moderately

unlikely Neutral
Moderately

likely Very likely

Bus [local travel]   

Coach [long distance bus travel]   

Local train/subway   

Long distance train   

Taxi   

   
Not at all
interested

Not very
interested Neutral

Somewhat
interested

Very
interested

Entertainment (watching videos, playing games
etc.)   

Communication (using the device to video chat,
catch up with social media etc.)   

Work (completing your work tasks in a virtual
environment, participating in meetings etc.)   

Other (please specify): 

  

   
Not at all
interested

Not very
interested Neutral

Somewhat
interested Very interested

Up to 1 hour   

Up to 3 hours   

3-6 hours   

More than 6 hours   
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When are you most likely to use a VR headset?

Image scenarios

Please look at the following image. It shows a commute scenario. Please imagine you enter and take a seat
in this situation.

How comfortable would you be using the headset in this situation?
 

Please explain your answer:

When travelling alone

When travelling with friends or family

When travelling with work colleagues

Neutral

Very uncomfortable

Uncomfortable

Neutral

Comfortable

Very comfortable
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Image scenarios

Please look at the following image. It shows a commute scenario. Please imagine you enter and take a seat
in this situation.

How comfortable would you be using the headset in this situation?
 

Please explain your answer:

Prize draw

Prize Draw
If you would like to take part in the prize draw for the £25 Amazon voucher, please enter your
email address below:

Very uncomfortable

Uncomfortable

Neutral

Comfortable

Very comfortable
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Powered by Qualtrics

Would you like to be added to the mailing list for future studies?

Yes

No

https://www.qualtrics.com/?utm_source=internal%2Binitiatives&utm_medium=survey%2Bpowered%2Bby%2Bqualtrics&utm_content={~BrandID~}&utm_survey_id={~SurveyID~}
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Appendix C: Interview Guide for Study III (Chapter 4) 

No. Question & Probes 

1 Have a look at the printouts of the first scenario you saw today 
[repeat this for the other environment]. Can you describe what 
felt safe or unsafe about it?   
Probes:  
Why? Why not? [Did they see the other passengers, furniture?]  

2 Did you feel that the mix of bus and virtual objects in this 
scenario was socially acceptable?  
Probes:  
Why? Why not?  

3 Did you feel it was useful to have this mix of bus and virtual 
content in this scenario?   
Probes:  
What made you feel that way? 

4 Was this mix of bus and virtual content distracting?   
Probes:  
Why? Why not? What distracted you the most?   

5 In this scenario, did you feel like you have escaped the bus 
environment completely?   
Probes:  
Why? Why not? 

6 In this scenario, did you feel like you were fully immersed in the 
documentary?   
Probes:  
Why? Why not?  

7 Was there anything else that you liked or disliked in this 
scenario?   
Probes:  
Why? 
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Appendix D: Interview Guide for Study IV (Chapter 4) 

No. Question & Probes 

Warm-up. 

1 Warm-up question. What are your initial reactions to the two 
journeys you have experienced? 

Experiencing the Anchors. 

2 Why have you turned on/off “Anchor name” during your first 
journey? 
Probes: Did you think the anchors were distracting or easy to 
ignore? Why? Which anchors were more/less distracting? How did it 
compare to the second journey you experienced? 

3 How did you experience watching the documentary in this way? 
Probes: 
How immersed in the documentary did you feel?  
What made you feel that way? 
Which anchors strengthen/weaken the immersion? 
How did it compare to the second journey you experienced? 

4 How did you choose which anchors to have in view? 
Probes: 
How useful or not useful were the anchors?  
What made the anchors useful/not useful? 
Which anchors were most/least useful? 

5 How did you prioritise the awareness between virtual versus real-
world content? 
Probes: 
Did you want to keep the awareness of the subway or forget about 
it? 
How did it compare to the second journey you experienced? 

Audio. 

6 What role did the audio play in your choice of visible anchors? 

7 What sounds would you want to bring in or exclude if you could 
choose? Why? 
Probes:  
For example, announcements, doors opening/closing, people 
chattering etc. 
What about the second journey you experienced? 

Social Acceptability. 
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8 How socially acceptable or unacceptable was this experience? 
Probes: 
What does the term “social acceptability” mean to you? [allow 
answers based on own description] 
In our research, we describe technology as being socially 
acceptable when it can be used/worn around others without 
feeling uncomfortable, out of place or judged and where other 
people around the user also do not feel uncomfortable. Now that 
you have heard this definition, how socially acceptable or not 
acceptable do you think was this experience?  
[NOTE: start by discussing VR on public transport, then talk about 
the anchors]. 

Wrapping up. 

9 How would you feel if this journey was familiar to you, for 
example, your daily commute? 
Probes: 
Would you want to use the anchors? 

10 How would you feel if this journey took place on a different mode 
of transport, such as a bus or a plane? 
Probes: 
Would you want to use the anchors? 
Would that affect your choice of anchors? 
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Appendix E: Interview Guide for Study V (Chapter 5) 

No. Question & Probes 

Introductions. 

1 Welcome to the focus group! Before we begin, can each of you introduce 
yourself, mentioning which persona you portrayed during the 
experiment?  
(Allow participants to introduce themselves, ask to always mention their 
persona when speaking, then move on to the next question) 

2 [For all] What were your initial reactions to the scenario you just 
experienced in the experiment? 
("Can you tell us more about that?" or "What specifically stood out to 
you?") 

Perception of Interaction. 

3 [For all] How did you feel about the interaction you were required to 
complete during the experiment?  

4 [For mobile] When you were performing (moving/dropping pens/asking a 
question), how did you feel? Did you have any concerns? 

5 [For VR user] When you were performing (asking a question/moving), 
how did you feel? Did you have any concerns? 

6 [For VR+ RA user] When you were asking the questions, how did you feel? 
Did you have any concerns? 

7 [For VR + RA & Mobile users] When you were observing (change based on 
persona) how did you feel? Did you have any concerns? 

8 [For VR user] Did you notice anything happening around you? What stood 
out to you? Did you have any concerns? 

9 [For all] Were there any surprises or unexpected moments?  
(“What did you think of the other participants’ interactions?” or “When 
you were observing that, what did you think?”) 

Social Acceptability. 

10 What does the term “social acceptability” mean to you?  
In our research, we describe technology as being socially acceptable 
when it can be used/worn around others without feeling uncomfortable, 
out of place or judged and where other people around the user also do 
not feel uncomfortable. 
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11 Now that you have heard this definition, how socially acceptable or not 
acceptable do you think was this experience? Let’s discuss in more 
detail. 

12 [For mobile user] When you had to move to a different seat, stretch and 
drop the pens did, you think it was socially acceptable or unacceptable? 
How would you feel about the interaction if your role was VR user/ 
Reality Anchors user? 

13 When you were asked a question by the VR user/VR + Reality Anchors 
user/ saw a VR user moving, did you think their actions were socially 
acceptable or unacceptable? 

14 [For VR user] When you had to ask a question and move seats, did you 
think it was socially acceptable or unacceptable? How would you feel 
about the interaction if your role was a mobile user/ Reality Anchors 
user? 

15 When you were asked a question by the Reality Anchors user, did you 
think their action was socially acceptable or unacceptable?  

16 Did you notice any other actions happening around you? Did you think 
they were socially acceptable or unacceptable? 

17 [For Reality Anchors User] You had to ask a couple of questions. Did you 
think it was socially acceptable or unacceptable? How would you feel 
about the interaction if your role was a mobile user/ VR user? 

18 Did you notice any other actions happening around you? Did you think 
they were socially acceptable or unacceptable? 
(“When you saw other passengers moving around/asking questions, did 
you think their actions were socially acceptable or unacceptable?”) 
("What makes you say that?" or "Can you explain more?") 

Using Reality Anchors. 

19 [For all] How did you feel about the VR headset with cues from reality? 

20 [For observers] Does knowing that the VR + Reality Anchors user could 
see you change how you feel about the interaction you completed? Did 
you realise you were being seen? 
("What did you think of the Reality Anchors?" or, for observers, "Would 
you have acted differently if you were using a headset with the Reality 
Anchors?")  

21 [For all] How would you feel about using a headset with the cues enabled 
in a real travelling context? For example, a daily commute, or a long-
haul trip? 

22 [For all] Would the mode of transport influence your feelings about using 
the headset with Reality Anchors? 
("Why is that?" or "Can you tell us more about your thoughts on that?") 
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23 [For all] Is there anything else that you would like to mention before we 
wrap up?  

24 [For all] Any final questions or comments? 
(Allow each participant to answer, then conclude the focus group). 

 

List of prompts used in Study V. 

User Time  Prompt 

Mobile 2.5 min 1. Please stand up; 2. Do some stretches; 3. Move 
over here: 
 

 

 7 min 1. Please move over here: 
 

 
2. Please drop your bag with pens. 

VR 4.5 min 1. Please ask a person to your left a question: “Could 
you tell me what is the final destination for this 
train?” 
2. Please remove your headset and move over here: 
 

 

 9 min Please take off the headset and leave the chair area. 

XR 6 min Please ask the person in front of you, "So, what are 
your plans in Edinburgh?" 

 9 min Please turn to the person on your left and ask them: 
“Could you tell me what time it is?” 
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Appendix F: Interview Guide for Study VI (Chapter 5) 

No. Question & Probes 

During the break between train rides. 

1 Could you share your first impressions of what you have just 
experienced?  

2 How did you decide where to sit?  
 

Reflections. 

3 In retrospect, how did you feel about using a virtual reality headset on 
the train?  

4 How did the experience of using a virtual reality headset on a train 
compare with your expectations? Were there any surprises?  

Mixing real and virtual. 

5 Did you feel more present in the train, the virtual environment, or the 
mix? Please explain.  
 

6 How comfortable or uncomfortable did the mix of real and virtual 
content make you feel during the experience? Why?  

Concerns. 

7 Did you have any concerns during the journey? If yes, how did you deal 
with these concerns?  

8 How comfortable or uncomfortable did you feel about using the VR 
headset?  

9 Considering the social context during the journey, what did you think 
other people were thinking about you? Was this on your mind?  

Perceptions of portals. 

10 Did the virtual reality experience impact your sense of social connection 
with other passengers? If yes, how?  

11 What are your overall thoughts on the portals?  

12 Reflecting on the portals you drew; what influenced your choice to draw 
a portal?  

13 On the journey back, there were three pre-set portals. How did that 
compare to your setup on the way out? 
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Appendix G: Visual Mapping of the Progression of Studies in This Thesis 
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