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Abstract

A biofilm is a community of bacteria embedded in a self-produced extracellular matrix (EPS)
that adheres to surfaces like medical implants. Biofilms are highly resistant to antibiotics due to
the protective EPS barrier and dormant persister cells, leading to chronic infections that are diffi-
cult to eradicate and often require surgical intervention. This resistance, along with the increase
in antibiotic resistant bacteria, underscores the need for new strategies to manage biofilm-related
infections. This thesis aims to address this challenge by investigating the dynamics of biofilm
growth under various conditions, including nutrient availability and antibiotic exposure. The
goal is to provide insights for developing more effective therapeutic strategies. A simple math-
ematical model of biofilm growth is introduced, progressively incorporating complexities such
as different bacterial phenotypes, nutrient-dependent transition rates between proliferative and
persister bacteria, and controlled antibiotic release from porous implant. Before exploring the
mathematical models in detail, this thesis introduces a hierarchy of adaptable models tailored to
the needs of different studies.

The key findings of this thesis reveal the critical role of nutrient availability and antibiotic
distribution in controlling biofilm growth. In nutrient-rich environments, biofilms grew rapidly
but were more vulnerable to collapse under antibiotic treatment, while nutrient-poor conditions
promoted persister cells, leading to thinner and more resilient biofilms that were harder to elimi-
nate. Controlled antibiotic release from porous implants provided initial biofilm suppression but
was insufficient for long-term control without sustained release, as biofilms regrew after antibi-
otic depletion. It is also clear from the results that higher initial antibiotic concentrations delayed
biofilm regrowth but did not ensure complete eradication. Finally, spatially optimised antibiotic
loading, which has a higher antibiotic concentration near the implant-biofilm interface, worked
better for short-term suppression but resulted in poorer long-term biofilm control. In contrast,
distributing the antibiotic farther from the implant-biofilm interface led to more sustained sup-
pression over time. These findings underscore the need for strategies that balance sustained
antibiotic presence with nutrient manipulation for effective biofilm control in clinical settings.

This work lays the foundation for several future avenues in optimising antibiotic delivery,
including spatially variable implant porosity, pulse dosing, and systemic administration. The
final model can also be extended to include environmental factors such as temperature and pH
and can be expanded to higher-dimensional biofilm structures.
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Chapter 1

Introduction

Bacteria are among the most ubiquitous and tenacious microorganisms, invading and thriving
in almost every environment. Their remarkable survival mechanisms enable them to colonise
diverse environments by adhering to surfaces and forming complex communities called biofilms.
Biofilm formation begins when bacteria adhere to a surface. The adherent bacteria that form
biofilms can be found in various environments, including the natural environment, the human
body, industrial settings, and medical devices [3,30,33,64,76,138]. Although biofilms consisting
of a single species are much less common and are usually found in specific infection sites such
as the surfaces of medical implants, biofilms made up of numerous species can be found in
most natural environments [137]. Their widespread presence poses challenges in healthcare and
industry, making biofilm control strategies an essential area of research.

1.1 Biofilm growth mechanism

To understand biofilm-related issues, it is crucial to examine how these structures form and
develop over time. The biofilm formation process involves several stages, including initial at-
tachment, extracellular polymeric substance (EPS) production, maturation, and detachment (see
Fig. 1.1). In the first stage, the initial bacterial population on the implant produces sensing
molecules that attract the other proliferative bacteria in the bulk fluid. As the population of
bacteria grows, these molecules become considerably concentrated. These molecules diffuse ra-
dially outward from the proliferative bacteria, and upon reaching the surface, they are reflected
back. Eventually, the bacteria detect their approach to the surface and continue moving towards
the closest surface, where they become stuck, producing more sensing molecules at the bound-
ary. The increased production causes an increase in the recruitment of bacteria to the pioneering
colonies, which eventually merge to form the biofilm [47].

In the second stage, an acidic environment surrounds the bacterial cells created by anaero-
bic glycolysis and hypoxia. The secreted EPS, comprising lipids, proteins, nucleic acids, and
polysaccharides, encircle this. EPS envelops the bacteria and fungi to protect them from exter-

1
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Figure 1.1: Schematic of biofilm formation [110]. This figure illustrates the stages of biofilm
development: ‘Reversible Attachment’ represents the initial attachment process.‘Irreversible At-
tachment’ and ‘Maturation I’ indicate the EPS production phase.‘Maturation II’ refers to the
maturation phase. Finally,‘Dispersion’ denotes the detachment phase.

nal stimuli [50]. The bacterial population within the matrix expands due to consuming nutrients
from the surroundings. EPS also aids in forming the biofilm by facilitating quorum sensing
systems communication and the passage of nutrients through channels to different layers. The
attachment of bacteria to a surface and the subsequent development of a biofilm are believed
to be facilitated by the EPS. In contrast, the diffusion of pharmacological agents is hindered
through the EPS, which eventually promotes antimicrobial resilience [102].

The third stage of biofilm development is the maturation phase, during which the biofilm
expands and stabilises. In this stage, new proliferative bacteria adhere to the biofilm and are en-
capsulated by the EPS matrix. This phase not only promotes biofilm growth but also leads to the
development of persister cells, which are critical for biofilm survival under stress. These cells are
metabolically inactive phenotypes that demonstrate persistent survival even after repeated envi-
ronmental stress and can withstand high concentrations of antibiotics [18, 74]. While bacterial
growth, natural death, and antibiotic-induced death occur within the biofilm, persister bacteria
experience significantly lower death rates. The biofilm acts as a porous medium, containing
extracellular fluid (ECF) that carries both bacteria and nutrients, with the EPS modulating the
diffusion of these components from the surrounding bulk fluid [110].

The final stage of biofilm development involves detachment, which occurs through processes
such as erosion, sloughing, and abrasion as the biofilm reaches its plateau. Considering the
biofilm as an elastic medium, the internal pressure within the biofilm increases with its volume
growth. This pressure triggers bacterial signaling pathways that promote biofilm dissociation.
In addition, detachment is facilitated by fluid shear forces, which help to remove biofilm frag-
ments. This detachment stage is critical because it enables the biofilm to disseminate bacteria
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through the bloodstream (hematogenous dissemination), potentially leading to local recurrence
or infection at distant sites [143]. Once the dispersed bacteria revert to a proliferative state, the
biofilm’s developmental life cycle is completed, beginning the cycle of attachment and biofilm
formation anew.

1.2 Biofilm on medical implants and implant infections

Biofilms play a particularly important role in the context of medical implants, where their for-
mation can lead to serious complications such as infections. Research on biofilms has surged
in recent decades, largely due to their critical role in hospital-acquired infections. However,
most studies have not fully accounted for the complex interactions between biofilms, medical
implants, and the host environment. As a result, findings from laboratory models often fail to
translate effectively into clinical practice. Biofilms grown in laboratory settings differ from those
found in patients in several key aspects, including phenotypic characteristics and pathogenicity.
These differences present significant challenges in bridging the gap between experimental re-
search and real-world medical applications.

Although orthopaedic and other indwelling implants have significantly improved patient
quality of life, they also present potential health risks, particularly the risk of infection. Pros-
thetic joint infections, which occur in 0.5–2% of patients, are the most common complication
following orthopaedic implant surgeries [1]. Medical biofilms, which are dense communities of
microbial cells with altered phenotypes and a unique architecture, can form on these devices.
Various bacterial species are capable of producing biofilms on medical equipment [57]. These
biofilms differ substantially from those found in marine or industrial environments due to differ-
ences in microbial species, available nutrients, and surface characteristics [62]. Implant-related
biofilms have the potential to cause infection and disrupt normal device functioning.

Evidence suggests that biofilms can contaminate human integuments, cardiac valves, pace-
makers, orthopaedic implants, catheters, and dental tissues and implants [66, 108]. Biofilms on
implants can give rise to three main types of infections: late infections, deep immediate infec-
tions, and superficial infections. A late infection refers to an infection that appears in the deep
tissue surrounding the implant months or years after surgery. This is caused by proliferative
bacteria entering the bloodstream, potentially originating from another biofilm infection else-
where in the body. Deep immediate infections are associated with bacteria introduced at the
surgery site, which may come from the implant, surgical instruments, the surgeon’s hands, or
the patient’s skin. Superficial infections can develop on the surface of the surgical site and are
generally caused by skin-resident bacteria. Among these, deep infections, whether immediate
or late, pose the greatest health risk, as they are difficult to treat and can spread to critical tissues
such as muscle and bone [124]. A detailed list of materials used in medical devices and their
associated environments and primary colonisers is provided in Table 1 (pp. 140) of [87]. In



CHAPTER 1. INTRODUCTION 4

addition, a recent systematic review covering nearly all aspects of implant-associated biofilm
formation can be found in [29].

1.3 Challenges in treating biofilm

One of the most significant challenges in treating biofilms is their resilience to antibiotics, par-
ticularly due to the presence of persister cells. Biofilm resilience refers to the ability of bacteria
within biofilms to withstand and recover from environmental stresses, particularly antimicrobial
treatments. This resilience is exhibited in two primary forms: resistance and tolerance. Re-
sistance involves the capacity of biofilm-associated bacteria to grow and reproduce despite the
presence of antibiotics, driven by genetic adaptations. These adaptations, such as mutations or
the acquisition of resistance genes, enable bacteria to neutralise, expel, or evade the antibiotic’s
effects. A key characteristic of resistance is its heritability; these adaptive traits are passed on
to subsequent bacterial generations. In contrast, tolerance refers to the ability of bacteria to sur-
vive temporary antibiotic exposure without necessarily replicating. Unlike resistance, tolerance
does not stem from genetic changes, but rather from phenotypic adaptations, such as entering
a persister state or receiving physical protection from the extracellular matrix of the biofilm.
Tolerant bacteria, such as persister cells, are not actively killed by antibiotics but persist through
the treatment and can repopulate the biofilm once the antibiotic is removed. This survival is
facilitated by multiple factors, including the biofilm’s three-dimensional structure, which pro-
vides surface bacteria with better access to nutrients than those in deeper layers. Additionally,
the EPS matrix creates a microenvironment that supports bacterial communication via quorum
sensing and modulates gene expression [89, 131]. Persister cells have emerged as significant
contributors to biofilm resilience, conventional antibiotics are less effective against deep biofilm
infections than superficial ones [37, 71]. Furthermore, biofilm-associated bacteria can activate
additional resistance mechanisms. These include the use of antibiotic efflux pumps, secretion of
enzymes that inactivate antibiotics, and the induction of programmed cell death in a subset of
the population, enhancing the overall survival strategy of the biofilm.

Exposing cultures to high doses of antibiotics is a common method used to identify persis-
ter bacteria. In Pseudomonas aeruginosa planktonic cultures, persister cells typically constitute
about 0.1% of the population, but this percentage increases to 1% upon quorum-sensing acti-
vation [85]. Biofilms contain substantial subpopulations of persister cells, which exploit the
biofilm matrix as a protective environment, allowing them to survive and re-establish after an-
tibiotic treatment [74]. The positive charge of conventional antibiotics, such as aminoglycosides
and polymyxins, interacts with negatively charged EPS, thus preventing the penetration of an-
tibiotics [72,73]. The presence of persisters in biofilms leads to biphasic killing, where an initial
rapid phase of bacterial death is followed by a slower, more resistant phase, reducing the overall
effectiveness of treatment despite high antibiotic concentrations [84]. Primary implant infec-
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tions remain clinically significant despite the use of aseptic techniques and preventive measures.
In many cases, implant exchange surgery is necessary, but this procedure is costly, involves ex-
tended immobility, and presents challenges such as removing hardened cement and inadequate
bone stock for new implant integration. Minimally invasive implant-retention procedures, such
as "debridement, antibiotics, and implant retention" (DAIR), are sometimes preferred in early
acute infections. However, the success of such procedures largely depends on the thoroughness
of biofilm removal [78, 100]. These factors make the treatment of established bacterial biofilms
challenging, emphasising the need for novel treatment strategies that aim to eliminate the EPS
matrix and target persister cells within biofilms.

1.4 Key methods of treating implant infection

Given the challenges in treating biofilms, several approaches have been developed to address
implant infections. The most common approach to remove established biofilms is extensive de-
bridement, which effectively reduces the number of bacterial colonies. However, this method
may be less effective on devices with irregular surfaces, cavities, or micro-structured morpholo-
gies [127]. Physically scrubbing contaminated surfaces, such as medical implants, can be dif-
ficult due to limited access. Moreover, the natural structure of biofilms has been proven to be
resistant to many chemical treatments, and the environmental risks associated with harsh chemi-
cals often limit their use [136]. Recent advances in biofilm treatment research include the use of
shockwaves, enzymes, and antibodies. For example, antibiotics are more effective in breaking
down biofilms when combined with shock waves, high-energy sound waves that enhance antibi-
otic action [57]. Enzymes offer another approach by specifically targeting biofilm-structuring
mechanisms, leading to the breakdown or hydrolysis of the biofilm’s polymeric links [60].
In addition, antibiotics functionalised with nitroxide, a stable radical with antibiofilm proper-
ties, show promising results in eradicating biofilms, as seen with ciprofloxacin-nitroxide com-
pounds [133]. Despite the variety of therapeutic strategies available, no single treatment has
been universally successful for biofilm-infected implants.

Aseptic techniques and antibiotic prophylaxis are considered the gold standard for prevent-
ing biofilm formation. In clinical settings, preventive measures include both systemic antibi-
otic injections and local antibiotic reservoirs. More advanced prophylactic approaches involve
novel biomaterials with inherent antibacterial properties or surface modifications that incorpo-
rate antimicrobial agents [144]. Current systemic antibiotic treatments often do not achieve
sufficient intracellular bacterial concentrations, contributing to persistent infections [10]. To ad-
dress the growing issue of antibiotic resilience in biofilms, drug-coated implants have emerged
as a common strategy, offering localised and controlled antibiotic delivery to prevent implant
infections [25, 35, 70, 106, 123]. The surface characteristics of implants are crucial to inhibiting
biofilm growth and ensuring antibiotics are delivered within the therapeutic range, from mini-
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mum effective concentration (MEC) to minimum toxic concentration (MTC) [75]. Drug-coated
implants, using multilayer polymer coatings, thinner struts, and more biocompatible polymers
or metal alloys, are designed to control drug release and reduce tissue damage [65]. However,
concerns have been raised about possible allergic reactions and vascular inflammation due to
the permanent presence of polymers [88, 132]. To address these concerns, modern implant de-
signs are moving towards biodegradable polymers and polymer-free coatings, classified into
macroporous, microporous, nanoporous, and smooth surface designs [80, 107, 111, 129]. These
strategies, combined with innovations in drug-coated implants, offer new avenues for preventing
and treating biofilm-associated infections.

1.5 Literature review

This literature review focusses primarily on studies that use mathematical modelling to inves-
tigate biofilm dynamics, as this approach is fundamental to the analysis presented throughout
the rest of this thesis. Mathematical modelling has emerged as a powerful tool for understand-
ing biofilm dynamics and developing treatment strategies. Numerous efforts have been made
to translate the conceptual understanding of biofilms into mathematical frameworks, offering
valuable insights into the behaviour of these complex systems and their underlying processes.
Mathematical modelling can help predict the dynamics of biofilms and enhance our understand-
ing of their biological, physiological, and mechanical properties. Several comprehensive review
articles have addressed the various perspectives on biofilms, including biological, physiological,
mechanical, and mathematical points of view [30, 36, 94, 138].

Biofilm models vary significantly in their complexity and approach. These range from
low-dimensional continuum models [141], which provide simplified representations of biofilm
growth and structure, to diffusion-limited aggregation models [54] that focus on spatial pro-
cesses [125], continuum-discrete models that bridge the gap between macroscopic and micro-
scopic scales [14], and fully coupled biofilm-fluid interaction models [40, 93]. Given the highly
nonlinear nature of the governing equations in biofilm dynamics, advanced numerical meth-
ods are necessary for solving these models. Custom-built code, as well as scientific software
such as MATLAB®, and COMSOL Multiphysics ®, are commonly employed to address these
computational challenges.

This interdisciplinary approach is particularly valuable in addressing antibiotic resilience in
biofilm-related infections associated with medical implants, with the goal of optimising drug de-
livery through these devices. By integrating mathematical modelling with biological and phys-
iological insights, researchers aim to develop more targeted and practical solutions to combat
biofilm-associated infections. However, significant challenges remain in the field of mathemat-
ical biofilm modelling. One of the foremost difficulties lies in integrating the diverse physical,
chemical, biological, and ecological processes that occur across multiple time and length scales
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into a comprehensive mathematical or computational framework. Solving these complex, mul-
tiscale problems remains an open and active area of research.

1.5.1 Modelling the biofilm growth

In the early stages of this research area, the groundwork was laid with a one-dimensional
(1D) model, which was dependent on the spatial vector in the x-direction and focused solely
on nutrient uptake. This model used a biological rate equation encapsulating nutrient uptake
within biofilms using Monod kinetics. The Monod term was represented by the expression
µ = µmax

S
Ks+S , where µ , the specific growth rate; S, the nutrient concentration; µmax, the maxi-

mum growth rate, and Ks, the half-saturation constant [11]. This foundational model paved the
way for subsequent advancements in understanding biofilm growth.

The relationship between biofilm thickness at steady state and nutrient flux was explored
in detail in [104]. In their study, the nutrient flux and biofilm thickness were calculated for a
range of bulk nutrient concentrations, denoted as S, where S > Smin, and Smin represents the
minimum nutrient concentration necessary for biofilm growth. It was found that below this
threshold, nutrient flux would drop to zero, preventing biofilm formation at steady state. This
result underscores the critical role of nutrient availability in sustaining biofilm growth.

A multi-species biofilm model later developed in [140] expanded on this concept by predict-
ing the evolution of biofilm thickness, microbial dynamics, and the spatial distribution of species
and nutrients. This model accounted for key processes such as biomass degradation due to shear
stress and sloughing. It was built upon the continuum description of biofilm material and conser-
vation principles, incorporating foundational mathematical structures from earlier models. This
approach has proven to be a powerful tool for quantitatively understanding biofilm processes
across a range of applications.

Subsequent advances in biofilm modelling included the development of an extended mixed
culture biofilm model, which introduced greater flexibility in describing the transport of dis-
solved components within the biofilm. This model also considered the diffusive transport of
particulate components within the biofilm’s solid matrix, which impacts the volume fraction of
the liquid phase within the biofilm [141]. This one-dimensional extended model, grounded in
experimental data, provides predictions about biofilm growth behaviour over short and long-
term periods, enhancing the ability to simulate biofilm dynamics under various environmental
conditions.

Models that use Cellular Automaton (CA) [92, 96] and hybrid discrete continuous frame-
works [94] have shown the ability to simulate biofilm growth in ways that correspond well to
experimental data. These models account for key processes such as bacterial reproduction, cell-
to-cell communication, and nutrient diffusion. However, one limitation of these approaches is
the inherent randomness in the biomass redistribution phase, which may be viewed as an artefact
of the algorithm rather than an accurate representation of the biological growth process. In such



CHAPTER 1. INTRODUCTION 8

cases, a deterministic model may be preferable to reduce algorithmic bias and improve predic-
tion accuracy [6, 28, 45]. A spatiotemporal continuum model with density-dependent diffusiv-
ity [45] predicts that, under nutrient-limited conditions, biofilms develop spatially heterogeneous
structures, while abundant nutrients result in a more compact and interconnected biofilm struc-
ture. Another continuum model examines biofilm expansion into a stationary aqueous medium,
treating the biofilm as a homogeneous, viscous, and incompressible liquid, with the biofilm ve-
locity determined by Darcy’s law [69]. This model provides insight into the dynamics of biofilm
growth and structural changes. In a continuous model describing biofilms as a biological gel
composed of water and EPS [28], the primary forces driving movement are exerted on the EPS
and the fluid solvent. This mechanism leads to EPS swelling and the redistribution of biomass,
offering a detailed understanding of biofilm expansion at the molecular level. Additionally, a
hybrid model integrates the EPS matrix via a continuum approach, while microbial cells are
represented discretely [5]. This multidimensional hybrid model provides a nuanced perspective
on the microscale structures within biofilms, offering a comprehensive understanding of biofilm
dynamics across different spatial scales.

Further advancements were made with the formulation of a system of partial differential
equations (PDE) to represent biofilm growth dynamics. This system is expressed as ∂Bi

∂ t +

∇.JB
i = Gi(Bi,Ci), where JB

i is the flux and Gi(Bi,Ci) is the rate of nutrient consumption by
the biomass Bi in which Ci being the nutrient concentration. By capturing the spatial distribu-
tion of biomass and nutrients, this model represents a significant leap towards more realistic
biofilm simulations [6].

The field also witnessed significant progress in exploring mass transport and microbial ac-
tivity within biofilms. This was exemplified by the utilisation of a reaction-diffusion 1D model,
expressed as D∇2C = r(C,X) to describe nutrient diffusion and consumption [17]. Further en-
richment of the understanding of biofilm mechanics can be seen by investigating detachment
and structural integrity through comprehensive 3D viscoelastic modelling of biofilm’s mechan-
ical properties [20, 21, 126].

1.5.2 Modelling the moving boundary

In biofilm modelling, the boundary between the biofilm and the bulk fluid is dynamic, influenced
by factors such as attachment and detachment fluxes. In a simplified model, the bacterial density
can be assumed to start as a uniform distribution within a well-defined medium. Then, the
bacteria search for surfaces to adhere to by using sensing molecules to determine their proximity
to the surface [46]. At this initial stage, the extent of the boundary (L) between the biofilm and
bulk fluid depends on the attachment and detachment fluxes. We may consider the rate of change
of biofilm thickness (L) in the 1D case as [34, 41]

dL
dt

= u(L(t), t)+σa(t)−σd(L(t)), (1.1)
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where u(L(t), t) is the velocity of biomass at the interface at time t, σa(t) and σd(L(t)) are
the attachment and detachment flux, respectively. Here, σd(L(t)) can be modelled as a first-
order process with a detachment rate coefficient α (also called the erosion coefficient) and is
proportional to the square of the biofilm thickness as [43, 140]

σd(L(t)) = αL2(t).

Most studies [12, 33, 42, 77, 103, 119], however, concentrate on mature biofilms and the detach-
ment flux.

The understanding of biofilm mechanics is further deepened by modelling the detachment
rate as

σd(L(t)) = αL(t)τs,

where τs represents the hydrodynamic shear rate acting on the biofilm. This 1D approach high-
lighted the dynamic interaction between biofilm structure and environmental forces [2].

In some studies, individual models or extensions of existing models have been developed to
investigate the influence of various factors on biofilm boundaries [4, 77, 90, 119, 120, 134, 137,
146]. For example, constant and nutrient-dependent cell death has been shown to significantly
affect the thickness of the steady-state biofilm [137]. Cell death is not only the result of de-
tachment at the biofilm-bulk fluid interface but also occurs in the deeper layers, that is, at the
interface between the biofilm and implant. This finding highlights that biofilm thinning occurs
both through detachment and internal cell death. As the rate of cell death increases, biofilm
thickness correspondingly decreases.

In other studies, the detachment of biofilm is found to be influenced by the flow velocity
of the bulk fluid surrounding the biofilm. Higher flow rates reduce the mass transfer boundary
layer, which in turn decreases biofilm thickness [77]. Additionally, the biofilm boundary can di-
minish further and even be eradicated with sufficient antimicrobial doses. High doses of biocide
can lead to non-unique steady-state conditions, whereas lower, targeted doses can successfully
eliminate the biofilm [119]. These findings underscore the delicate balance between biofilm
growth and external forces such as fluid dynamics and chemical treatments.

Temperature and osmotic pressure play crucial roles in influencing the dynamics of biofilm
boundaries, as discussed in [4]. Even slight increases in temperature can lead to significant
increases in biofilm thickness. As biofilm biomass expands or contracts, internal pressure is
generated, which can be modelled using Darcy’s law in conjunction with Flory-Huggins the-
ory. In this framework, the biofilm is treated as a polymer network immersed in a solvent. The
study [4] revealed that osmotic pressure can enhance biofilm synthesis when first-order reac-
tion kinetics are applied, although this effect was not observed with Monod reaction kinetics.
Additionally, temperature impacts are slightly amplified through reaction rates influenced by os-
motic pressure, indicating a complex interplay between thermal conditions and biofilm growth
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mechanisms.

1.5.3 Modelling the porous implant

Bacteria can colonise and grow in natural and engineered porous environments. To accurately
model bacterial growth in porous media, it is essential to account for both biofilm biomass
and suspended biomass, as well as the processes of detachment and attachment [55]. Biofilm
biomass refers to bacteria that have attached to a surface and formed a structured, often re-
silient, layer. In contrast, suspended biomass consists of bacteria that remain free-floating within
the fluid. Suspended biomass is generally more susceptible to removal, such as through fluid
flow, compared to biofilm biomass, which is more protected due to its structured layers. In
biofilms, the deeper layers often have limited access to nutrients, making them more prone to
being washed out by fluid flow.

The behaviour of bacterial density is influenced by different growth rates of biomass. Some
models assume a constant growth rate, while others allow growth to depend on the porosity of
the environment [15, 91]. For constant growth rates, the bacterial density decreases as porosity
increases. However, increasing porosity can also promote bacterial attachment and proliferation,
suggesting a complex relationship between bacterial growth and the porosity of the surround-
ing medium. This interplay indicates that the bacterial growth rate is likely dependent on the
porosity of the implant or the surface in question. Consequently, achieving a balance between
the action of antimicrobial drugs and bacterial proliferation in porous environments becomes
critical for effective treatment.

Traditionally, biofilms in porous media have been modelled as impermeable domains [19,22,
44, 95, 122, 135]. However, later studies have shown that biofilms exhibit a higher permeability
than their EPS matrix alone [61, 116]. Recently, microfluidic channels have gained popularity
for studying biofilms in porous systems [98,117], as they provide precise control over fluid flow
at scales that are comparable to the dimensions of biofilms in such environments.

Research has shown that the permeability of porous media is highly influenced by the per-
meability of the biofilm itself [63]. In particular, biofilm porosity becomes an important factor
when modelling intermediate to high-density biofilm levels. The impact of biofilm porosity is
even more pronounced when the biofilm is considered permeable. Additionally, the study high-
lights the potential for using simplified biofilm geometries, such as uniform coatings or sym-
metric contact filling, to more effectively estimate the overall permeability of biofilm-clogged
porous media. These simplifications are particularly useful when biofilm density levels are high,
making them a practical approach for modelling biofilm behaviour in porous systems.
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1.5.4 Impact of surface topology and coating morphology of medical im-
plant

The properties of implants, such as hydrophobicity, roughness, surface chemistry, and surface
free energy, play a crucial role in bacterial adhesion and biofilm formation. In general, rough
and hydrophobic surfaces tend to promote biofilm growth [39]. Surface free energy refers to the
excess energy at the surface of a material compared to its bulk; it affects how liquids, such as
bacterial adhesion proteins or other substances, interact with the surface. Surfaces with higher
free energy tend to improve bacterial adhesion, making it easier for bacteria to attach and form
biofilms [150]. Additionally, biofilm development is often enhanced when surface roughness in-
creases beyond a certain threshold. Polishing the implant surface can reduce roughness, which in
turn decreases bacterial attachment [83]. However, polishing can also alter the physicochemical
properties of the implant, potentially affecting its overall performance.

Several studies have been conducted to evaluate biofilm growth on medical implants under
various conditions. Titanium (Ti) is commonly used as an implant material due to its unique
combination of properties, including excellent biocompatibility, high strength, and fatigue re-
sistance [23]. Porous titanium structures or coatings are particularly relevant for orthopaedic
implants because they allow bone tissue to grow into the porous structure, creating a strong bio-
logical anchor between the implant and the host bone. However, the increased surface roughness
inherent to porous structures also raises the risk of bacterial adhesion. Research has shown that
hydrophobicity and surface roughness are key factors influencing bacterial adherence. When
porosity exceeds 15% or the pore size reaches up to 150 µm, the surface roughness increases
significantly, which correlates with enhanced bacterial attachment.

In addition, nano-silver-loaded dopamine coatings have been shown to reduce the risk of
infection and promote mineralisation, facilitating better osteointegration of Ti implants [148].
These coatings offer dual benefits by both enhancing antimicrobial properties and supporting
bone integration. Similarly, research suggests that the topological and chemical properties of Ti
surfaces can differentially affect the growth of colonising bacterial species, potentially influenc-
ing the composition of the biofilm over time [52]. For example, calcium-coated Ti surfaces have
been found to support lower initial levels of biofilm formation compared to non-calcium-coated
surfaces, likely due to differences in surface roughness. Given these findings, along with the
well-documented osteointegration properties of calcium coatings [53], such surfaces appear to
be promising candidates for dental implants.

In addition, different types of implants have varying requirements, such as porosity levels,
which require tailored studies for each application. For example, in vitro studies of Staphylococ-
cus aureus and Staphylococcus epidermidis proliferation have been conducted in uncoated and
coated titanium materials with varying roughness, porosity, surface topology and hydrophilicity
(surface wettability) for orthopaedic implants [56]. The optimised titanium implant surfaces in
these studies demonstrated a total porosity of approximately 0.35 ± 0.10, with interconnecting
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pore channels averaging ∼ 3.5 µm in size, and a surface roughness (Ra) between 1.5 and 3.0 µ

m. Additionally, surface treatment to form an anatase layer (∼ 40 ± 20 mm thick) was recom-
mended. This combination of surface parameters resulted in a reduction in biofilm formation
by 80-90% for flat surfaces compared to untreated, non-optimised plasma-sprayed porous Ti,
and by 65-95% for other porous Ti coatings. These findings suggest that optimising surface
characteristics plays a crucial role in minimising bacterial colonisation and biofilm formation on
orthopaedic implants.

Additionally, these porous surfaces have been shown to enhance cell proliferation and gene
expression by 10-50% compared to state-of-the-art vacuum plasma-sprayed porous titanium
coatings. This suggests a potential to design implant surfaces with intrinsically reduced infection
risks, without the need for additional antibacterial substances. A systematic review emphasised
that implant surface morphology significantly influences bacterial adhesion, concluding that
nano-patterned surfaces can effectively control focal adhesion [13]. Further research on bacterial
adhesion to both coated and uncoated surfaces, as well as biofilm dispersal, supports the strategy
of modifying the micro-topology and nano-topology of implant surfaces to disrupt microbial
adhesion [10]. These findings underscore the importance of surface engineering in reducing
biofilm formation, with a particular focus on leveraging nanoscale modifications to interfere
with bacterial colonisation and enhance implant performance.

1.5.5 Modelling the local and controlled antibiotic release kinetics

The controlled release of antibiotics from drug-coated implants has been a growing focus in
recent years, with models evolving from simple diffusion-based systems to complex simulations
that account for both drug properties and the surrounding biological environment.

The biofilm matrix acts as a protective barrier, making bacterial cells within the biofilm
more resistant to antimicrobial agents compared to planktonic cells [38, 58]. This phenomenon
can be described using Fick’s law of diffusion, which provides a theoretical framework for
understanding the limited penetration of antimicrobials into biofilms [112]. In this model, the
biofilm is considered as a uniformly thick planar slab of thickness L f , with one side exposed
to the bulk fluid and the other adjacent to an impermeable boundary. Beyond the physical
penetration barrier, the presence of persister cells is another important factor contributing to the
resilience of biofilms to antimicrobial treatments.

To investigate biofilm responses to antibiotic treatments, a 1D model was developed to de-
scribe the interaction between antibiotic concentration (A) and biofilm density (B). This interac-
tion is captured by the equation ∂B

∂ t = g(B,A)−h(B,A), where g and h represent growth and loss
terms influenced by antibiotic effects [8,9]. Additionally, a phenotype-switching model [27] ac-
counts for changes in biofilm dynamics, incorporating growth, antibiotic-induced cell death, the
transition of susceptible cells into persister cells, and the reverse process where persister cells
revert to susceptible cells. This model posits that only the susceptible cells absorb nutrients,
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and highlights that the efficacy of periodic dosing regimens depends critically on the relative
timing of dose administration and withdrawal. As the field expanded and provided an increased
understanding of antibiotic resilience and the complexities of biofilms, mathematical models
attempted to capture the spatial heterogeneity and intermicrobial interactions [113]. A further
advancement involved introducing a 2D model demonstrating how antibiotics affect biofilm
growth and death. This was shown by a convection-diffusion-reaction equation of biomass,
including terms where the antibiotic affects the metabolic and death rates of biomass [84].

Conventional antibiotic treatments are becoming increasingly ineffective in controlling bac-
terial infections, largely due to the emergence of antibiotic-resistant pathogens. Bacteria in their
biofilm growth mode significantly contribute to the development of drug resistance [37, 71].
Several factors are responsible for the enhanced antibiotic resilience of biofilms, as highlighted
in studies [72–74]. One key factor is the differential physiological activity of bacteria within
biofilms, often caused by limited nutrient penetration. This results in varying metabolic rates
among bacteria, contributing to their ability to withstand antimicrobial agents. Another critical
factor is the presence of persister cells, which are dormant variants of regular bacteria. Per-
sister cells exhibit significantly reduced metabolic activity, allowing them to evade the effects
of antibiotics, which typically target actively dividing cells. Additionally, enzymes secreted by
bacteria embedded within the biofilm can hydrolyse and deactivate antibiotics, further increasing
resilience. The EPS also plays a crucial role in antibiotic resistance. Many conventional antibi-
otics, such as aminoglycosides and polymyxins, carry a positive net charge, which causes them
to interact with the negatively charged EPS. This interaction hinders the penetration of antibi-
otics, reducing their effectiveness in eradicating biofilm-associated bacteria. Other mechanisms
contributing to antibiotic resistance in biofilms are discussed in further detail in [59]. Given the
increasing antibiotic resilience in biofilms, there is an urgent need for the development of novel
treatment strategies to combat these infections [25,105,106,123]. These strategies must address
the unique challenges posed by biofilm-associated bacteria, including their protective matrix and
phenotypic adaptations.

A mathematical and experimental model of Pseudomonas aeruginosa biofilm formation in
the lungs and its management using silver carbene complex (SCC) antibacterials, delivered ei-
ther in polymeric biodegradable particles or aqueous form, is described in [84]. The study
examined two treatment scenarios: (i) a twice-daily dosage using aqueous SCCs and (ii) a sin-
gle dose of SCC-loaded particles with uniform degradation times. The results indicated that
the SCC-polymer-based approach outperformed the aqueous-based treatment. Additionally, the
study found that using particles with varying degradation times did not offer any significant
advantage over those with uniform degradation times.

To overcome the challenges posed by biofilm persistence in medical implants and rejuvenate
antibiotic treatments, controlled local elution of antimicrobials from implantable devices has
been a focus in recent decades [26, 48, 49, 97, 115]. The surface topography and coating mor-
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phology of implants play crucial roles in both inhibiting biofilm growth and ensuring the con-
trolled release of antimicrobials within a therapeutic range, which must be maintained between
the minimum effective concentration (MEC) and the minimum toxic concentration (MTC) [75].
This approach aims to enhance the efficacy of antimicrobial treatments while minimising the
risk of toxicity, addressing both biofilm resistance and implant-associated infections.

Due to complications such as allergic reactions and vascular inflammatory responses associ-
ated with the presence of durable polymers on medical implants [88], research has increasingly
focused on polymer-free drug-eluting implants. In [82], the first model of drug elution from
polymer-free drug-eluting stents is presented. This model predicts drug release from various
polymer-free systems, including nanoporous, nanotubular, and smooth surfaces. Through an-
alytical solutions, the study identifies key parameters such as porosity, absorption, desorption,
tortuosity, and drug layer thickness that can be modified during the manufacturing process to
tailor the drug release profile. Nanoporous systems, in particular, are highlighted for their po-
tential to offer highly controlled drug release due to the large number of tunable parameters.
By adjusting porosity and tortuosity, specific release profiles can be achieved. The study also
explores a two-stage release method to further enhance flexibility in controlling the drug release
profile, emphasising the advantages of polymer-free designs in mitigating issues related to poly-
mer coatings. Additionally, it was found that the thickness of the drug layer, the ratio of drug
absorption to desorption, and the ratio of drug solubility to initial drug concentration are critical
factors that significantly affect the release duration.

In recent years, there has been a growing interest in polymer-free drug-eluting systems in the
orthopaedic domain [67]. However, there remains a lack of comprehensive studies that integrate
mathematical modelling of antibiotic resilience mechanisms with the efficacy of implant-based
drug delivery targeting biofilm development. This thesis aims to address this gap by proposing a
generalised mathematical model that describes biofilm structure at the phenotypic level, coupled
with controlled drug delivery from a polymer-free drug-coated implant to combat biofilm infec-
tions. While mathematical models of biofilm dynamics have garnered considerable attention
in recent years, to our knowledge, no previous works have developed a model that addresses
drug release from an implant specifically designed to counteract biofilm formation. This area
of research is expected to grow significantly, given its commercial, technological, and scientific
importance.

1.6 Thesis motivation and objectives

Despite advances in understanding biofilm behaviour, significant research gaps remain that hin-
der the development of effective treatments for biofilm-associated implant infections. Under-
standing biofilm behaviour in non-antibiotic environments is essential, yet this area has received
limited attention. Much of the current research has focused on biofilm dynamics under antibiotic
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pressure, leaving a gap in our understanding of how biofilms naturally develop and mature in
environments free from external stressors. Without a clear baseline of biofilm behaviour, it be-
comes difficult to accurately assess the specific impacts that antibiotics have on biofilm structure
and growth.

Another significant challenge lies in the insufficient integration of key bacterial pheno-
types—proliferative, persister, and dead bacteria, into mathematical models, particularly in
terms of how nutrient availability influences their transitions. These phenotypes play crucial
roles in biofilm structure and resilience, especially under antibiotic treatment, but most exist-
ing models fail to capture the complex interactions between these states. While some models
account for these bacterial phenotypes, they often do so without considering the critical role of
nutrient availability in driving the transitions between these states. Nutrients directly influence
bacterial metabolic activity, affecting the shift between growth, dormancy, and survival under
stress conditions. Research, such as that by [7] and [99], has shown that nutrient starvation can
trigger persister cell formation, underscoring the importance of incorporating nutrient-driven
transitions into models. The presence of persister cells, often shielded within the EPS ma-
trix, contributes significantly to biofilm resilience and survival in medical implant infections.
However, current models lack the sophistication needed to simulate nutrient-driven transitions
between bacterial phenotypes, particularly in the context of antibiotic treatments, where nutri-
ent limitation can trigger resilience mechanisms such as increased persister cell formation and
enhanced EPS production. This gap complicates efforts to fully understand and manage biofilm
behaviour.

Furthermore, while biofilm dynamics and controlled drug delivery systems have been stud-
ied extensively but separately, there is a notable lack of comprehensive models that integrate
these elements into a single framework. This gap is particularly evident when modelling the ef-
fectiveness of implant-based drug delivery systems that target biofilm infections. Mathematical
models that can simulate the interactions between biofilm growth and controlled drug delivery
are essential for optimising implant-based treatments. However, few studies have developed
models that rigorously address how drug release from implants can be tailored to overcome
biofilm-associated infections.

Finally, despite the growing use of controlled drug delivery systems in clinical settings, there
is a lack of generalised models that can optimise these systems in a variety of implant infections
and settings. Current models tend to be tailored to specific infection sites or implant types,
limiting their applicability to broader clinical scenarios. There is a need for a comprehensive,
generalised model that can be adapted to different implant infections and drug delivery strate-
gies, whether through localised implant release or systemic treatments such as oral antibiotics.
Such a model would provide valuable insight into how drug delivery can be optimised to im-
prove treatment efficacy for biofilm-related infections in medical implants.

Given these critical gaps, the objectives of this research are designed to directly address these
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challenges by developing mathematical models that provide a more detailed, integrated under-
standing of biofilm dynamics in the context of implant-related infections. The objectives aim to
bridge the existing knowledge gaps by incorporating bacterial phenotypes, nutrient dynamics,
and localised controlled antibiotic delivery into a cohesive modelling framework. By doing so,
the study seeks to improve strategies for biofilm management and optimise drug delivery for
biofilm-associated infections. The following research objectives are formulated to guide this
work:

• Develop mathematical models that simulate biofilm growth in environments without ex-
ternal stressors to establish a clear baseline for evaluating antibiotic interventions.

• Integrate bacterial phenotypes and nutrient dynamics into biofilm models to capture the
interactions between proliferative, persister, and dead bacteria, and explore how nutrient
availability influences their transitions and develop biofilm resilience.

• Create integrated models that simulate biofilm growth and localised drug delivery from
implants.

• Develop a generalised model to optimise drug delivery strategies that are adaptable to var-
ious clinical scenarios, and perform an initial optimisation to demonstrate the applicability
and effectiveness of the model in improving treatment outcomes.

Outline of the thesis

The remainder of this thesis is dedicated to addressing the research objectives. Chapter 2
presents a hierarchy of one-dimensional biofilm growth models, where the initial complex model
is systematically simplified in stages. Instead of reducing the model to a single version, each
level of simplification captures different aspects of biofilm dynamics. Chapter 3 extends the dis-
cussion by focussing on biofilm development in non-antibiotic environments. It provides a base-
line understanding of biofilm behaviour before incorporating antibiotic treatments. Chapter 4
introduces continuous antibiotic administration into the models, exploring its impact on biofilm
growth. It models the interactions between proliferative, persister, and dead bacterial popula-
tions under antibiotic pressure, offering insights into biofilm resilience mechanisms. The chapter
also examines varying nutrient availability, further enhancing the understanding of biofilm be-
haviour under stress. Chapter 5 integrates controlled antibiotic release from porous implants into
the biofilm models, investigating its effects on biofilm composition and bacterial phenotypes in
relation to nutrient availability. The chapter also introduces an initial optimisation approach
for enhancing antibiotic delivery strategies, demonstrating the potential for tailored drug release
to more effectively combat biofilm infections. The thesis concludes by summarising the key
findings and suggesting future research directions to further enhance the modelling of biofilm
dynamics and optimise implant-based drug delivery systems.



Chapter 2

A hierarchy of 1D biofilm growth models

This chapter presents a generalised model that includes biofilm structure at a phenotypic level,
accompanied by controlled antibiotic release from an antibiotic-eluting porous implant aimed
at combating biofilm infections. We have formulated a 1D model that captures biofilm growth,
focussing on the interactions between various bacterial phenotypes, including proliferative bac-
teria, persister bacteria, and dead bacteria and the EPS. In this model, the phenotypic shift from
proliferative to persister bacteria is depicted as dependent on nutrient levels, thereby examining
the problem of antibiotic resilience linked to nutrient scarcity. In addition, we have modelled
the impact of administering antibiotics from antibiotic-coated porous implants on biofilm devel-
opment to allow insight into the interactions of bacteria and antibiotics in a biofilm setting.

The primary aim of this chapter is to present a series of models that explore the key biolog-
ical mechanisms that drive biofilm growth. Rather than fully simplifying the initial model to a
single version, we systematically reduce its complexity in stages, creating a hierarchy of models
that capture various aspects of biofilm dynamics. This hierarchical modelling strategy offers a
structured framework to isolate the impact of biological phenomena, such as nutrient thresholds,
phenotypic transitions, and antibiotic exposure, on biofilm growth, which has not been system-
atically addressed in previous work. These models are designed to offer flexibility, allowing
modelers to select the appropriate level of detail based on the specific characteristics of their
real-world system. By introducing assumptions at each step, we present possible simplifications
for future modelling efforts, while focussing on a subset of models that are most relevant to the
biofilm system under investigation. This approach helps to balance computational efficiency
with biological accuracy, ensuring that the essential features of biofilm behaviour are retained
throughout the process. The detailed mathematical analyses for the models referred to in this
chapter as Models 11 and 8 are discussed in Chapter 3, Models 5 and 3 in Chapter 4, and Models
10 and 2 in Chapter 5.

17
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Outline

This chapter begins with the introduction of a comprehensive mathematical model that details
the dynamics of biofilm growth and antibiotic release from a porous implant, focussing on bac-
terial phenotypes and their environmental interactions. Following a detailed introduction of the
model, we list possible simplification strategies through a series of seven specific assumptions.
Each simplification step reduces complexity while retaining essential characteristics, isolating
specific biological phenomena for focused study. Each simplification or combination of them
creates a new biofilm growth model that focusses on particular aspects of biofilm growth. The
chapter emphasises understanding the biology behind these simplifications, providing a clear
framework for analysing biofilm behaviour.

2.1 Modelling biofilm growth on antibiotic eluting porous im-
plant (Model 1)

In this section, we introduce the comprehensive biofilm growth model that details the controlled
antibiotic release from a porous, antibiotic-eluting implant. This initial complex model has been
mentioned in later sections as Model 1. All variables and parameters explained in this section
are detailed in Table 2.1 and Table 2.2.

Variables Description
Cp Antibiotic concentration in porous implant
Cb Bound antibiotic concentration in porous implant

L1
Position of a moving boundary separating the undissolved and dissolved
antibiotic in the porous implant

C Antibiotic concentration in biofilm
S Nutrient concentration in biofilm
B Proliferative bacteria concentration in biofilm
Bp Persister bacteria concentration in biofilm
Bd Dead bacteria concentration in biofilm
E EPS concentration in biofilm
φbio Water volume fraction in biofilm
v Advective flow velocity for biomass in biofilm
P Pressure within biofilm
L Biofilm thickness
x Independent space variable
t Independent time variable

Table 2.1: Summary of the model variables

We assume that the system is one-dimensional (1D), with the spatial variable denoted by
x, as illustrated in Figure 2.1. While this approach simplifies the inherently three-dimensional
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geometry of the system, it remains valid for mathematical analysis and significantly simplifies
the analysis [2, 149]. The justification for this dimensional reduction lies in the predominant
direction of antibiotic release, which occurs normal to the implant surface. This directional
release is due to the minimal thickness of the antibiotic layer relative to its lateral dimensions
(e.g., [81]). The time variable is denoted as t.

Fig. 2.1 schematically represents the model configuration, consisting of a porous implant
medium occupying the space from x =−Ld to x = 0, initially saturated with antibiotic, adjacent
to a biofilm medium from x = 0 to x = L(t). L(t) refers to the thickness of the biofilm that
changes over time. This biofilm medium is comprised of various bacterial phenotypes, EPS, and
nutrients, extending into a bulk fluid medium, from x = L(t) to x = ∞.

Figure 2.1: This figure represents the 1D model showing the interactions in two media: biofilm
and porous implant region. The bulk fluid medium is not included in any of the models. The
blue boxes indicate variables contributing to biofilm growth, including proliferative bacteria (B),
persister bacteria (Bp), dead bacteria (Bd) and EPS (E). The yellow boxes represent the chemical
compound variables within the pores of the respective medium, nutrient (S) and antibiotic (C)
in the biofilm and antibiotic (Cp) and bound antibiotic (Cb) in the porous implant. The moving
boundaries at x= L(t) and x=−L1(t) represents the biofilm thickness and the boundary between
the undissolved and dissolved antibiotic respectively.

Parameters Description Values (SI) References

DC
Diffusion coefficient of antibi-
otic in biofilm medium

10−10 m2/s [130, 151]

DS Diffusion coefficient of nutrient 2.97×10−10 m2/s [84]
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Parameters Description Values (SI) References

DB
Diffusion coefficient of prolif-
erative bacteria

1.485×10−12 m2/s [109]

DBp

Diffusion coefficient of persis-
ter bacteria

1.485×10−12 m2/s [109]

DBd

Diffusion coefficient of persis-
ter bacteria

1.485×10−12 m2/s [109]

DE Diffusion coefficient of EPS 1.485×10−12 m2/s [109]

φ Porosity of the implant medium 0.6 [82]

φe
Effective porosity of the im-
plant medium

0.6 [32]

φb
Volume fraction of the adhered
region by bound antibiotic

0.1 [82]

τ
Tortuosity of the implant
medium

3 [32]

K
Equilibrium dissociation con-
stant

0.1 [82]

ρB Mass density of bacteria 200 kg/m3 [145]

ρE Mass density of EPS 33 kg/m3 [145]

X∞

Maximum biomass density of
the biofilm

10 kg/m3 [2]

γbio Yield coefficient 0.63 [2]

σ Detachment rate 0.0086806 /m−1 s−1 [2]

µb Maximum growth rate 6.9444×10−5 s−1 [16]

µ
Maximum nutrient consump-
tion rate

1.1111×10−4 s−1 [16]

kS
Nutrient consumption half sat-
uration constant

6.5×10−4 kg/m3 [16]

kB
Metabolic rate to biomass pro-
duction rate conversion factor

0.86625 [16]

kE
Metabolic rate to EPS produc-
tion rate conversion factor

kB [84]

kc Degradation rate of antibiotic 6.4583×10−5 s−1 [84]

κ Antibiotic effectiveness rate 192.92 m3/kg [84]

α1
Stationary antibiotic effective-
ness rate

0.011743 m3/(kg s) [84]
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Parameters Description Values (SI) References

α2
Stationary antibiotic minimal
concentration

3.7576×10−4 s−1 [84]

b
Proliferative bacteria endoge-
nous death rate

1.2031×10−5 s−1 [84]

kF Rate of persister formation 7.2188×10−7s−1 [84]

kR Rate of persister reversion 2.4063×10−5s−1 [84]

C0
Initial concentration of the an-
tibiotic in implant medium

0.1 kg/m3 [82]

Cin
Initial concentration of the an-
tibiotic in biofilm medium

0 kg/m3 [82]

CS
Solubility of the antibiotic in
the biofilm medium

0.01 kg/m3 [82]

Ld
Thickness of the antibiotic
layer in the porous implant

10−4 m [82]

L1,0
Initial thickness of the dis-
solved antibiotic layer

10−15 m

L0 Initial biofilm thickness 10−5 m

B0
Initial proliferative bacteria
concentration

2.2074−6.6221 kg/m3

Bp0
Initial persister bacteria con-
centration

2.2074−6.6221 kg/m3

Bd0
Initial dead bacteria concentra-
tion

2.2074−6.6221 kg/m3

E0 Initial EPS concentration 2.2074−6.6221 kg/m3

S1

Nutrient concentration thresh-
old below which all prolifera-
tive transforms to persister

5.2×10−4 kg/m3 [84]

S2

Nutrient concentration thresh-
old above which all persister
transforms to proliferative

8.45×10−4 kg/m3 [84]

S0
Nutrient concentration initially
and at moving boundary

3.9−9.75×10−4 kg/m3 [84]

φbio0
Initial water volume fraction in
the biofilm

0.7−0.9 [101]

Table 2.2: Description of model parameters and symbols

We will describe the variables in Fig.2.1 from the bottom up, starting at the lower edge of
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the implant, progressing through the implant and biofilm, and finally into the bulk fluid. Addi-
tionally, we will explain the interactions that affect each variable within its respective medium.
We define Cp(x, t) and C(x, t) as the concentrations of the antibiotic within the pores of the im-
plant and the biofilm medium, respectively. Antibiotic molecules may adhere to the pore walls,
with the concentration of the bound antibiotic represented by Cb(x, t). The porosity of the whole
implant is denoted by φ , while the volume fraction of the region occupied by Cb is denoted by
φb. This antibiotic delivery modelling follows a similar approach to that described in [82], with
the delivery mechanism structured in accordance with the methods detailed in that article.

Initially, the antibiotic is uniformly distributed within the pores at a concentration C0. Upon
exposure to fluid, the antibiotic dissolves and the thickness of the solid antibiotic layer decreases
over time, represented by the moving boundary −L1(t). For simplicity in the simulation, we as-
sume a negligible initial dissolution of the antibiotic. The presence of fluid in the pores facilitates
the diffusion process, as it allows the dissolved antibiotic to be carried out by diffusion. The dy-
namics of the dissolved antibiotic within the pores is governed by an unsteady reaction-diffusion
equation, which incorporates both adsorption and desorption kinetics in the reaction term.

The effective diffusivity, De, of the antibiotic in the implant encapsulates several factors
affecting diffusion within the porous medium. This relationship is mathematically expressed as:

De =
φe

τ
Dc,

where Dc denotes the diffusion coefficient of the antibiotic within the biofilm, φe represents
the effective porosity of the medium and τ is the measure of its tortuosity [32]. Both φe and
τ are dimensionless parameters, and their ratio, φe/τ , plays a crucial role as a microstructural
parameter in the diffusion system. The effective porosity, φe, refers to the fraction of the overall
porosity, φ , which contributes to the transport of solutes. It is smaller in scenarios where small
pores impede access to the solute, a condition termed as constrictivity. For example, φe < φ

might occur if the smaller pores of the medium are inaccessible to the solute. Tortuosity, τ ,
accounts for the increased path length that particles traverse due to the intricate pathways within
the pores [32]. This parameter offers an additional mechanism to modulate the rate of antibiotic
release, influencing the diffusion process by varying the effective path length within the medium.

Assuming a rapid equilibrium between the absorption and desorption processes relative to
the diffusion rate, we can establish an equilibrium expression linking the concentrations of free
and bound antibiotic. Consequently, the concentration of the bound antibiotic, Cb(x, t), is depen-
dent on the free antibiotic concentration, Cp(x, t), as well as the volume fractions of the bound
region, φb, and the porosity, φ . This relationship is governed by the equilibrium dissociation
constant K, which quantifies the ratio of the desorption rate to the absorption rate. The antibi-
otic dissolved in the pores diffuses into the biofilm, thereby modulating the release dynamics.

The antibiotic concentration within the biofilm, C(x, t), is governed by time-dependent ad-
vection, diffusion, and the reactions it undergoes. The reaction specifically accounts for the
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degradation of the antibiotic due to environmental interactions. Within the biofilm, soluble
species are transported through the fluid-filled spaces between bacterial cells and EPS. There-
fore, the transport of C, is dependent on the water volume fraction, φbio, of the biofilm.

We enforce continuity in antibiotic concentration at the interface between the implant and
biofilm medium. We have two distinct boundary conditions of Cp at x =−L1(t) to capture two
scenarios. The first scenario occurs when the interface −L1(t) is moving through the implant. In
this case, we impose a boundary condition where Cp equals the solubility of the antibiotic (CS)
in the biofilm medium at the moving boundary −L1(t), defining the maximum concentration
that can dissolve. This scenario holds until a specific time, denoted as tL1=Ld , when the moving
boundary reaches the solid boundary, −Ld , which represents the boundary of the implant. The
second scenario begins at time tL1=Ld , when the entire antibiotic within the implant is dissolved.
From this point onward, a zero-flux condition is applied for Cp at x =−L1(t) =−Ld . The mov-
ing boundary between the undissolved and dissolved antibiotic layers in the implant is governed
by a Stefan condition, which acts as the boundary condition for Cp. Additionally, a continuity
of flux condition is specified at x = 0. Together, the Stefan condition and the flux condition at
x = 0 ensure the conservation of the total antibiotic quantity within the system. At the interface
between the biofilm and the bulk fluid (x = L(t)), an infinite sink condition is applied for the an-
tibiotic. This results in a rapid depletion of the antibiotic at this boundary, reflecting the scenario
where the antibiotic quickly diffuses away into the surrounding fluid, effectively preventing any
accumulation of antibiotic at the biofilm edge.

Nutrient transport in the biofilm is facilitated by the bulk fluid. In this thesis, the term
"nutrient" refers to essential components such as oxygen, glucose, or other substances that
support bacterial growth and biofilm development. This definition of nutrient applies consis-
tently throughout the thesis. Within the biofilm, the concentration of nutrients is dictated by
time-dependent advection-reaction-diffusion phenomena.The transport of nutrients, like antibi-
otic transport, is influenced by the water volume fraction within the biofilm, φbio. The nutrient
reaction accounts for nutrient consumption by proliferative bacteria for growth. Given the as-
sumption that biofilm growth does not occur within the porous implant, it is also presumed that
nutrients do not penetrate the implant’s porous structure. Consequently, a zero-flux boundary
condition is imposed at x = 0. At the other boundary, x = L(t), a constant influx of nutrients is
maintained into the biofilm, which is modelled using a Dirichlet boundary condition.

Following [141], we assume that a biofilm’s solid matrix initially has a high water volume
fraction. As the biofilm matures, this solid matrix becomes more compact. Observations indi-
cate that the water volume fraction, also known as the porosity of the biofilm, decreases from the
surface of the biofilm to the substratum [147]. In our model, φbio is governed by time-dependent
advection and reaction processes. These processes quantify how biomass production contributes
to volume expansion. The advection component captures the influence of φbio on the velocity
changes due to biofilm volume variation, while the reaction aspect describes how biomass pro-
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duction directly drives the biofilm’s expansion. At the biofilm-bulk fluid interface, a zero-flux
condition for φbio is implemented, which implies that there is no net change in water content
at the surface, with porosity driven solely by internal biofilm dynamics. At the implant-biofilm
interface, φbio is set to the initial value φbio0, reflecting a stable, unchanged porosity near the
solid boundary where biofilm growth is constrained.

Within the biofilm, the bacterial population is classified into proliferative bacteria (B), per-
sister bacteria (Bp), and dead bacteria (Bd). We propose that the biomass can migrate within
the biofilm via advection and diffusion, although the movement due to diffusion is significantly
slower compared to the diffusion of nutrients and antibiotics. Proliferative bacteria actively con-
sume nutrients to produce biomass and EPS (E). Proliferative bacteria that can enter a dormant
state, which is known as the persister phenotype, primarily in response to adverse environmental
conditions such as fluctuations in nutrient levels, pH, temperature, and the presence of antibi-
otics or immune cells, which significantly enhance their antibiotic tolerance. Dead bacteria, on
the other hand, no longer contribute to biomass production or other active processes but continue
to occupy physical space within the biofilm.

The dynamics of the proliferative bacteria subpopulation are governed by time-dependent
advection, diffusion and reactions it undergoes. The reaction accounts for biomass production
utilising nutrients, bacterial death influenced by antibiotic concentration and metabolic rate,
death in the absence of nutrients, natural mortality, formation of persister cells under specific
nutrient thresholds, and the conversion of persisters back to proliferative form contingent on
a different nutrient threshold. Since the transport of nutrients and antibiotics depends on the
available fluid space of the biofilm, the reaction terms representing the interactions between
bacteria and nutrients or antibiotics will depend on the variable φbio.

In our model, antibiotics are assumed to cause cellular damage, which results in cell death
when the compromised cells are unable to perform necessary functions. This effect is particu-
larly pronounced in metabolically active cells. Accordingly, the first aspect of antibiotic-induced
cell death in our model is influenced by the metabolic activity of the bacteria, which is repre-
sented by a Monod-based relationship. To address antibiotic effects in low nutrient environ-
ments, we introduce a second component, defined as max(α1φbioC −α2,0)B, which accounts
for bacterial adaptation under stress conditions such as low nutrient availability and high cell
density. This adaptation involves upregulation of damage repair genes, positing that antibiotic-
induced cell death occurs only when the antibiotic concentration exceeds a critical threshold
α2/φbioα1, overwhelming the bacterial repair mechanisms. After this threshold, the death rate
increases linearly with drug concentration. For model validity, we stipulate α1 > 0 and α2 > 0.
In nutrient-rich conditions, both model components influence the bactericidal efficacy of the
antibiotic. However, in the absence of nutrients, only the latter component is effective, ne-
cessitating higher antibiotic concentrations to achieve a bactericidal effect comparable to that
under nutrient-rich conditions. Our approach shares conceptual similarities with the framework
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presented in [84].
We have also incorporated that the formation of persister bacteria is influenced by the nutri-

ent availability within the biofilm. Specifically, we define two nutrient concentration thresholds,
S1 and S2, with S1 < S2. We assume that when nutrient concentrations fall below S1, the en-
vironment is considered nutrient-deficient, prompting proliferative bacteria to transition into a
persister state for survival, but not vice versa. In contrast, when nutrient levels increase above
S2, the environment is considered nutrient-sufficient, causing persister bacteria to revert to a
proliferative state to resume growth, but not vice versa. For nutrient concentrations between S1

and S2, both the formation of persister bacteria from proliferative bacteria and the reversion to a
proliferative state are possible. This model of nutrient-dependent persister formation allows us
to track patterns of antibiotic resistance within the biofilm.

The dynamics of persister bacteria, dead bacteria, and EPS within the biofilm follows the
same kind of phenomena as that of proliferative bacteria. The reaction components for these
bacterial phenotypes are designed to align with those that govern proliferative bacteria. EPS for-
mation by proliferative bacteria is driven by nutrient availability, with growth being dependent
on the available nutrients in a manner similar to the Monod growth dynamics.

Furthermore, the advective velocity of the biomass, which influences transport and spatial
distribution within the biofilm, is determined by a balance of forces and the conservation of
volume. As biomass grows at a specific location within the biofilm, it causes a local increase
in volume, leading to a movement of the biofilm in the positive direction along the x- axis.
As a result, the entire biofilm structure shifts and evolves dynamically in response to changes
in biomass production and distribution, affecting both the transport and positioning of these
components. The progression of the fluid-biofilm interface, denoted as x = L(t), is governed
by the biomass velocity at this interface, integrating the mechanical and biological factors that
drive biofilm expansion or contraction. The conservation of volume equation is derived in the
same way as [141]. In this model, we assume an incompressible system so that the combined
volume fraction of all components in the biofilm—including all bacterial phenotypes, EPS, and
water, remains constant and is equal to 1.

The governing equations are designed to focus on the principal dynamics within the biofilm
and do not account for bacterial attachment or detachment processes at the interface, which
we assume to be in equilibrium and thus negligible for the model’s purposes. Additionally,
the effects of shear forces and viscosity are omitted from consideration. Given the assumption
that there is no biofilm growth within the porous implant, we impose a zero-flux condition for
all bacterial phenotypes and EPS at both the biofilm implant and the fluid-biofilm interfaces.
Correspondingly, the biomass velocity is set to zero at x = 0, reflecting a static boundary at the
implant interface.

We account for a range of nutrient concentrations coming from the bulk fluid. Based on [84],
the average nutrient range is well-defined. However, to thoroughly examine different scenarios,
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our model considers three nutrient conditions: nutrient-poor, intermediate, and nutrient-rich.
The nutrient-poor scenario uses a value lower than the average range described in [84]. The
intermediate condition falls within the average range, and the nutrient-rich condition is set at the
higher end of the range. This approach allows us to explore the biofilm’s behavior under varying
nutrient availability.

Additionally, in our biofilm model, we consider a range of initial conditions for φbio between
0.7 and 0.9. The initial conditions for the bacterial phenotypes and EPS are calculated using the
volume constraint equation, applying the relevant initial φbio values. We have opted to use iden-
tical initial conditions and diffusion coefficients for proliferative, persister, and dead bacteria,
as well as EPS. Biologically, this approach can be justified based on the early homogeneity and
diffusion dynamics within biofilms. During the initial stages of biofilm formation, the spatial
distribution of bacterial cells and EPS tends to be relatively uniform, making it reasonable to
assume similar diffusion properties [118]. The EPS matrix, being a highly hydrated and porous
gel, facilitates the movement of similarly sized molecules and particles with minimal variabil-
ity [109]. Additionally, at the onset of biofilm growth, the concentrations of these components
are initially low and fairly homogeneous, which supports the assumption of identical initial
conditions. Since the biofilm has not yet undergone significant differentiation or structural com-
plexity, this uniformity aligns with early biofilm development stages [31, 110]. This implies
that the effective diffusion coefficients of active, persister, and dead bacteria, as well as EPS,
are not substantially different in a way that would critically impact the model’s accuracy. By
adopting this simplification, we ensure numerical stability and computational efficiency without
compromising the biological realism of our model. Thus, our model remains robust, biologically
justified, and computationally feasible.

2.2 Simplification strategies

In this section, we explore several strategies to simplify our biofilm growth model in Sec. 2.1,
highlighting their biological significance and effects on the model’s framework. The aim for
these simplifications is to make the model easier to handle while preserving the crucial dy-
namics of biofilm formation and antibiotic release mechanisms. We examine seven particular
simplifications, each addressing distinct facets of the model, and analyse how they alter the
system to aid in better analysis and interpretation.

2.2.1 Simplification 1: Constant biofilm porosity

The water volume fraction of the biofilm, φbio, is an important parameter that influences the
diffusion of nutrients and antimicrobial agents within the biofilm. In Model 1, φbio is treated
as a variable to accurately reflect the heterogeneous and dynamic nature of biofilm porosity.
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However, to simplify the model, we assume that

φbio = constant.

This implies that the biofilm’s porosity remains uniform throughout its structure and over time.
Biologically, this means that the distribution of EPS and bacterial cells is consistent, leading
to uniform diffusion rates and mechanical properties across the biofilm. This simplification
makes the model more computationally quicker while maintaining a high degree of accuracy. It
allows us to focus on the biofilm’s overall behaviour without the added complexity of modelling
dynamic porosity changes. The equations governing the variable φbio are thus removed. This
approach is particularly relevant for studies aimed at understanding the fundamental dynamics
of biofilm growth and development without the intricacies of variable porosity.

2.2.2 Simplification 2: Non-porous implant medium

The effective porosity of the implant medium, φe, influences the diffusion of antibiotics through
the implant medium and is important for modelling how antibiotics are delivered from the im-
plant to the biofilm. A higher φe indicates more porous medium, facilitating greater diffusion
of antibiotics into the biofilm. Conversely, a lower φe restricts this diffusion, impacting the
availability of the antibiotic to the biofilm. For this simplification we assume that

φe = 0.

So we assume that the implant medium is non-porous, preventing the diffusion of antibiotics
through it. Consequently, the rate of change of the thickness of the antibiotic layer within the
porous implant medium is zero. This simplification eliminates the need to model the porous
implant medium, as the diffusion of antibiotics through it is negligible. The model thus focuses
solely on the biofilm medium. The equations governing the implant medium and the antibiotic
diffusion in the biofilm within it are removed, simplifying the overall system. It is relevant for
studies that aim to isolate the dynamics of the biofilm without considering the complexities of
antibiotic delivery from the implant.

2.2.3 Simplification 3: Absence of antibiotic supply

C0 signifies the availability of antibiotics within the implant that can diffuse into the biofilm.
It acts as a reservoir from which antibiotics are supplied to the biofilm environment. For this
simplification we assume that

C0 = 0.
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By setting this condition, we assume that there are no antibiotics present in the biofilm, and there
is no supply of antibiotics from the implant. This results in the absence of antibiotic effects on
proliferative bacteria within the biofilm. It effectively removes all terms related to antibiotic
effects on proliferative bacteria from the model. Without C0, the biofilm model does not need
to account for the dynamics of antibiotic diffusion and its impact on bacterial growth and death.
This significantly reduces the complexity of the model by focusing solely on the intrinsic growth
and interactions of bacteria within the biofilm, without the added layer of antibiotic influence.
This condition is particularly important in scenarios where the antibiotic effect is negligible or
can be ignored, such as in early stages of biofilm formation before antibiotic treatment is initi-
ated, or in studies aiming to understand the natural growth dynamics of biofilms without external
influences. It is also useful in preliminary studies to establish a baseline model of biofilm be-
havior, which can later be refined by including antibiotic effects. This makes the model more
tractable and computationally efficient, providing a clear focus on the natural growth and inter-
actions within the biofilm.

2.2.4 Simplification 4: Constant phenotypic transition rates

In Model 1 described in Sec. 2.1, S1 and S2 define critical nutrient levels that influence bacterial
state changes. When nutrient concentration is very low (below S1), bacteria enter a persister
state to survive harsh conditions. When nutrient concentration is high (above S2), persister
bacteria revert to a proliferative state to take advantage of the favourable environment. In the
intermediate range, both proliferative and persister states coexist, with transitions influenced by
the current nutrient levels. For this simplification we assume

S1 →−∞,

S2 → ∞.

This implies that the nutrient concentration does not affect the state transitions between prolif-
erative and persister bacteria. The transitions occur continuously and uniformly, regardless of
the nutrient availability. This simplification is relevant in situations where nutrient concentra-
tions are not key determinants of bacterial state changes, such as in settings with variable or
consistently low/high nutrient levels. It is also useful for studies focusing on intrinsic bacterial
behavior rather than environmental influences. It provides a baseline model that focuses on the
intrinsic rates of state transitions, which can later be refined to include nutrient dependency if
needed.
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2.2.5 Simplification 5: Negligible persister bacteria population

In Model 1, kF and kR are rate constants that describe the formation and transformation of bacte-
rial states. These parameters are crucial for modelling the dynamic transitions between different
bacterial states within the biofilm. kF represents the frequency at which actively growing prolif-
erative bacteria switch to a dormant persister state. Persister cells are a subpopulation of bacteria
that are highly tolerant to antibiotics and environmental stresses. kR, on the other hand, indicates
how often these persister cells revert back to a proliferative state. These transitions are impor-
tant for understanding strategies for bacterial survival and resilience within the biofilm. In this
simplification we assume both of these parameters tends to zero.

kF = 0,

kR = 0.

This means we assume that the rates of transition between persister and proliferative states are
zero and can be ignored. This simplification eliminates the equations and terms related to the
transitions between persister and proliferative states. The model no longer needs to account for
the formation of persister cells from proliferative ones or the reverse process, thereby reducing
the number of variables and simplifying the system’s overall dynamics. It allows for a more
straightforward analysis of biofilm growth and behavior by focusing on the predominant bacte-
rial state without the added complexity of persister-proliferative dynamics. It facilitates quicker
computational simulations and provides a clear baseline model that can be later expanded to
include state transitions if more detailed analysis is required. It can be applied in studies where
the impact of persister cells on the overall system dynamics is minimal or when a preliminary
understanding of biofilm behavior is desired without the complexity of state transitions.

2.2.6 Simplification 6: Standardised conversion factors for metabolic rates

In Model 1, kB and kE are conversion factors that represent the efficiency of converting metabolic
rate into biomass production and EPS production, respectively. These factors are defined as:

kB = 0.21× ks +S0

µ ×S0
,

kE = kB.

Here, ks is the nutrient consumption half-saturation constant, S0 is the constant nutrient con-
centration coming from the bulk fluid, and µ is the maximal nutrient consumption rate. Bio-
logically, kB indicates how efficiently nutrients are used to produce biomass, while kE shows
how effectively nutrients are used to produce EPS, which is crucial for biofilm structure. The
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simplification sets both kB and kE to 1:
kB = 1,

kE = 1.

We indicate that the conversion of the metabolic rate to the biomass or EPS production rate is
uniform and does not vary with the concentration of nutrients or metabolic rates. This standard-
isation implies that every unit of metabolic activity results in an equivalent and constant amount
of biomass or EPS, simplifying the relationship. This simplification of kB and kE reduces the
complexity of the model, making it easier to solve analytically or numerically. It is crucial in
scenarios where detailed nutrient dynamics are not the primary focus. It is useful for preliminary
studies, where understanding the general behaviour of the system is more critical than capturing
every detail. In addition, it facilitates faster computational analysis, allowing researchers to gain
insight without the computational burden of more complex models. This simplification provides
a baseline model that can be refined later with more detailed parameters if necessary.

2.2.7 Simplification 7: Insufficient antibiotic concentration

In Model 1, max(α1C−α2,0) represents the death rate of proliferative bacteria due to the antibi-
otic. the term α1C represents the rate at which the antibiotic is effective in killing the bacteria,
and α2 is the threshold concentration below which the antibiotic has no effect. When α2 is very
large, the death term max(α1C−α2,0) is zero, indicating that the antibiotic concentration is not
sufficient to cause bacterial death. This mechanism is crucial for modelling how bacteria survive
under low antibiotic concentrations, leveraging stress response mechanisms. This simplification
sets

α2 → ∞.

Under these circumstances, the antibiotic-induced death term for proliferative bacteria max(α1C−
α2,0) is removed. This implies that the concentration of antibiotics within the biofilm is not
high enough to kill bacteria. This mirrors a situation where bacteria can survive the presence
of antibiotics by up-regulating genes responsible for damage repair and other stress response
mechanisms, thus preventing lethal damage. It eliminates the antibiotic-related death term for
low-nutrient environment from the equations that govern the dynamics of proliferative bacte-
ria. As a result, the model emphasises bacterial growth and survival without accounting for the
deadly effects of antibiotics at low concentrations. It reflects the antibiotic’s effects on metabolic
processes driven by nutrient consumption. This simplifies the model by eliminating the need to
determine the antibiotic-induced death rate under these conditions. This is particularly appro-
priate in scenarios where the antibiotic and nutrient concentration is anticipated to be low, such
as during the initial phases of treatment or in contexts where antibiotics diffuse slowly into the
biofilm. It is also significant in research aimed at understanding bacterial survival strategies
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under sub-lethal antibiotic conditions in low nutrient environment.

2.3 Transformation of models based on the simplifications

In this section, we explain how each simplification step transforms Model 1 into various simpli-
fied models. This progressive simplification will ultimately lead to the simplest model, which
retains essential characteristics while being more manageable and computationally efficient.
Fig. 2.2 shows the sequential application of the simplifications, leading to different models.
We will describe each simplified model and elaborate on the biological relevance and practical
importance.

Model 2: Cosidering constant biofilm porosity

By applying Simplification 1 to Model 1, we solve the comprehensive model using a constant
φbio. This model solves for the same variables as Model 1, except for φbio. The study with
constant water volume fraction has been validated in various studies [84, 140]. We have con-
ducted comparisons between models with variable and constant φbio. Our results indicate that
key biofilm characteristics, such as biofilm thickness, biomass velocity, and temporal and spatial
changes of proliferative bacteria, exhibit similar qualitative behaviour in both models. Addition-
ally, our analysis shows that φbio remains nearly constant over time and space in the variable φbio

model. Therefore, we can reasonably adopt this simplification without significant loss of accu-
racy. Detailed comparisons supporting this conclusion can be found in Appendix. A.

Model 3: Removing implant medium

Applying Simplification 2, which is setting the effective porosity of the implant as zero in Model
2, we only solve the model applicable in the biofilm medium. According to Sec. 2.2.2, this sim-
plification lets us presume that the implant medium is solid, rendering the antibiotic diffusion
within the implant insignificant, and thus eliminating the need to model the implant’s porous
medium. The resulting model variables are B,Bp,Bd,E,S,C,v and L. Despite the lack of an-
tibiotic diffusion from the implant, we aim to observe the antibiotic’s impact on biofilm growth
and behavior. Therefore, we assume a constant antibiotic flux with concentration C0 at the
implant-biofilm interface. This is represented by a Dirichlet boundary condition for C at x = 0.
This model studies the effects of antibiotic without considering the complexities of the implant
medium.

Model 4: Eliminating antibiotic concentration

Now we apply Simplification 3 in Model 3, assuming there are no antibiotics present in the
biofilm and no continuous supply of antibiotics from the implant. We end up with a model that
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Figure 2.2: Overview of simplification strategies for the mathematical models. This figure de-
picts the different simplification strategies (1 through 7) applied to Model 1, which includes
variables for both the porous antibiotic region (in red) and the biofilm region (in black). The
flow of simplifications is represented by arrows: COMSOL implementations in blue arrows,
MATLAB implementations in yellow arrows, and theoretical simplifications in black arrows.
Each box outlines the variables retained after each simplification step. The diagram also dif-
ferentiates between the model developed (green boxes), simulations done in MATLAB (yellow
highlighted), and those in COMSOL (blue highlighted).

does not account for any effect that arises from antibiotics. Hence we can ignore the antibiotic
equation and the antibiotic effectiveness terms from the proliferative bacteria equation. This
model with variables B,Bp,Bd,E,S,v and L focuses solely on the biofilm dynamics excluding
the influence of the antibiotic.

Model 5: Making the phenotype transitions nutrient-independent

From Model 3, we can develop another simplified model by applying the Simplification 4. This
assumption enables the phenotypic transition between proliferative and persister states to be
independent of nutrient levels. This model will account for the same variables as Model 2, ex-
cluding the parameters S1 and S2. This model lets us study biofilm behavior and antibiotic effects
with a constant antibiotic supply, without focusing on resistance due to lack of nutrients. The
use of a similar model in [84] indicates that this approach aligns with established methodologies
in the field, reinforcing the validity of our simplification.
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Model 6: Eliminating environmental stresses

This model studies the fundamental biofilm characteristics without considering any antibiotic or
nutrient effects. We developed this model by applying Simplification 3 in Model 5 or Simpli-
fication 4 in Model 4. In this model, we assume a non-antibiotic environment for the biofilm,
where the rates of phenotypic changes remain constant. We solve for the same variables as in
Model 4, focusing primarily on biofilm growth and incorporating key microbial characteristics
such as nutrient consumption, natural death, and EPS production.

Model 7: Removing phenotypic transitions

Now we apply Simplification 5 in Model 5 and set the rates of the phenotypic transition between
proliferative and persister as zero. This develops a model with variables B,E,S,C,v, and L. The
main focus of this model is to understand how antibiotic is affecting the proliferative bacteria
hence affecting the biofilm growth. It is important to mention that this simplification gets rid of
the persister equation. Additionally, we omit the dead bacteria equation for simplicity, but we
still account for the terms in the proliferative bacteria equation that lead to dead bacteria within
the v equation, which is derived from the continuity of volume.

Model 8: Simplest model considering bacteria and EPS formation

It is clear that the next step would be to remove effects of antibiotic from Model 7. This model
only solves for B,E,S,v and L, and focuses solely on biofilm growth, while still considering the
phenomena of bacteria growth and EPS formation. This model can be developed by applying
Simplification 3 in Model 7 or Simplification 5 in Model 6.

Model 9: Standardising metabolic rates and antibiotic effects

Using Simplifications 6 and 7 in Model 7, we standardise the conversion factors for the metabolic
rate to the production rate and eliminate the antibiotic-induced death term in low nutrient con-
ditions. This model considers the biomass formation using nutrient concentration with a simple
Monod term. The antibiotics are assumed to cause cellular damage, which results in cell death
when the compromised cells are unable to perform necessary functions. This effect is only seen
in metabolically active cells, assuming that cells in low nutrient environments are immune to
antibiotic effects. This model only solves for S,C,v, and L. The biomass growth and death
are considered in the L equation, which makes it possible to eliminate the extra equations for
bacteria and EPS. This model provides a bird’s-eye view of the effects of antibiotics on biofilm
growth in a simplified environment, capturing only the essential characteristics of the biofilm.
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Model 10: Simplest biofilm growth model considering both biofilm and implant media

This model has a similar implant model as Model 2 while having a similar biofilm model as
Model 9. We can develop this model by applying the following adjustments to Model 2: set-
ting phenotypic transition rates to zero using Simplification 5, standardising metabolic rates
using Simplification 6, and removing antibiotic-induced death in low nutrient environments us-
ing Simplification 7. By setting the implant medium as solid using Simplification 2, we can
revert to Model 9. This model solves for the variables Cp,Cb,L1,S,C,v and L. This model pri-
marily aims to understand the effects of antibiotics on biofilm growth in a realistic scenario,
while considering a simplified biofilm environment.

Model 11: Simplest biofilm growth model without antibiotic

The simplest model for understanding biofilm growth considers only the Monod term for biomass
production and the diffusion term for transport of nutrient. This model can be achieved by ei-
ther eliminating antibiotic concentration from Model 9 using simplification 3, standardising
metabolic rates in Model 8 with simplification 6, or setting the implant medium as solid and
assuming a no-antibiotic environment in Model 10 through simplifications 2 and 3. This model,
with variables S and L, focuses solely on the essential interactions driving biofilm growth. It
offers a highly tractable and computationally efficient framework, serving as a baseline for more
detailed studies. This model has been used and validated in [2], confirming its practicality.

2.4 Summary

In this chapter, we systematically simplified an 1D biofilm growth model to make it more man-
ageable while retaining its essential characteristics. Starting with a detailed model that includes
antibiotic diffusion, bacterial growth, EPS production, and state transitions within bacterial phe-
notypes, we applied a series of simplifications to progressively streamline the model. We first
established the complex model, capturing the dynamics and interactions of various bacterial phe-
notypes, nutrient conditions and antibiotic release from a polymer-free porous implant. Through
each subsequent simplification, we reduced the complexity of the model by making key assump-
tions and removing less critical components. This process allowed us to isolate the fundamental
behaviors of biofilm growth and antibiotic resistance while simplifying computational require-
ments. The transformations were guided by specific simplifications such as constant biofilm
porosity, negligible antibiotic diffusion through the implant, the absence of antibiotics, constant
rates of phenotypic transitions, and standardising metabolic rate conversion factors. Each step
in the simplification process was carefully detailed, emphasising the biological reasoning and
the implications for the model. A key contribution of this chapter is the formulation of the
modular framework that connects mechanistic biofilm features to a hierarchy of reduced mod-
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els, enabling targeted analysis of specific biological processes. By reducing the complexity of
the initial model, we could concentrate on the key interactions between bacteria and nutrients
in the biofilm using the most basic biofilm growth model. These models provided valuable in-
sights into biofilm dynamics and antibiotic effectiveness, showing the balance between retaining
essential features and ensuring computational efficiency.



Chapter 3

Biofilm growth models in a non-antibiotic
environment

In the previous chapter, we considered various simplifications of a complex biofilm model while
retaining key elements necessary to accurately represent biofilm dynamics. Building on that, this
chapter focusses on two one-dimensional biofilm growth models, Models 11 and 8 from Chapter
2, studied in non-antibiotic environments. These models provide a baseline for understanding
biofilm growth on medical implants before, in subsequent chapters, we consider antibiotic ef-
fects. They address nutrient transport, biomass growth, and biofilm detachment, providing a
framework for studying biofilm development in a controlled setting. This foundation is essential
for future investigations that involve antibiotic interactions.

The first simplified model in this chapter, Model 11, focusses on the diffusion of nutrients,
the accumulation of biomass, and detachment, to understand how these factors influence the
growth rate and thickness of biofilms. The second model, Model 8, introduces bacterial prolif-
eration and EPS production, allowing us to study both biofilm structure and composition. These
models are crucial in investigating different aspects of biofilm growth. They are capable of
producing spatial and temporal behaviour of biofilm growth and composition, allowing us to
analyse key factors that drive biofilm development. Model 11 helps us understand how the con-
sumption of nutrients affects overall biofilm growth, while Model 8 offers information on the in-
ternal structure and composition of the biofilm, such as the distribution of bacteria and EPS. The
main novelty of this chapter is the focused sensitivity analysis of these simplified models under
antibiotic-free conditions, which reveals how nutrient availability, death and detachment rates,
and EPS dynamics independently shape biofilm growth and structure—without the confounding
influence of antibiotics. This detailed baseline characterisation not only clarifies the independent
roles of biological mechanisms but also creates a reference framework against which the effects
of antibiotics can later be isolated and interpreted. By studying these two models, we obtain a
foundational understanding of both biofilm expansion and composition, which is essential for
future complex modelling to optimise interventions such as antibiotic delivery.

36
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Outline

The chapter begins with the simplest biofilm growth model, Model 11, describing growth un-
der non-antibiotic conditions with a focus on nutrient diffusion and biomass accumulation. The
model equations, boundary conditions, and initial conditions are presented. The model is non-
dimensionalised with numerical solutions obtained using MATLAB®version:23.2.0 (R2023b)
(MATLAB). It is also linearised to obtain analytical solutions. The sensitivity analysis from
the numerical solution explores how variations in key parameters, such as bacterial death rate,
detachment rate, nutrient concentration, and initial biofilm thickness, affect biofilm growth.
A comparison between the numerical and analytical solutions is also conducted. The second
model, Model 8, is then introduced, building on Model 11 by incorporating EPS formation
and unsteady bacterial growth. This model also includes advection within the biofilm, driven
by changes in the volume fractions of bacterial and EPS. The sensitivity to nutrient diffusion
coefficients and consumption rates is examined to assess their impact on biofilm growth and
structure. The methodology for obtaining solutions for both models is described in detail.

3.1 Simplest biofilm growth model (Model 11)

This section examines a fundamental biofilm growth model, focussing on nutrient consump-
tion and biomass production, referred to as Model 11. The governing equations are non-
dimensionalised, and solved numerically. The model is also linearised and is solved analyti-
cally. The numerical solutions of the model and the analytical solutions of the linearised model
are compared, and sensitivity analysis is performed to explore how key parameters, such as
the bacterial death rate, detachment rate, nutrient concentration, and initial biofilm thickness,
influence biofilm growth.

3.1.1 Model development

This model focusses on the transport of nutrients within the biofilm and their uptake from the
bulk fluid at the biofilm-fluid interface. Nutrient transport is modelled using Fickian diffusion.
The consumption of nutrients by biomass is governed by Monod kinetics, where the resulting
biomass production contributes to an increase in biofilm thickness [2]. This Monod term is also
multiplied by a ratio of the maximum biomass density to the yield coefficient. The maximum
biomass density represents the upper limit of biomass that can be sustained within the biofilm,
reflecting the real-world constraints of physical space, nutrient availability, and waste accumu-
lation that prevent indefinite growth. This parameter ensures that the model accurately captures
the biofilm’s carrying capacity. Similarly, the yield coefficient is essential to represent the effi-
ciency of the conversion of nutrients into biomass, recognising that not all nutrients consumed
directly contribute to growth, as some are used for maintenance and cellular processes. Together,
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these parameters ensure that the model realistically depicts the balance between nutrient avail-
ability, biomass production, and environmental limitations. A commonly employed time-scale
argument in biofilm modelling [68, 139] enables us to assume that the nutrient equation is in a
quasi-steady state in this model.

Assuming that biofilm growth does not occur within the porous implant and that nutrients
do not penetrate the porous structure of the implant, a no-flux boundary condition is imposed at
x = 0. This assumption is reasonable, as the nutrient supply is quickly consumed by the bacteria,
leaving little nutrient available at the biofilm-bulk fluid boundary. Moreover this approach aligns
with that of [2], who implemented similar boundary conditions in their work. However, we
acknowledge that this may not fully represent all implant-biofilm interactions in reality. For
the purposes of this study, this assumption provides a tractable model. At the biofilm-bulk
fluid interface x = L(t), a constant influx of nutrients is maintained, modelled using a Dirichlet
boundary condition, assuming that external mass transfer resistance is negligible, as outlined
in [2]. This assumption reflects a scenario where nutrients are readily available at the interface,
which makes it a realistic representation for systems where nutrient supply is abundant and is
not limited by external transport constraints. This boundary condition enables us to focus on
internal nutrient dynamics within the biofilm. This concept of nutrient boundary conditions is
maintained throughout the thesis.

The growth of biomass within the biofilm is implicitly modelled through the nutrient con-
sumption dynamics described above. There are no separate equations specifically governing
biomass growth; instead, changes in biomass are captured by the evolution of biomass veloc-
ity, which is driven by nutrient uptake according to Monod kinetics. The increase in biofilm
thickness occurs as a result of this nutrient-driven biomass production, while biomass loss is ac-
counted for through detachment in the biofilm-bulk fluid interface and natural death processes.

The detachment rate increases proportionally with the thickness of the biofilm. This ap-
proach has become widely accepted as the standard for modelling detachment processes. Origi-
nally proposed by [128], it has been widely applied in various studies, including [24, 139, 140].
By incorporating these elements into the biomass velocity equation, the model accounts for the
dynamic balance between nutrient consumption, biomass growth, natural death, and detach-
ment. The interaction between these factors ultimately determines the evolution of the thickness
of the biofilm.

3.1.2 Governing equations

Now, we will introduce and derive the key equations that form the foundation of the model’s dy-
namics. We begin by focussing on the transport of nutrients within the biofilm medium and then
progress to describe the biofilm growth dynamics. Each equation is accompanied by relevant
boundary conditions to comprehensively define the system.

Throughout this thesis, the notation involving a variable or function followed by a subscript
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using the independent variables, refers to partial derivatives. Specifically, if a variable is fol-
lowed by a subscript and x (e.g., Sx), it represents the first partial derivative with respect to x,
i.e., ∂S

∂x . Similarly, when a variable is followed by an subscript and xx (e.g., Sxx), it denotes
the second partial derivative with respect to x, i.e., ∂ 2S

∂x2 . Furthermore, a variable followed by a
subscript and t (e.g., St) represents the partial derivative with respect to time, i.e., ∂S

∂ t . These
conventions are applied consistently throughout the thesis for clarity in the mathematical formu-
lation.

In this model, the nutrient dynamics within the biofilm is modelled using an equation that
balances diffusion and reaction terms, which captures the changes in nutrient concentration as
a result of both diffusion and consumption by biomass [2]. The governing equation for nutrient
dynamics is expressed as:

DSSxx =
X∞

γbio
µb

(
S

kS +S

)
, 0 < x < L(t), t > 0. (3.1)

Here DS is the nutrient diffusion coefficient. The right-hand side of the equation represents
nutrient consumption by the biomass. Here, X∞ is the maximum biomass density, and γbio is the
yield coefficient that relates biomass growth to nutrient consumption. The Monod term µb

S
kS+S

models the growth of the biomass, where µb is the maximum specific growth rate of the bacteria,
and kS is the half-saturation constant. Upon consumption of the nutrient by the biomass, the
biofilm grows and the biofilm boundary, at L(t), moves with a velocity that is determined by
integrating the nutrient-dependent biomass growth rate minus the death rate, b, over the extent
of the biofilm

v =
∫ L

0

[
µb

(
S

kS +S

)
−b

]
dx.

Thus, the expansion of biofilm by taking into account the growth, death and detachment process
may be written as

dL
dt

=
∫ L

0

[
µb

(
S

kS +S

)
−b

]
dx−σL2, t > 0, (3.2)

where σL2 represents a quadratic detachment term, modelling the detachment of biofilm as a
function of its thickness.

Initial and boundary conditions

The initial biofilm thickness is

L(0) = L0. (3.3)

At the implant-biofilm interface (x= 0), the zero-flux condition is imposed and at the biofilm-
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bulk fluid interface (x = L(t)) a Dirichlet’s boundary condition is assumed:

−DSSx = 0, at x = 0, t > 0, (3.4)

S = S0, at x = L(t), t > 0. (3.5)

The description and values of the parameters are given in Table 2.2 and the description of
the variables are given in Table 2.1.

3.1.3 Non-dimensionalisation

Non-dimensionalisation is a common technique in mathematical modelling that simplifies the
governing equations by reducing the number of parameters. For complex systems like biofilm
model, non-dimensionalisation is particularly valuable as it helps to isolate the dominant pro-
cesses, like for this model the interactions between nutrient transport, growth, death, and detach-
ment without the complications of unit-specific parameters. Non-dimensionalisation is applied
to every model discussed in this thesis. We employ the following non-dimensionlisation for
Model 11:

S =
S
kS
, x =

x
M
, L =

L
M
, t = µbt,

where M =
√

DSγbiokS
µbX∞

. The parameter M serves as a characteristic length scale for the biofilm
system, combining several factors of the biofilm. It provides a measure of the spatial extent over
which nutrient dynamics and biofilm growth are balanced. This particular non-dimensionalisation
was selected to reduce the number of parameters in the governing equations. Additionally, it
highlights important non-dimensional parameters, which represent the ratios of key biological
and physical processes, such as bacterial death relative to growth and bacterial detachment rela-
tive to growth.

Using the above non-dimensionalisation, equations (3.1) and (3.2) take the following non-
dimensional forms

Sxx =
S

1+S
, 0 < x < L(t), t > 0, (3.6)

dL
dt

=
∫ L

0

(
S

1+S
− ε1

)
dx− ε2L2

, t > 0, (3.7)

where ε1 =
b
µb

and ε2 =
σM
µb

. After non-dimensionalisation, these two parameters are the only
parameters appearing in the governing equations, significantly simplifying the system. The
parameter ε1 represents the ratio of the bacterial death rate to the bacterial growth rate and the
parameter ε2 represents the ratio of the bacterial detachment rate to the growth rate.
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Using equation (3.6), equation (3.7) can be written as

dL
dt

=

[
∂S
∂x

]L

0
− ε1L− ε2L2

, t > 0. (3.8)

The non-dimensional initial condition for biofilm thickness is

L(0) = ε3, (3.9)

where ε3 =
L0
M . This parameter represents the initial biofilm thickness normalised by the charac-

teristic length scale M, indicating the relative size of the initial biofilm compared to the typical
length scale of the system.

The boundary conditions (3.4)-(3.5) have their respective dimensionless forms as

Sx = 0, at x = 0, t > 0, (3.10)

S = S0, at x = L(t), t > 0, (3.11)

where S0 =
S0
kS

.

3.1.4 Linearisation of the model

In this section, we explore the linearisation of the model under two distinct scenarios defined by
the concentration of nutrients within the biofilm: when the dimensionless nutrient concentration
S is much smaller than 1 (S ≪ 1) and when S is much greater than 1 (S ≫ 1). Linearisation
allows us to simplify the model equations and make analytical solutions more tractable.

Case I: S ≪ 1

In the first case, we consider the situation where the dimensionless nutrient concentration S

is much smaller than 1. This condition implies that the concentration of nutrients within the
biofilm is significantly lower than the half-saturation constant kS. Under these circumstances,
we can assume that S0, is also much smaller than 1.

By applying the Taylor series expansion we get

S
1+S

∼ S.

This leads to a reduction in the complexity of the original equation (3.6), which now becomes

∂ 2S
∂x2 ∼ S. (3.12)

To solve this equation, we apply the relevant boundary conditions (3.10) - (3.11), leading to the
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expression for the nutrient concentration in the biofilm

S = A(ex + e−x), (3.13)

where A =
(

S0eL

e2L+1

)
.

Next, we substitute the linearised expression for S in the equation governing the thickness of
the biofilm (3.8). The resulting equation is

dL
dt

=
∫ L

0
A(ex + e−x)dx− ε1L− ε2L2

.

After integrating and simplifying, this equation takes the form

dL
dt

= S0
e2L −1
e2L +1

−L
(
ε1 + ε2L

)
. (3.14)

This ordinary differential equation is non-linear and does not have a straightforward analytical
solution, necessitating numerical methods to solve it.

To further simplify the analysis, we linearise this equation under the assumption that L ≪ 1
(i.e., L < M). Applying a series expansion in this regime, we obtain

dL
dt

≈ L
(
S0 − ε1 − ε2L

)
. (3.15)

The solution to the above differential equation is

L =
(S0 − ε1)ε3

(S0 − ε1 − ε2ε3)e−(S0−ε1)ε2t + ε2ε3
. (3.16)

This solution describes the evolution of biofilm thickness over time in the regime where the
biofilm is thin. For L ≪ 1, it is crucial that ε3 is also much smaller than 1.

We also consider the opposite scenario within Case I, where the biofilm thickness is much
larger than M (L ≫ 1). Here, we simplify the equation by considering the asymptotic behaviour
of the first term on the right-hand side of equation (3.14) for large L. This simplification is
performed to reduce the equation into a more analytically tractable form. In this regime, the
differential equation simplifies to

dL
dt

= S0 −L
(
ε1 + ε2L

)
. (3.17)

The solution in this case is

L =
r1 −

(
r1−ε3
r2−ε3

)
r2e−ε2(r1−r2)t

1−
(

r1−ε3
r2−ε3

)
e−ε2(r1−r2)t

, (3.18)
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where the constants r1 and r2 are defined as r1,2 =
−ε1±

√
ε2

1+4ε2S0
2ε2

. This equation remains pos-
itive for all values of t, given our set of parameters, and provides information on the growth
dynamics of a thick biofilm.

For L to exist and remain positive and large in the thick biofilm scenario, the time t must sat-
isfy the condition t > 1

ε2(r1−r2)
ln
(

r1(r2−ε3)
r2(r1−ε3)

)
. In our specific case, this simplifies to t > 0.00687,

which can be practically approximated as t > 0.

Case II: S ≫ 1

The second case examines the scenario where the dimensionless nutrient concentration S is
much greater than 1, indicating that the nutrient concentration within the biofilm is significantly
higher than the half-saturation constant kS. In this high-nutrient regime, using the asymptotic
limit S → ∞, we have

S
1+S

∼ 1.

Consequently, equation (3.6) simplifies to

∂ 2S
∂x2 ∼ 1. (3.19)

Upon solving this equation and applying the boundary conditions (3.10) - (3.11), we arrive
at the expression for the nutrient concentration profile

S =
1
2
(x2 −L2

)+S0. (3.20)

This solution reflects the parabolic distribution of nutrients within the biofilm, with the constant
S0 shifting the profile.

Subsequently, the equation governing biofilm growth, when linearised under these condi-
tions, transforms into

dL
dt

=
∫ L

0
(1− ε1)dx− ε2L2

. (3.21)

Solving this yields

L =
(1− ε1)

ε3
(1−ε1)−ε2ε3

e(ε1−1)t + ε2ε3
(1−ε1)−ε2ε3

. (3.22)

In this case, when ε1 − 1 < 0, or equivalently b < µb, the death rate of the bacteria is less than
the growth rate. As time progresses (t → ∞), the biofilm thickness asymptotically approaches
Lmax =

(1−ε1)
ε2

, indicating a maximum sustainable thickness for the biofilm.
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Conversely, if ε1 −1 > 0, meaning b > µb, the bacterial death rate exceeds the growth rate,
leading to a scenario in which, as t → ∞, the biofilm thickness L tends towards zero, ultimately
resulting in the disappearance of the biofilm. For the parameter set under consideration, the
solution to equation (3.22) remains positive for any value of t, ensuring the physical validity of
the model.

3.1.5 Numerical solution methodology

The model equations (3.6) and (3.7), along with the initial and boundary conditions (3.9)-(3.11),
are solved using the Forward Euler method. At each time step, the biofilm thickness and the nu-
trient concentration are updated sequentially based on their values from the previous time step.
This process is iterated until the solution converges within a specified tolerance. For quantita-
tive analysis, the model is solved using MATLAB. The equation governing biofilm thickness
is solved using the explicit Euler method. This method was chosen primarily for its simplicity
and ease of implementation, given the straightforward nature of the model. We tested its accu-
racy and stability and found that it gave reliable results for the cases we considered. Since the
method worked well, there was no need to use more complicated approaches. The boundary
value problem for nutrient transport within the biofilm is solved numerically using MATLAB’s
bvp4c routine. This solver is specifically designed for the numerical solution of boundary value
problems and is based on a collocation method. More precisely, bvp4c implements the 3-stage
Lobatto IIIa formula, a collocation scheme that yields a fourth-order accurate, continuously dif-
ferentiable (C1-continuous) solution over the entire integration interval [79]. The collocation
technique discretises the domain by introducing a mesh of points, dividing the interval into
subintervals. On each subinterval, the method constructs a polynomial approximation that sat-
isfies both the differential equation and the boundary conditions. The resulting global system of
algebraic equations, derived from collocation and boundary constraints, is solved to obtain the
numerical solution. The solver estimates the residual (error) of the continuous solution and uses
this estimate to adaptively refine the mesh if the local error exceeds the specified tolerance. This
adaptive mesh refinement, along with built-in error control, enhances the stability and accuracy
of the solution. To initiate the procedure, the user must supply an initial guess for the solution
and an initial mesh. bvp4c then iteratively refines both until the solution meets the desired
accuracy.

3.1.6 Results and discussions

The values (rounded to 3 d.p.) of the dimensionless parameters are: ε1 =
b
µb

= 0.173, ε2 =
σM
µb

=

0.001, ε3 = L0
M = 0.007 and S0 = S0

Kbio
= 1.1. The values of the non-dimensional parameters

are calculated from the baseline values stated in Table 2.2. In order to understand the growth
and characteristics of the biofilm, we performed a sensitivity analysis based on the numerical
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solution to examine how variations in the parameters ε1, ε2, ε3, and S0 affect the behaviour of
the system. From this point onwards, we have omitted the overlines for non-dimensionalised
parameters in the figures to enhance the clarity. All the plots are for 10 days, which corresponds
to a non-dimensional time of 60.

Sensitivity analysis

Fig. 3.1 illustrates the evolution of biofilm thickness and nutrient concentration against time for
various ratios of bacterial death to growth rates (ε1). In Fig. 3.1(a), it is evident that lower ε1

values lead to thicker biofilms over time, as the bacterial growth rate outpaces the death rate.
Fig. 3.1(b) shows nutrient concentration as a function of x, throughout the biofilm at the final
time. It reveals that nutrient concentration within the biofilm increases towards the biofilm-bulk
fluid interface, located on the right side of the x-axis, but at different rates depending on ε1.
For thicker biofilms (lower ε1), the nutrient concentration remains closer to zero throughout
most of the biofilm thickness, indicating more extensive nutrient consumption by the bacterial
population. In contrast, for thinner biofilms (higher ε1), nutrient concentration is higher across
a larger portion of the biofilm, reflecting less nutrient consumption. This pattern suggests the
emergence of a "tip" near the biofilm-bulk fluid interface, where nutrients are abundant,

(a) (b)

Figure 3.1: Effect of varying ε1 on (a) temporal variation of biofilm thickness, (b) spatial varia-
tion of nutrient concentration at final time.

Fig. 3.2 examines the impact of the parameter ε2, defined as the ratio of biofilm detachment
rate to bacterial growth rate (considering M is constant), on biofilm thickness and nutrient con-
centration. As expected, in Fig. 3.2(a), we can see that lower ε2 values correspond to slower
detachment relative to growth, resulting in thicker biofilms over time, whereas higher ε2 values
lead to thinner biofilms due to faster detachment. Fig. 3.2 (b) shows the nutrient concentration
throughout the biofilm at the final time. It reveals that the nutrient concentration profile varies
with ε2. For higher values of ε2, which correspond to thinner biofilms (with higher detachment
rates), nutrient concentration remains higher across more of the biofilm, suggesting less nutrient
consumption by the bacteria. In contrast, for lower values of ε2 (thicker biofilms), the nutri-
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(a) (b)

Figure 3.2: Effect of varying ε2 on (a) temporal variation of biofilm thickness, (b) spatial varia-
tion of nutrient concentration at final time.

ent concentration is closer to zero in a larger portion of the biofilm, reflecting more extensive
nutrient consumption due to increased bacterial growth.

Fig. 3.3 illustrates the impact of ε3, which represents the non-dimensional initial biofilm
thickness, on the development of biofilm thickness and nutrient concentration. In Fig. 3.3(a),
we observe that a higher initial biofilm thickness leads to a more rapid increase and quicker
achievement of steady state compared to a smaller initial thickness, where biofilm thickness
reaches steady state much later. However, it is important to note that, in all cases, the final
biofilm thickness converges to the same value. Fig. 3.3(b) illustrates that for any ε3 value, the
nutrient concentration within the biofilm remains unchanged since the final biofilm thickness is
identical across all scenarios.

(a) (b)

Figure 3.3: Effect of varying ε3 on (a) temporal variation of biofilm thickness, (b) spatial varia-
tion of nutrient concentration at final time.

Fig. 3.4 illustrates the effects of varying S0 on biofilm thickness and nutrient concentration.
The parameter S0 influences the nutrient concentration at the moving boundary. In particular,
with higher S0, the thickness of the biofilm increases more rapidly, reaching a steady state earlier
due to the abundance of nutrients (see Fig. 3.4 (a)). As expected, Fig. 3.4(b) illustrates how nu-
trient concentration varies throughout the biofilm for different values of S0, For lower values of
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S0, the biofilm reaches a steady state with a thinner structure. At the final time, when the biofilm
is no longer growing, the nutrient concentration is higher throughout most of the biofilm. This
is because the steady-state biofilm consumes fewer nutrients overall due to the limited bacte-
rial growth, allowing nutrients to accumulate within the biofilm. Although the nutrient level at
the biofilm-bulk fluid interface is lower, the reduced consumption within the biofilm results in
higher nutrient concentrations across the biofilm compared to other cases. In contrast, for higher
values of S0, the biofilm is thicker, indicating more substantial bacterial growth and nutrient con-
sumption. Even though more nutrients are supplied from the bulk fluid due to the higher S0, the
increased growth rate of the bacteria causes the nutrient levels to be nearly depleted throughout
the biofilm at the final time. The higher nutrient availability at the biofilm-bulk fluid interface
drives rapid bacterial growth, leading to extensive nutrient uptake within the biofilm. As a result,
the nutrient concentration remains close to zero across most of the biofilm, demonstrating that
higher nutrient supply can sustain a thicker biofilm but also results in greater nutrient depletion
due to the higher metabolic activity.

(a) (b)

Figure 3.4: Effect of varying S0 on (a) temporal variation of biofilm thickness, (b) spatial varia-
tion of nutrient concentration at final time.

Comparison of solutions of the baseline model and the linearised models for early time

Fig. 3.5 compare the evolution of biofilm thickness over a non-dimensionalised time of 1, be-
tween the numerical solutions derived from the original baseline model (Section.3.1.3) and the
solutions obtained from the linearised model (Section.3.1.4). The parameters of the baseline
model, S0 (initial substrate concentration) and ε3 (initial biofilm thickness), were carefully ad-
justed for each scenario to match the conditions used in the corresponding linearised model,
enabling a meaningful comparison. Specifically, solving the baseline model for each case, we
chose values of S0 and ε3 to reflect the specific assumptions or parameter ranges inherent in
the linearised approach. Then, while solving the linearised model, we modified the parameter
values accordingly to match these conditions, ensuring that the same S0 and ε3 values were used
in both the linearised model and its parallel baseline model. This approach ensures a direct and
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fair comparison between the solutions from the linearised model and the numerical solutions
from the baseline, non-linear model, under identical parameter settings for each respective case.
For better visual clarity in the comparison, the legend of Fig. 3.5 displays the non-dimensional
versions of these parameters. The black lines in all figures represent the baseline numerical
solutions, while the coloured lines illustrate the solutions corresponding to various linearised
solutions.

In Fig. 3.5(a), the linearised solution shows a higher rate of biofilm growth compared to the
baseline solution. The linearised model tends to overestimate the biofilm thickness over time,
indicating that the assumptions used in the linearisation result in an approximate solution that
deviates from the baseline model. The discrepancy arises due to the original model capturing
more complex non-linear dynamics, such as substrate consumption through Monod kinetics, that
are not fully addressed in the linearised form. In the baseline model, even when setting S0 to
a low value, nutrient concentration does not remain small due to the dynamic nutrient influx in
the biofilm. However, in the linearised model, nutrient concentration remains lower throughout,
as it lacks this feedback. To achieve closer overlap between the baseline and linearised mod-
els, nutrient diffusion into the biofilm would need to be significantly reduced so that nutrient
concentrations stay low across the simulation duration. However, this approach is not entirely
realistic in biofilm modelling, as it does not accurately reflect the natural dynamics of nutrient
transport. For this scenario, we considered S0 = 0.2 which is smaller than 1.

In Fig.3.5(b), the comparison between the baseline model and the linearised model solutions
shows excellent agreement, with only a slight deviation at later times. This close correspondence
suggests that the linearised model is well suited to describe the system’s dynamics when both
nutrient concentration and the biofilm thickness is small. The results justify the use of lineari-
sation for analytical simplicity in this regime, as the system behaves in a nearly linear manner
when both S0 and L0 are small. For this scenario, we considered S0 = 0.2 and ε3 = 7.55×10−5,
both are less than 1.

In Fig.3.5(c), the baseline model shows a slower growth rate compared to the linearised
model. The more significant deviation between the two solutions indicates that for larger biofilm
thicknesses and smaller nutrient concentrations, nonlinear effects become more pronounced.
The linearised model does not fully account for the effects, resulting in an overprediction of the
growth rate. This suggests that linearisation may not be suitable for cases with a large biofilm
thickness, as the simplifying assumptions do not capture the more complex growth-limiting fac-
tors that arise under these conditions. In the baseline model, even when setting S0 to a very low
value and ε3 to a very high value, the nutrient concentration and biofilm thickness do not remain
constant over time due to the non-linear nature of the model. In contrast, the linearised model
maintains smaller nutrient concentration and higher biofilm thickness throughout the simula-
tion. To achieve closer overlap between the baseline and linearised models, nutrient flow into
the biofilm would need to be restricted by lowering the nutrient diffusion coefficient, so that
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nutrient concentration remains low across the entire simulation. Additionally, biofilm growth
could be increased by adjusting relevant parameters or even removing detachment to maintain a
higher biofilm thickness throughout. However, this approach is not entirely realistic in biofilm
modelling. For this scenario, we considered S0 = 0.2 and ε3 = 1.25.

In Fig.3.5(d), the linearised solution closely follows the baseline solution, especially at early
times, with minor deviations as time progresses. This indicates that under conditions of abundant
nutrient, the growth dynamics are less sensitive to the non-linear factors that differentiate the
baseline model from the linearised version. The linearised model can effectively approximate
the baseline behaviour. The slight deviation observed at later times could be due to arising
nonlinearity in nutrient consumption as the biofilm thickens. For this scenario, we considered
S0 = 20, which is much higher than 1.

These results provide insights into the applicability of linearisation techniques for modelling
biofilm growth. They emphasise the importance of considering parameter regimes when choos-
ing between linearised and non-linear models for accurate predictions. The findings underscore
the necessity for using the original, non-linear model in cases with large biofilm thickness or
when accounting for complex nutrient limitations, while linearisation remains a useful analyti-
cal tool under more constrained conditions.

(a) (b)

(c) (d)

Figure 3.5: Temporal variation of biofilm thickness for the baseline model (black line) and lin-
earised solutions (coloured lines) over a total non-dimensionalised time of 1. The parameters S0
and L0 in the baseline model are adjusted to match the corresponding conditions in the following
linearised cases: (a) S ≪ 1, (b) S ≪ 1,L ≪ 1, (c) S ≪ 1,L ≫ 1, and (d) S ≫ 1.
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3.2 Introducing bacteria and EPS (Model 8)

The model considered in this section is an extension of the model outlined in Section 3.1 with ad-
ditional consideration of the time-dependent growth of the proliferative bacteria population (B),
and the time-dependent formation of EPS (E). This model also integrates additional complex-
ities, including velocity of the growing biomas at each point in the biofilm and water volume
fraction, alongside the previously considered dynamics of nutrient and biofilm thickness. We
refer to this model as Model 8, consistent with the nomenclature used in Chapter 2. The gov-
erning equations are first non-dimensionalised and then solved in MATLAB. The influences of
the diffusivity of the nutrient (Ds) and the nutrient consumption rate (µ) on the development and
structure of the biofilm are discussed in detail.

3.2.1 Model development

This extended model was developed to capture the microbial structure of the biofilm, with a fo-
cus on the interactions between EPS and proliferative bacteria. Although it builds on Model 11,
it closely aligns with the concepts described in Section 2.1. Nutrient transport is modelled using
a quasi-steady advection-diffusion-reaction equation, where nutrient consumption by biomass
follows Monod kinetics [84]. The resulting biomass production contributes to an increase in
biofilm thickness. The transport of nutrients is influenced by the water volume fraction (φbio)
within the biofilm, and a zero-flux boundary condition is imposed at x = 0. At the opposite
boundary, x = L(t), a constant influx of nutrients is maintained, modelled using a Dirichlet
boundary condition.

In this model, the Monod term used to represent nutrient consumption is driven by the maxi-
mal nutrient consumption rate, rather than the maximum bacterial growth rate as in Section 3.1.
This is because the equations governing proliferative bacteria and EPS include the Monod term
to quantify the nutrient consumption by bacteria for growth, which is then multiplied by a con-
version factor representing the metabolic rate to production rate for both bacteria and EPS. This
adjustment reflects the fact that not all the nutrients consumed contribute directly to biomass
growth. Although the application differs, using a conversion factor in the bacteria equation here,
as opposed to the maximum biomass density and yield coefficient in the nutrient equation in
Model 11, the fundamental concept remains consistent with Model 11 in Section 3.1 that not all
of the nutrient consumed contributes directly to growth.

The dynamics of proliferative bacteria and EPS are governed by an unsteady advection-
diffusion-reaction equation. The reaction terms for both bacteria and EPS account for biomass
production via nutrient utilisation, with an additional term for natural bacterial death in the
proliferative bacteria equation. Since nutrient transport is influenced by the available fluid space
within the biofilm, the reaction terms depend on φbio. The advective velocity of the biomass,
which affects its transport and spatial distribution within the biofilm, is determined by a force
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balance equation and conservation of volume.
The progression of the biofilm-bulk fluid interface, at x = L(t), is governed by the biomass

velocity at this interface, integrating the biological factors that contribute to biofilm expansion.
In this model, we have excluded the detachment term to focus solely on biofilm growth driven by
bacteria and EPS. We assume an incompressible system so that the combined volume fraction
of all components in the biofilm, including all bacterial phenotypes, EPS, and water, remains
constant and is equal to 1. This implies that there are no air gaps within the biofilm, which is a
valid assumption for a fully diffused biofilm, such as those found in the body. The nutrients are
dissolved in the water and do not contribute to the volume as a separate component. Nutrient
molecules are small compared to the biofilm components so their presence does not significantly
affect the volume of the water. Therefore, nutrients are not included separately in the volume
constraint. Here, ‘water’ refers to plasma and any small blood constituents that do not signifi-
cantly affect the fluid properties, allowing it to be modelled as a simple fluid. For simplicity, φbio

is assumed to have a constant value following the simplification strategy 1 in Section 2.2. We
take the average value of 0.8 from Table 2.2. This is also assumed for the next models in Chapter
4 and 5. Additionally, given the assumption that there is no biofilm growth within the porous
implant, a zero-flux condition is imposed for bacteria and EPS at both the implant-biofilm inter-
face and the biofilm-bulk fluid interface. The biomass velocity is set to zero at x = 0, reflecting
a static boundary at the implant interface.

3.2.2 Governing equations

As described in the previous section, the growth of proliferative bacteria and the formation of
EPS within the biofilm are governed by the following partial differential equations [84]

Bt +(vB)x = DBBxx + kB
µφbioS

kS +φbioS
B−bB, 0 < x < L(t), t > 0, (3.23)

Et +(vE)x = DEExx + kE
µφbioS

kS +φbioS
B, 0 < x < L(t), t > 0. (3.24)

The advective velocity v governs the movement of biomass within the biofilm with the terms
(vB)x and (vE)x representing the advective transport of bacteria and EPS, respectively. The
Monod term µφbioS

kS+φbioS represents the rate of nutrient consumption by the bacteria, which drives
both bacterial growth and EPS production. φbio represents the water volume fraction within the
biofilm, which modulates the effective transport and availability of nutrients. Here, b denotes
the natural death rate of the bacteria. The variables DB and DE represent the diffusivities of the
bacteria and EPS, respectively.

Nutrient transport within the biofilm is described by:

φbio(vS)x = φbioDSSxx −
µφbioS

kS +φbioS
B, 0 < x < L(t), t > 0, (3.25)
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where DS is the diffusivity of the nutrient. The relationship between φbio, bacterial concentration
B, and EPS concentration E is given by

1 = φbio +
B
ρB

+
E
ρE

, (3.26)

where ρB and ρE are the densities of bacteria and EPS, respectively. This equation ensures that
the total volume fraction within the biofilm, consisting of water, bacteria, and EPS, remains
constant.

The advective velocity v of the biofilm constituents, which influences their transport and
distribution, is determined by the following equations:

v = −λPx, 0 < x < L(t), (3.27)

vx =
1

1−φbio

((
kB

ρB
+

kE

ρE

)
µφbioS

kS +φbioS
B− bB

ρB

)
, 0 < x < L(t), t > 0. (3.28)

Here, we assume that the densities ρB and ρE remain constant to simplify the analysis. Under
this assumption, the advective transport of biofilm constituents is described by equation (3.28).
Here, Px represents the pressure gradient within the biofilm, and λ is a proportionality constant
related to the biofilm’s mechanical properties. The first equation approximates the force balance
within the biofilm, while the second equation represents the conservation of volume, accounting
for the growth and movement of biomass within the biofilm. To derive this equation, we first sum
equation (3.23), divided by ρB, and equation (3.24), divided by ρE . The resulting expression is
then substituted into equation (3.26). In this study, the force balance equation is deemed redun-
dant and will not be used in the analysis, as it is only needed if the pressure P is required, which
is not essential for solving the remaining equations. Furthermore, we have ignored the diffusion
terms in the conservation of volume equation (3.28), because they are significantly smaller com-
pared to the reaction terms, allowing us to simplify the calculations without compromising the
accuracy of the model.

The evolution of the biofilm-fluid interface, denoted by L(t), is governed by the following
equation

dL
dt

= v(L), t > 0, (3.29)

which describes the rate at which the biofilm expands over time and is simply the velocity of the
biomass at the point x = L.
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Initial and Boundary Conditions

The initial conditions assume that:

B(x,0) = B0e
v(x,0)

DB
x
, 0 < x < L(0), (3.30)

E(x,0) = E0e
v(x,0)
DE

x
, 0 < x < L(0), (3.31)

L(0) = L0. (3.32)

The initial condition of bacteria and EPS is spatially dependent, ensuring consistency with
the boundary conditions.

At the implant-biofilm interface (x = 0), a zero-flux condition is imposed on the nutrient,
bacteria, and EPS concentrations to reflect the lack of nutrient and biomass transport through
this boundary and the velocity is set to zero:

−DSSx =−DBBx =−DEEx = 0, at x = 0, t > 0, (3.33)

v = 0, at x = 0, t > 0. (3.34)

At the biofilm-bulk fluid interface (x = L(t)), a Dirichlet boundary condition is applied for
the nutrient concentration S. Meanwhile, a zero-flux condition is applied for the bacteria and
EPS concentrations to prevent their transport through the interface:

S = S0, at x = L(t), t > 0, (3.35)

−DBBx + vB =−DEEx + vE = 0, at x = L(t), t > 0. (3.36)

These boundary conditions ensure that the biofilm dynamics are appropriately constrained
by the physical and biological interactions at the biofilm’s interfaces.

The parameters involved in the equations (3.23)-(3.36) are detailed in Table 2.2 and the
variables are detailed in Table 2.1.

3.2.3 Non-dimensionalisation

To simplify the analysis and make the model equations dimensionless, we introduce the follow-
ing non-dimensional variables:

B =
B
kS
, E =

E
kS
, S =

S
kS
, t = bt, v =

v
bL0

, x =
x

L0
.

Using these non-dimensional variables, we rewrite the governing equations (3.23)–(3.29)
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and the initial and boundary conditions (3.30)–(3.36) in their non-dimensional forms:

Bt +(vB)x = DBBxx +G1
φbioS

1+φbioS
B−B, 0 < x < L(t), t > 0, (3.37)

Et +(vE)x = DEExx +G2
φbioS

1+φbioS
B, 0 < x < L(t), t > 0, (3.38)

φbio(vS)x = φbioDSSxx −G3
φbioS

1+φbioS
B, 0 < x < L(t), t > 0, (3.39)

1 = φbio +
B

ρB
+

E
ρE

, (3.40)

vx =
1

1−φ

((
kB

ρB
+

kE

ρE

)
G3

φbioS
1+φbioS

B− B
ρB

)
, 0 < x < L(t), t > 0,(3.41)

dL
dt

= v(L), t > 0. (3.42)

The initial conditions in non-dimensional form are

B(x,0) = B0e
v(x,0)

DB
x
, 0 < x < L(0), (3.43)

E(x,0) = E0e
v(x,0)
DE

x
, 0 < x < L(0), (3.44)

L(0) = L0. (3.45)

The boundary conditions (3.33)–(3.36) also transform into their non-dimensional forms as
follows

−DSSx =−DBBx =−DEEx = 0, at x = 0, t > 0, (3.46)

v = 0 at x = 0, t > 0, (3.47)

S = S0 at x = L(t), t > 0, (3.48)

−DBBx + vB =−DEEx + vE = 0 at x = L(t), t > 0. (3.49)

The non-dimensional parameters introduced in the equations above are defined as

G1 =
kBµ

b
, G2 =

kE µ

b
, G3 =

µ

b
, Ds =

Ds

bL0
2 , DB =

DB

bL2
0
, DE =

DE

bL2
0
,

B0 =
B0

kS
, E0 =

E0

kS
, L0 =

L0

L0
= 1, S0 =

S0

kS
, ρB =

ρB

kS
, ρE =

ρE

kS
.

3.2.4 Solution methodology

The computational procedure for solving this model is very similar to the methodology de-
scribed in Section 3.1.5. First, using the initial values of B and S, we solve equation (3.41) to
obtain the advective velocity v. Next, the thickness of the biofilm in the subsequent time step is
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determined by solving equation (3.42) using the computed velocity v and the initial value of L.
We then update B, E, and S for the next time step by solving equations (3.37), (3.38), and (3.39),
respectively. The newly obtained values of B, E, and S replace the initial values B0, E0, and S0

in preparation for the next iteration. This process is repeated from the first step until the solution
converges within a specified tolerance. For quantitative analysis, the governing equations (3.37)-
(3.42), along with the prescribed boundary and initial conditions (equations (3.43)–(3.49)), are
solved using MATLAB. The unsteady equations governing bacteria, EPS, and biofilm thickness
are solved using the explicit Euler method, using MATLAB, while the boundary value problem
for nutrient transport within the biofilm is solved numerically using MATLAB’s ‘bvp4c’ func-
tion. This function is specifically designed to handle boundary value problems by automatically
satisfying boundary conditions at both ends, providing higher accuracy and stability through a
fourth-order collocation method with adaptive mesh refinement and error control.

3.2.5 Results and discussions

It is important to note that all results are presented in non-dimensional form, although the over-
line notation is omitted in the figures for clarity. In addition, a sensitivity analysis was conducted
to investigate the effects of varying parameters such as nutrient diffusivity and the maximal nu-
trient consumption rate on biofilm growth and structure. For each species (e.g. B), a key quantity
of interest is the total concentration, defined as the integral of the concentration of that species
over the 1D spatial domain. For example, a total concentration of proliferative bacteria would
be calculated as

∫ L(t)
0 B(x, t)dx. This quantity is equal to mass per unit area, an areal concentra-

tion, but the term ‘total concentration’ is used throughout the thesis for consistency with other
measures of the system. All plots are for a final time of 20 days. This time was chosen because,
although the biofilm had not yet reached a steady state, it exhibited prominent behaviours and
structures by this point. Unlike Model 11, which used a 10-day final time, this model incorpo-
rates both bacterial and EPS dynamics, leading to more complex growth behaviours that take
longer to develop.

Effect of diffusion coefficient (DS) of nutrient

Fig. 3.6(a) presents the total bacterial concentration over time for three different diffusion sce-
narios: DS × 10 (red curve), DS (black curve), and DS/10 (blue curve), where DS is the non-
dimensionalised value based on the parameter’s base value listed in Table 2.2. With increased
nutrient diffusion, there is a rapid increase in bacterial concentration, particularly evident in
higher diffusion case, reflecting the increased availability of nutrients. This surge peaks sharply
before declining, indicating that while higher diffusion initially promotes rapid bacterial growth,
it is not sustainable over time due to factors such as nutrient depletion or bacterial death. In con-
trast, the lower diffusion scenario shows a more gradual increase in bacterial concentration,
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suggesting slower growth due to limited nutrient availability. Fig. 3.6(b) depicts the correspond-
ing total EPS concentration under the same conditions, revealing a continuous increase in EPS
production that correlates with nutrient diffusion rates. The red curve, representing the highest
diffusion rate, shows the fastest and most substantial EPS production, which continues to rise
even after bacterial growth declines. EPS production allows the biofilm to stabilise and maintain
its structure, even as the bacterial population decreases. However, the rate of growth of EPS
slows down from the time the bacteria concentration starts decreasing.

(a)

Figure 3.6: Effect of varying nutrient diffusivity (DS) on (a) temporal variation of total bacteria
concentration, (b) temporal variation of total EPS concentration.

Fig. 3.7(a) illustrates that from the implant-biofilm interface the bacteria concentration in-
creases as you move towards the biofilm-bulk fluid interface. It is particularly noticeable under
the highest nutrient diffusion condition, where the concentration peaks near the biofilm-bulk
fluid interface, due to the abundant nutrient supply, which enters the biofilm from the bulk fluid
interface. However, as we move deeper into the biofilm, which is towards the implant-biofilm
interface (x = 0), the bacterial concentration decreases, especially for the highest diffusion co-
efficient. This counterintuitive result can be attributed to the scarcity of nutrients in the deeper
layers, as shown in Fig. 3.7(c), where nutrient concentration diminishes rapidly away from the
biofilm-bulk fluid interface. Moreover, in these deeper layers, the higher diffusion condition
leads to an increase in EPS production (as seen in Fig. 3.7(b)), which might further restrict bac-
terial growth by consuming resources that could otherwise be used for bacterial proliferation.

Fig. 3.7(b) shows the distribution of EPS concentration across the biofilm thickness, reveal-
ing that EPS is highest in the deeper layers of the biofilm, particularly under conditions of higher
nutrient diffusion. In nutrient-deprived conditions found deeper in the biofilm, bacteria may shift
their metabolic focus from growth to EPS production for stability. EPS plays a critical role in
protecting the biofilm’s structural integrity and shielding bacteria from environmental stresses.
As nutrients become more abundant near the interface with the bulk fluid, the need for EPS pro-
duction decreases, while the drive for biofilm growth intensifies, resulting in a gradual decline
in EPS concentration.
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(a) (b)

(c)

Figure 3.7: Effect of varying nutrient diffusivity (DS) on (a) spatial variation of bacteria concen-
tration at final time, (b) spatial variation of EPS concentration at final time, (c) spatial variation
of nutrient concentration at final time.

Fig. 3.7(c) reinforces these observations by depicting the nutrient concentration across the
biofilm. The nutrient concentration is highest at the biofilm-bulk fluid interface as a result of
the direct nutrient influx from the bulk fluid. As nutrients diffuse deeper into the biofilm, their
concentration decreases significantly, especially under higher diffusion conditions, where the
nutrients are quickly consumed by the actively growing bacterial population near the interface.
This rapid consumption leads to nutrient scarcity in the deeper layers, which is consistent with
the observed decrease in bacterial concentration in Fig. 3.7(a) [114]. The lower nutrient avail-
ability, combined with higher EPS production in these regions, further limits bacterial growth,
creating a stratified biofilm structure where the outer layers near the interface are dominated by
active bacterial growth, while the deeper layers focus on EPS synthesis for biofilm stability.

Fig. 3.8(a) illustrates the growth of biofilm thickness over time for three different nutrient
diffusion scenarios. As the biofilm develops, the thickness increases in all scenarios, but the
rate and extent of this growth are heavily dependent on the nutrient diffusion coefficient. In the
scenario with the highest diffusion, the biofilm expands rapidly, achieving significantly greater
thickness compared to the other conditions. This rapid expansion is driven by the abundant nu-
trient supply available throughout the biofilm, particularly near the biofilm-bulk fluid interface,
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where bacterial growth is most active. The higher diffusion allows nutrients to penetrate deeper
into the biofilm, supporting sustained growth and resulting in a thicker biofilm over time. In
contrast, in the lower diffusion scenarios, the thickness of the biofilm increases more slowly,
reflecting the limited availability of nutrients that constrains bacterial proliferation and biofilm
expansion. This slower growth under lower diffusion conditions highlights how nutrient scarcity
can limit the biofilm’s ability to develop fully.

(a) (b)

Figure 3.8: Effect of varying nutrient diffusivity (DS) on (a) temporal variation of biofilm thick-
ness, (b) temporal variation of velocity at the biofilm-bulk fluid interface.

Fig. 3.8(b) shows the velocity of biomass at the biofilm-bulk-fluid interface over time, rep-
resenting the rate at which the biofilm’s outer boundary is advancing. The velocity is highest
for the scenario with the highest nutrient diffusion, where the ample nutrient availability fuels a
rapid expansion of the biofilm. This high initial velocity corresponds to the early and rapid in-
crease in biofilm thickness observed in Fig. 3.8(a). However, over time, the velocity decreases,
with a more rapid decline observed in the high-diffusion scenario, eventually stabilising at a
low value. This decline in velocity suggests that, as the biofilm thickens, the nutrient supply
becomes more limited within the biofilm, slowing the rate of expansion at the boundary. In
the high diffusion scenario, the initial rapid consumption of nutrients leads to faster depletion,
causing a reduction in the biofilm’s growth rate over time. The lower diffusion scenarios exhibit
a similar trend, but with lower initial velocities and a more gradual decline, consistent with the
slower increase in biofilm thickness. This slower velocity and biofilm growth under low diffu-
sion conditions further emphasise the critical role of nutrient diffusion in biofilm development,
where limited nutrient availability can restrict both the growth rate and the ultimate thickness of
the biofilm.

Effect of maximal nutrient consumption rate (µ)

Fig. 3.9(a) shows the total bacterial concentration as a function of time for three different sce-
narios: µ increased by 20% (red curve), the baseline µ (black curve), and µ decreased by 20%
(blue curve),where µ is the parameter value listed in Table 2.2. Initially, all scenarios exhibit a
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rapid increase in bacterial concentration, which have slightly delayed peaks and with different
magnitudes, as µ decreases. The highest peak is observed when µ increases by 20%, indicating
that higher nutrient consumption rates lead to faster and more substantial bacterial growth. Con-
versely, the scenario with a 20% decrease in µ results in a lower peak, reflecting slower bacterial
growth due to reduced nutrient uptake. After reaching these peaks, the bacterial concentration
declines sharply in all scenarios, eventually stabilising at a lower level. This suggests that in-
creased nutrient consumption supports more bacterial activity, even as the biofilm matures and
resources become limited.

(a) (b)

Figure 3.9: Effect of varying maximal nutrient consumption rate (µ) on (a) temporal variation
of total bacteria concentration, (b) temporal variation of total EPS concentration.

Fig. 3.9(b) illustrates the total EPS concentration over time for the same three scenarios.
Unlike the bacterial concentration, the EPS concentration steadily increases throughout the time
period, with the rate of increase directly correlated to µ . The scenario with a 20% increase in
µ shows the highest EPS production, followed by the baseline and then the 20% decrease in µ .
This trend indicates that higher nutrient consumption rates not only accelerate bacterial growth
but also enhance EPS production. As the bacteria consume more nutrients, they produce more
EPS to maintain the biofilm structure, particularly as the biofilm matures and nutrient availability
begins to diminish. Although the total EPS concentration increases with time, the growth rate
slows once the total bacterial population begins to decline [50].

Fig. 3.10(a) shows the bacterial concentration across the biofilm thickness under different µ

conditions. Bacterial concentration generally increases towards the biofilm-bulk fluid interface,
where nutrients are the most abundant. This interface is the main source of nutrients, leading
to the highest bacterial growth in this region. However, across the biofilm thickness, bacterial
concentration is lowest when µ is highest, despite the initial nutrient influx. This occurs because
a higher µ accelerates nutrient consumption, leading to rapid depletion near the interface and,
consequently, limiting bacterial growth in the deeper biofilm layers. In contrast, when µ is
decreased by 20%, nutrient consumption is slower and more evenly distributed, allowing for a
more sustained bacterial presence throughout the biofilm.
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(a) (b)

(c)

Figure 3.10: Effect of varying maximal nutrient consumption rate (µ) on (a) spatial variation of
bacteria concentration at final time, (b) spatial variation of EPS concentration at final time, (c)
spatial variation of nutrient concentration at final time.

Fig. 3.10(b), which depicts EPS concentration across the biofilm thickness, complements
these findings. The EPS concentration is highest when µ is increased by 20%, despite the
lower bacterial concentrations observed in Fig. 3.10(a). This relationship can be attributed to
the fact that a higher µ results in faster nutrient consumption, leading to rapid bacterial growth,
which subsequently stimulates EPS production. Consequently, this case exhibits a lower bacte-
rial concentration throughout the biofilm. As nutrients become scarce, particularly at the deeper
levels of the biofilm, bacteria shift their metabolic focus towards producing EPS to stabilise
the biofilm structure and facilitate the transition to a mature biofilm state. The increased EPS
concentration at these deeper levels is a clear indication of the need of the biofilm to maintain
structural integrity. This contrasts with the scenario where µ is decreased by 20%, where nutri-
ent consumption is slower, leading to higher bacterial concentrations but lower EPS production,
as the bacteria prioritise growth.

Fig. 3.10(c) illustrates nutrient concentration across the biofilm thickness, providing in-
sights into the underlying causes of the patterns observed in Fig. 3.10(a) and (b). Nutrient
concentration is highest when µ is decreased by 20%, particularly in the thicker regions of the
biofilm. This higher availability of nutrients supports the sustained bacterial growth observed
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in Fig. 3.10(a) and corresponds to a lower production of EPS, as seen in Fig. 3.10(b). Alterna-
tively, when µ is increased by 20%, nutrient concentration is significantly lower, especially in
the deeper layers of the biofilm. This scarcity of nutrients explains the reduced growth of bac-
teria and the increase in EPS production. A higher µ accelerates nutrient consumption, causing
a faster depletion of resources and rapid initial bacterial growth, which results in a higher EPS
concentration at the final time. A lower µ promotes more uniform bacterial growth across the
biofilm with less emphasis on EPS production. These findings underscore the critical role of
nutrient dynamics in determining the spatial and functional characteristics of biofilms, with the
maximal nutrient consumption rate being a key factor that influences the biofilm’s maturation
and stability.

Fig. 3.11(a) shows the evolution of biofilm thickness over time under three different scenar-
ios. When µ is increased by 20%, the biofilm thickens more rapidly, reaching a greater final
thickness compared to the baseline and decreased µ conditions. This accelerated growth is due
to the higher rate of nutrient consumption, which drives faster bacterial proliferation, leading
to a faster accumulation of biomass. However, when µ is decreased by 20%, the growth rate
is slower, resulting in a thinner biofilm. The slower growth in this scenario reflects reduced
nutrient uptake, which limits bacterial activity and biomass accumulation.

In Fig. 3.11(b) the velocity of biomass, defined as the rate of change of biofilm thickness,
changes over time at the biofilm-bulk fluid interface. The velocity represents how quickly the
biofilm thickness is changed. Initially, the velocity is highest in the scenario where µ is increased
by 20%, corresponding to the rapid initial growth in biofilm thickness observed in Fig. 3.11(a).
This high velocity occurs because the increased nutrient consumption rate fuels fast biomass
growth, pushing the biofilm boundary outward quickly. However, as time progresses, the ve-
locity decreases sharply and stabilises at a lower level. In the high µ scenario, where the initial
rapid consumption of nutrients leads to depletion, the expansion of the biofilm slows as re-
sources become scarce. The baseline and decreased µ scenarios exhibit similar trends but with
lower initial velocities and more gradual declines, consistent with the slower increase in biofilm
thickness seen in Fig. 3.11(a). These findings highlight the importance of nutrient dynamics in
biofilm development, with the maximal nutrient consumption rate being a key determinant of
both the speed and sustainability of biofilm growth.

3.3 Summary

This chapter explored the development and analysis of one-dimensional biofilm growth models
in antibiotic-free environments, focussing on biofilm formation on medical implants. The main
goal was to gain a clear understanding of the core mechanisms underlying biofilm development
before introducing the added complexity of antibiotic interactions. By examining these base-
line conditions, we laid the groundwork for future studies on how antibiotics influence biofilm
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(a) (b)

Figure 3.11: Effect of varying maximal nutrient consumption rate (µ) on (a) temporal variation
of biofilm thickness, (b) temporal variation of velocity at the biofilm-bulk fluid interface.

dynamics. A central contribution of this work is the characterisation of nutrient-driven struc-
tural and compositional changes in biofilms, offering a modular and interpretable framework to
support later investigations involving antibiotic effects.

In the first part of the chapter, we introduced a simplified biofilm growth model based on
the model in [2]. However, our work differs significantly as we analysed different aspects of
biofilm study. This model concentrated on the essential processes of nutrient diffusion, biomass
accumulation, and biofilm detachment. This model was designed to capture the basic dynamics
of biofilm growth, emphasising the interactions between these processes and their collective
impact on biofilm development over time. By non-dimensionalising and linearising the model
equations, we made the system more manageable. MATLAB code was developed to carry out
the numerical simulations, allowing for a detailed sensitivity analysis of key parameters, such
as bacterial death and growth rates, detachment rate, nutrient concentrations, and initial biofilm
thickness. Building on the insights from the first model, the second part of the chapter introduced
an extended model that incorporated additional complexities, including the unsteady growth of
proliferative bacteria and the formation of EPS. This model also accounted for the advective
processes within the biofilm, driven by changes in the volume fractions of bacteria and EPS.

In the first model, a sensitivity analysis was conducted to examine the effects of key param-
eters on biofilm thickness and nutrient distribution. The analysis revealed that lower ratios of
bacterial death to growth rates resulted in thicker biofilms over time, as bacterial growth out-
paced death. In contrast, higher values, where death rates were more pronounced, led to thinner
biofilms. This highlighted the crucial balance between bacterial proliferation and mortality in
determining the biofilm structure. Furthermore, the detachment rate relative to bacterial growth
was shown to play a significant role. Lower values led to thicker biofilms as a result of slower
detachment, while higher values caused more rapid thinning. The availability of nutrients at
the boundary was also a key factor, with higher concentrations accelerating biofilm growth and
thickness. The initial thickness of the biofilm mainly influenced the growth trajectory, where
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larger initial thicknesses led to a faster achievement of steady-state thickness, although all sce-
narios eventually converged to the same final thickness. The comparison between the baseline
and linearised models demonstrates that linearisation provides a reasonable approximation un-
der conditions of low nutrient concentration and small biofilm thickness, as well as when nutri-
ents are abundant. However, it deviates significantly when biofilm thickness is large or nutrient
availability is limited, emphasising the importance of accounting for non-linear effects in these
regimes.

In the second model, which studied the effects of nutrient diffusion and maximal nutrient
consumption rates, the findings further enriched our understanding of biofilm dynamics. Higher
nutrient diffusion coefficients were found to drive rapid initial increases in bacterial concen-
tration and biofilm thickness, but this was followed by faster nutrient depletion. This led to a
decline in bacterial concentration in the deeper layers and a shift towards increased EPS produc-
tion. The maximal nutrient consumption rate also played a crucial role. Higher values resulted
in a more pronounced peak in bacterial concentration, followed by a sharper decline as nutrients
were quickly exhausted. This was accompanied by an increase in the rate of EPS production,
particularly in the deeper layers of the biofilm, because bacteria focused on maintaining struc-
tural integrity. In contrast, lower values supported more uniform bacterial growth throughout
the biofilm, with less emphasis on EPS production. These findings highlight the dynamic nature
of biofilm development, where different processes dominate depending on the environmental
context.

These findings align with the theoretical understanding of biofilm dynamics. However, the
analysis provided a more nuanced understanding of how biofilm growth and structure are influ-
enced by different factors, especially when the dynamics of EPS and bacteria are incorporated
simultaneously. These results will be crucial for understanding the more complex models that in-
corporate antibiotic interactions because the baseline behaviours observed here, such as nutrient
distribution, biofilm growth patterns, and the role of EPS, help define how biofilms respond to
their environment under normal conditions. When antibiotics are introduced into future models,
these baseline dynamics will provide a reference point, allowing us to identify how antibiotics
alter nutrient consumption, bacterial growth, and EPS production, and how these shifts impact
biofilm structure.

This model is limited due to the lack of antibiotic exposure and the exclusion of different
bacterial phenotypes and their influence on biofilm composition. In reality, the presence of
antibiotics and varying bacterial phenotypes, such as persister and dead bacteria, significantly
impacts biofilm dynamics. These limitations will be addressed in the following chapter, where
the influence of antibiotics on biofilm behaviour and the interactions between different bacterial
phenotypes, such as proliferative, persister, and dead bacteria, will be explored, building on the
insights gained in this chapter. In conclusion, this chapter has provided a detailed examina-
tion of biofilm growth in non-antibiotic environments, offering a thorough understanding of the
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underlying mechanisms and setting the stage for more advanced studies.



Chapter 4

Biofilm growth models with continuous
antibiotic administration

In the previous chapter, we explored simplified biofilm growth models in a non-antibiotic envi-
ronment, focussing on understanding the basic structure and dynamics of biofilm growth. Model
8 in Section 3.2 considered proliferative bacteria and EPS, laying the groundwork for a deeper
investigation of biofilm behaviour. The chapter concluded with a discussion of potential future
directions, specifically the incorporation of additional bacterial phenotypes such as persister and
dead cells, which are known to play critical roles in biofilm resilience. As discussed in Section
1.3, biofilm resilience refers to the ability of bacteria within biofilms to withstand antimicro-
bial treatments through two mechanisms: resistance and tolerance. Resistance involves genetic
adaptations, such as mutations or the acquisition of resistance genes, allowing bacteria to grow
despite antibiotics. These traits are heritable. Tolerance, on the other hand, is a phenotypic
adaptation where bacteria survive temporary antibiotic exposure without replicating, often by
entering a persister state or receiving protection from the biofilm’s extracellular matrix. Un-
like resistance, tolerance is not genetically driven but allows bacteria to endure treatment and
any adverse conditions and repopulate after antibiotics are removed or the environment is good
enough to proliferate again [89, 131]. These additional complexities were suggested as the next
logical step in refining our understanding of biofilm dynamics, particularly in environments
where biofilms are subjected to external stressors such as antibiotics. Building on these ideas,
this chapter introduces these additional complexities into the biofilm growth models. This chap-
ter focusses on two simplified one-dimensional biofilm growth models, referred to as Models
5 and 3 of Chapter 2. We focus on the interactions between proliferative, persister, and dead
bacteria under antibiotic pressure and nutrient availability, aiming to isolate the antibiotic ef-
fects on biofilm dynamics. Specifically, our models examine the impact of a constant influx of
antibiotics from an implant on biofilm growth and structure, without the added complexity of
modelling the implant itself. Both models are analysed to understand the dynamics of biofilm
growth and the detailed microbial structure in the presence of antibiotics, providing insights into

65
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the potential mechanisms that drive biofilm resilience. The novelty of this chapter lies in the in-
corporation of nutrient-regulated persister formation and reversion, enabling the investigation of
how nutrient availability modulates persister dynamics and influences the overall biofilm struc-
ture and resilience under antibiotic stress. This physiologically realistic feature, absent from the
models in previous studies, offers a new framework for capturing adaptive biofilm behaviour in
nutrient-limited and antibiotic-exposed environments.

The primary goal of this chapter is to develop and analyse two biofilm growth models to ob-
tain a deeper understanding of biofilm composition under antibiotic influence and its dependence
on nutrient availability. In the first model of this chapter, Model 5, the focus is on understanding
how a constant antibiotic concentration influences the biofilm growth and the interactions be-
tween proliferative, persister, and dead bacteria. The second model, Model 3, builds on Model 5
by introducing nutrient-dependent formation and reversion rates of persister bacteria. This addi-
tion allows the model to simulate how nutrient availability influences the resilience mechanism
of the biofilm. The goal here is to explore how different levels of nutrient availability, ranging
from sufficient to insufficient, affect biofilm resilience and structure in an antibiotic-laden en-
vironment. Through these models, we aim to elucidate how antibiotics and nutrient conditions
shape biofilm growth and structure, providing a detailed analysis of the mechanisms that enable
biofilms to persist even under continuous antibiotic exposure.

Outline

In this chapter, we build on the biofilm growth model introduced in Section 3.2 by extending it to
include additional bacterial phenotypes, specifically persister and dead bacteria. The equations
for Model 5 are presented in detail, along with the initial and boundary conditions applied. We
then proceed to non-dimensionalise the model and perturb it around the initial condition. We
then solve the model using MATLAB. A sensitivity analysis is conducted by varying the con-
centration of antibiotics delivered from the implant to assess its effects on bacterial phenotypes
and overall biofilm growth. Additionally, we explore how changes in the formation and rever-
sion rates of persister bacteria influence these dynamics. The study concludes by comparing the
perturbed solution with the numerical solution.

Model 3 in Section 4.2 further develops the biofilm model by incorporating nutrient-dependent
formation and reversion rates for persister bacteria. After nondimensionalising and solving it us-
ing MATLAB, we vary the constant influx of antibiotics and compare the outcomes with Model
5 to examine how nutrient dependency alters various factors such as bacterial concentration,
EPS concentration, and biofilm thickness. Furthermore, we investigate the impact of varying
nutrient availability from the bulk fluid, ranging from insufficient to intermediate to sufficient
levels. This variation helps us gain deeper insights into antibiotic resilience and reveals how
different levels of nutrient availability affect biofilm characteristics.
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4.1 Biofilm model incorporating antibiotics and bacterial phe-
notypes (Model 5)

The model described in this section builds on Model 8 from Section 3.2, with key enhancements
to include different bacterial phenotypes, such as persister and dead bacteria. We examine the
effects of a constant antibiotic presence on biofilm structure, simplifying the scenario by ex-
cluding a more complex time-dependent antibiotic release from porous implant. Referred to as
Model 5, in line with the nomenclature of Chapter 2, this model explores the impact of varying
antibiotic concentrations and persistence formation and reversion rates on biofilm growth and
composition. Additionally, we compare the numerical solutions with perturbed solutions over
shorter time intervals to assess the model’s accuracy and behaviour in early stages.

4.1.1 Model development

The model aims to capture the intricate microbial architecture of the biofilm, with particular
emphasis on the dynamic interactions among proliferative, persister, and dead bacterial cells,
along with the EPS. The antibiotic concentration, denoted as C(x, t), is described by an unsteady
advection-diffusion-reaction equation. This equation includes a reaction term that specifically
addresses the degradation of the antibiotic due to its interactions within the environment. Trans-
port of soluble species, including the antibiotic, occurs through the fluid-filled spaces that exist
between the bacterial cells and EPS, making it dependent on the biofilm’s water volume fraction,
φbio.

At the boundary where the biofilm meets the implant, a constant influx of the antibiotic
is enforced via a Dirichlet boundary condition. This boundary condition is simplified, as the
primary goal is to study the effects of antibiotics in the most straightforward setting. However,
this will be refined in the next chapter with the introduction of controlled antibiotic delivery
from a porous implant, allowing for a more accurate representation of antibiotic distribution.
Conversely, at the interface between the biofilm and the bulk fluid, an infinite sink condition is
applied. This results in a rapid depletion of the antibiotic at this boundary, reflecting the scenario
where the antibiotic quickly diffuses away into the surrounding fluid.

Nutrient transport within the biofilm is similarly governed by an unsteady advection-diffusion-
reaction equation. The consumption of nutrients by the biomass is modelled using Monod ki-
netics, and the resulting biomass growth leads to an increase in the thickness of the biofilm.
The water volume fraction continues to influence nutrient transport within the biofilm. A zero-
flux boundary condition is imposed at x = 0, while at the boundary x = L(t), nutrient influx is
maintained through a Dirichlet boundary condition. This approach is similar to the one used for
Model 8 in Section 3.2.

The characteristics of the microbial community, including bacterial phenotypes and EPS, and
the evolution of the biofilm-fluid interface are modelled consistently with the approach detailed
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in Section 2.1.
In this model, we assume an incompressible system where the combined volume fraction of

all components in the biofilm, including bacterial phenotypes, EPS, and water, remains constant
and equals 1, following the same explanation as Model 8 in Section 3.2.1. The water volume
fraction is set to a constant value of 0.8. As this follows similar dynamics to Model 8, the
detailed explanation provided for these assumptions in Section 3.2.1 applies to this model as
well.

4.1.2 Governing equations

The bacterial phenotypes considered in this model include proliferative bacteria, persister bacte-
ria, and dead bacteria, in addition to the EPS. The behaviour of these components is captured by
a set of partial differential equations, very similar to the equations presented in [84]. Fig. 2.1 il-
lustrates the interactions between the different species and the concentrations within the biofilm,
providing a visual representation of the processes modelled here. A thorough explanation of
the physical interpretation of each term in the following equations is provided in Section 2.1,
under the discussion of Model 1. The equation governing the dynamics of proliferative bacteria
is given by:

Bt +(vB)x = DBBxx +(kB −κφbioC)
µφbioS

kS +φbioS
B−max(α1φbioC−α2,0)B

−bB− kFB+ kRBp, 0 < x < L(t), t > 0. (4.1)

The term, DBBxx, represents the diffusion of proliferative bacteria, accounting for the spread-
ing of bacteria within the biofilm. The advective velocity v governs the movement of biomass
within the biofilm φbio represents the water volume fraction within the biofilm, which modulates
the effective transport and availability of nutrients. The growth of proliferative bacteria is mod-
elled by the term (kB −κφbioC) µφbioS

kS+φbioSB, which depends on the availability of nutrients and is
inhibited by the presence of antibiotics. Furthermore, the term max(α1φbioC−α2,0)B captures
the death of bacteria due to antibiotic activity under low nutrient conditions. Cell death occurs
when antibiotic concentration exceeds a critical threshold α2/φbioα1 , after which the death rate
increases linearly with concentration. This approach is conceptually similar to [84]. See Fig. 4.1
for a clear visual representation of the max function. The term bB account for natural bacterial
death, whereas kFB and kRBp represent the transition between proliferative and persister states.

The dynamics of persister and dead bacteria are governed by the following equations:

(Bp)t +(vBp)x = DBp(Bp)xx + kFB− kRBp, 0 < x < L(t), t > 0, (4.2)

(Bd)t +(vBd)x = DBd(Bd)xx +κφbioC
µφbioS

kS +φbioS
B

+max(α1φbioC−α2,0)B+bB, 0 < x < L(t), t > 0. (4.3)
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Figure 4.1: Plot of the antibiotic-induced death rate as a function of C. The parameter values
considered for are from Table. 2.2. C is considered in the range [0.01,0.08]kg/m3.

In the persister bacteria equation (4.2), the diffusion term DBp(Bp)xx captures the spatial
spread of persister bacteria, while the terms kFB and kRBp represent the transition between
proliferative and persister states, complementing the corresponding terms in the proliferative
bacteria equation. We have not considered growth of persister bacteria and the effects of an-
tibiotic on them due to their dormant nature. In the dead bacteria equation (4.3), the dif-
fusion term DBd(Bd)xx governs the spread of dead cells, and the terms κφbioC µφbioS

kS+φbioSB and
max(α1φbioC−α2,0)B reflect bacteria killed by antibiotics, while bB represents natural death.
These terms mirror those in the proliferative bacteria equation, showing how dead cells arise
from the proliferative population due to both antibiotic effects and natural death.

The dynamic of the EPS is described by

Et +(vE)x = DEExx + kE
µφbioS

kS +φbioS
B, 0 < x < L(t), t > 0, (4.4)

where the term kE
µφbioS

kS+φbioSB models the production of EPS from the proliferative bacteria, which
is influenced by the availability of nutrients. The diffusion of EPS within the biofilm matrix is
also considered. While EPS typically forms a relatively stationary matrix, including diffusion
is not entirely inaccurate, as small-scale movement of EPS molecules can occur due to local
reorganization or detachment processes within the biofilm [51].

The transport of nutrients and antibiotics within the biofilm is modelled by the following
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equations.

φbioSt +φbio(vS)x = φbioDSSxx −
µφbioS

kS +φbioS
B, 0 < x < L(t), t > 0, (4.5)

φbioCt +φbio(vC)x = φbioDCCxx − kcφbioC, 0 < x < L(t), t > 0. (4.6)

The equation of nutrients includes diffusion and advection, as well as the consumption of
nutrients by bacteria, modelled by the term µφbioS

kS+φbioSB. The equation of antibiotic transport also
includes diffusion and advection. The degradation term kcφbioC denotes deactivation of the
antibiotic due to interaction with the environment.

The volume constraint is expressed by the equation:

1 = φbio +
B+Bp +Bd

ρB
+

E
ρE

. (4.7)

The advective velocity v of the biofilm constituents, which influences their transport and
distribution, is determined by the following relationship.

vx =
1

1−φ

(
kB

ρB
+

kE

ρE

)
µS

kS +S
B, 0 < x < L(t), t > 0. (4.8)

Equation (4.8) has been derived in the same manner as equation (3.28) for Model 8.
The evolution of biofilm thickness L(t) over time is governed by the advective velocity at

the biofilm-bulk fluid interface, thus controlling the expansion of the biofilm.

dL
dt

= v(L), t > 0. (4.9)

This represents the rate of biofilm expansion over time, determined by the velocity of the
biomass at x = L.

Initial and boundary conditions

The initial conditions are given by

C(x,0) = Cin, 0 < x < L(0), (4.10)

S(x,0) = S0, 0 < x < L(0), (4.11)

B(x,0) = B0e
v(x,0)

DB
x
, 0 < x < L(0), (4.12)

Bp(x,0) = Bp0e
v(x,0)
DBp

x
, 0 < x < L(0), (4.13)

Bd(x,0) = Bd0e
v(x,0)
DBd

x
, 0 < x < L(0), (4.14)

E(x,0) = E0e
v(x,0)
DE

x
, 0 < x < L(0), (4.15)

L(0) = L0. (4.16)
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The initial condition of bacterial phenotypes and EPS is spatially dependent, ensuring con-
sistency with the boundary conditions.

At the implant-biofilm interface (x = 0), zero-flux boundary conditions are imposed on the
concentrations of nutrients and biomass constituents

−DSSx =−DBBx =−DBp(Bp)x =−DBd(Bd)x =−DEEx = 0, at x = 0, t > 0. (4.17)

In addition, the advective velocity at this boundary is assumed to be zero and antibiotic is
assumed to have a Dirichlet boundary condition to represent the constant presence of antibiotic.

v = 0, at x = 0, t > 0, (4.18)

C = C0, at x = 0, t > 0. (4.19)

At the biofilm-bulk fluid interface (x = L(t)), the biomass constituents follow a zero-flux
condition, while the nutrient concentration is governed by a Dirichlet boundary condition

S = S0, at x = L(t), t > 0, (4.20)

−DBBx + vB =−DBp(Bp)x + vBp = −DBd(Bd)x + vBd

= −DEEx + vE = 0, at x = L(t), t > 0. (4.21)

All parameters used in the above equations are defined in detail in Table 2.2 and the variables
in Table 2.1.

4.1.3 Non-dimensionalisation

To simplify the model and reduce the number of parameters, we introduce the following non-
dimensional variables. This method of non-dimensionalisation is a relatively standard approach,
as it highlights key dimensionless groups that govern the system’s behaviour and simplifies the
analysis. While not identical, similar non-dimensionalisations have been used in some studies
[121, 142], making this a reasonable choice for analysing biofilm behaviour.

B =
B
kS
, Bp =

Bp

kS
, Bd =

Bd

kS
, E =

E
kS
, S =

S
kS
, C =

α1C
α2

,

t = bt, v =
v

bL0
, x =

x
L0

.

Using these non-dimensional variables, the governing equations (4.1)–(4.9) are transformed
into

Bt +(vB)x = DBBxx +
(
G1 −G4φbioC

) φbioS
1+φbioS

B−max
(
β1(φbioC−1),0

)
B
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−B−β2B+β3Bp, 0 < x < L(t), t > 0, (4.22)

(Bp)t +(vBp)x = DBp(Bp)xx +β2B−β3Bp, 0 < x < L(t), t > 0, (4.23)

(Bd)t +(vBd)x = DBd(Bd)xx +G4φbioC
φbioS

1+φbioS
B

+max
(
β1(φbioC−1),0

)
B+B, 0 < x < L(t), t > 0, (4.24)

Et +(vE)x = DEExx +G2
φbioS

1+φbioS
B, 0 < x < L(t), t > 0, (4.25)

φbioSt +φbio(vS)x = φbioDSSxx −G3
φbioS

1+φbioS
B, 0 < x < L(t), t > 0, (4.26)

φbioCt +φbio(vC)x = φbioDCCxx −β4φbioC, 0 < x < L(t), t > 0, (4.27)

1 = φbio +
B+Bp +Bd

ρB
+

E
ρE

, (4.28)

vx =
1

1−φbio

(
kB

ρB
+

kE

ρE

)
G3

φbioS
1+φbioS

B, 0 < x < L(t), t > 0, (4.29)

dL
dt

= v(L), t > 0. (4.30)

The non-dimensional initial conditions are given by

C(x,0) = Cin, 0 < x < L(0), (4.31)

S(x,0) = S0, 0 < x < L(0), (4.32)

B(x,0) = B0e
v(x,0)

DB
x
, 0 < x < L(0), (4.33)

Bp(x,0) = Bp0e
v(x,0)
DBp

x
, 0 < x < L(0), (4.34)

Bd(x,0) = Bd0e
v(x,0)
DBd

x
, 0 < x < L(0), (4.35)

E(x,0) = E0e
v(x,0)
DE

x
, 0 < x < L(0), (4.36)

L(0) = L0. (4.37)

The boundary conditions (4.17)–(4.21) are similarly transformed into their non-dimensional
forms as follows

−DSSx =−DBBx =−DBp(Bp)x = −DBd(Bd)x

= −DEEx = 0, at x = 0, t > 0, (4.38)

v = 0, at x = 0, t > 0, (4.39)

C = C0, at x = 0, t > 0, (4.40)

S = S0, at x = L(t), t > 0, (4.41)

−DBBx + vB =−DBp(Bp)x + vBp = −DBd(Bd)x + vBd

= −DEEx + vE = 0, at x = L(t), t > 0. (4.42)
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The dimensionless parameters for the above model are defined as

DB =
DB

bL2
0
, DBp =

DBp

bL2
0
, DBd =

DBd

bL2
0
, DE =

DE

bL2
0
, DS =

DS

bL2
0
, DC =

DC

bL2
0
,

G1 =
kBµ

b
, G2 =

kE µ

b
, G3 =

µ

b
, G4 = κ

α2µ

α1b
, β1 =

α2

b
, β2 =

kF

b
, β3 =

kR

b
, β4 =

kC

b
,

ρB =
ρB

kS
, ρE =

ρE

kS
, B0 =

B0

kS
, Bp0 =

Bp0

kS
, Bd0 =

Bd0

kS
, E0 =

E0

kS
, S0 =

S0

kS
,

Cin =
α1Cin

α2
, C0 =

α1C0

α2
, L0 =

L0

L0
= 1.

4.1.4 Perturbation of the model

To gain insight into the behaviour of the system for early time, we introduce perturbations to the
variables around their initial values. This approach allows us to explore how small deviations
from the initial state evolve over time. For simplicity in calculation and notation, we now omit
the bars on the non-dimensionalised variables.

The perturbed variables are defined as follows:

B(x, t) = B0 +B1(x, t), (4.43)

Bp(x, t) = Bp0 +Bp1(x, t), (4.44)

Bd(x, t) = Bd0 +Bd1(x, t), (4.45)

E(x, t) = E0 +E1(x, t), (4.46)

S(x, t) = S0 +S1(x, t), (4.47)

C(x, t) = Cin +C1(x, t), (4.48)

v(x, t) = v0 + v1(x, t), (4.49)

where B1,Bp1,Bd1,E1,S1,C1,v0,v1 are the unknown small perturbation functions that will be
determined.

To determine the leading order term v0, we substitute the initial values B0,S0 into equation
(4.29), yielding:

v0 = k
φbioS0

1+φbioS0
B0x, (4.50)

where k = 1
1−φbio

(
kB
ρB

+ kE
ρE

)
.

Next, by substituting the perturbed variables from equations (4.43)–(4.49) into the prolifer-
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ative bacteria equations (4.22) we obtain the following expressions:

(B0 +B1)t +[(v0 + v1)(B0 +B1)]x = (G1 −G4φbio(Cin +C1))
φbio(S0 +S1)

1+φbio(S0 +S1)
(B0 +B1)

−max(β1(φbio(Cin +C1)−1),0)(B0 +B1)

−(β2 +1)(B0 +B1)+β3(Bp0 +Bp1).

Keeping only terms up to first order in perturbations, substituing the expression for v0 (4.50)
and using the fact that B0, Cin, and S0 are constants, the expression simplifies to:

(B1)t = (G1 −G4φbioCin)
φbioS0

1+φbioS0
B0 +β3Bp0 − (β2 +1)B0

−max(β1(φbioCin −1),0)B0 − k
φbioS0

1+φbioS0
B2

0.

Integrating in time gives:

B1(t) = t

[
(G1 −G4φbioCin)

φbioS0

1+φbioS0
B0 +β3Bp0 − (β2 +1)B0

−max(β1(φbioCin −1),0)B0 − k
φbioS0

1+φbioS0
B2

0

]
. (4.51)

Following the same procedure as for B1, we obtain:

Bp1 = t
[

β2B0 −β3Bp0 − k
φbioS0

1+φbioS0
B0Bp0

]
, (4.52)

Bd1 = t
[

G4
φbioCinφbioS0

1+φbioS0
B0 −B0 −max(β1(φbioCin −1),0)− k

φbioS0

1+φbioS0
B0Bd0

]
,(4.53)

E1 = t
[

G2
φbioS0

1+φbioS0
B0 − k

φbioS0

1+φbioS0
B0E0

]
, (4.54)

S1 = −t
[

G3
φbioS0

1+φbioS0
B0 + k

φbioS0

1+φbioS0
B0S0

]
, (4.55)

C1 = −t
[

β4φbioCin + k
φbioS0

1+φbioS0
B0Cin

]
, (4.56)

L1 = t
[

k
φbioS0

1+φbioS0
B0L0

]
. (4.57)

The first-order velocity perturbation v1 is then found to be:

v1 = kφbio

[
B1S0

1+φbioS0
+

B0S1

1+φbioS0
− B0S0φbioS1

(1+φbioS0)2

]
x. (4.58)

The perturbed solutions are then computed using the expressions for the perturbed variables
B1,Bp1,Bd1,E1,S1,C1,v0,v1 derived above, allowing us to approximate the system’s response
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to small deviations from the initial state.

4.1.5 Results and discussions

Following the computational procedure outlined in Section 3.2.4, we solve the non-dimensional
equations (4.22)-(4.30) under the initial and boundary conditions specified in equations (4.31)-
(4.42) using MATLAB. It is important to emphasise that all results presented pertain to non-
dimensionalised variables, although we have omitted the overline notation in the figures for
clarity. Additionally, we performed a sensitivity analysis to examine the effects of varying key
parameters, such as antibiotic concentration. The analysis also explored scenarios where the
formation rate of persister bacteria exceeds the reversion rate, as well as cases where the for-
mation rate is lower than the reversion rate. The total concentration of any biofilm constituent
at a given time refers to the concentration integrated across the spatial domain at that moment,
effectively representing mass per unit area, an areal concentration. Furthermore, we compared
the numerical solutions to perturbed solutions. Unless stated otherwise, all plots correspond to a
final simulation time of 4 days. This time was selected because it showed significant behaviours
and structures by that time. Unlike Model 8 in Section 3.2.5, which used a 20-day final time,
this model involves continuous antibiotic exposure, causing the biofilm to mature more rapidly.

Effect of varying antitbiotic concentration (C0)

Fig. 4.2(a) illustrates the temporal dynamics of proliferative bacterial concentrations under three
distinct antibiotic conditions: C0 × 5 (red curve), baseline C0 (black curve) and C0/5 (blue
curve), where C0 is the non-dimensionalised value based on the base value of the parameter
listed in Table 2.2. The results show that proliferative bacteria, which are directly susceptible
to antibiotic action, exhibit a rapid decline in their population as the antibiotic concentration
increases. In the case of the highest antibiotic concentration (C0×5), there is a swift decrease in
the number of proliferative bacteria, reflecting an elevated rate of antibiotic-induced cell death.
Conversely, under the lowest antibiotic concentration (C0/5), the decline in proliferative bacteria
is more gradual, as the reduced antibiotic stress allows these cells to persist for a longer period.

Persister cells, known for their antibiotic tolerance, are derived from proliferative cells.
Fig. 4.2(b) illustrates that as the concentration of proliferative bacteria diminishes, the forma-
tion of persister cells correspondingly decreases. This pattern is consistent across all antibiotic
conditions, with the most significant reduction in persisters observed under the highest antibi-
otic concentration. In this scenario, the rapid decline in proliferative cells results in fewer cells
available to transition into persisters. In contrast, the lowest antibiotic concentration sustains a
more gradual decrease in persister cells, as the slower reduction in proliferative bacteria permits
continued, though declining, persister formation over time.

Fig. 4.2(c) highlights the accumulation of dead bacteria over time. Initially, higher antibiotic
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(a) (b)

(c) (d)

Figure 4.2: Effect of varying antibiotic concentration (C0) on (a) temporal variation of total pro-
liferative bacteria concentration, (b) temporal variation of total persister bacteria concentration,
(c) temporal variation of total dead bacteria concentration, (d) temporal variation of total EPS
concentration.

concentrations lead to a rapid increase in dead bacteria, as proliferative cells are quickly killed.
However, as the population of proliferative bacteria decreases, the rate of accumulation of dead
bacteria slows down, eventually reaching a plateau. In contrast, under the lowest antibiotic con-
centration, there is a sustained increase in dead bacteria over time, due to the larger population
of proliferative cells over time that are gradually killed off. Interestingly, this result, where
lower antibiotic concentrations lead to a higher total concentration of dead bacteria at later time
points, is somewhat counterintuitive. One would expect higher antibiotic doses to lead to more
dead cells, but in this case, the prolonged presence of proliferative cells in the low-antibiotic
scenario allows for a continuous killing process over time, resulting in a higher accumulation of
dead cells.

Fig. 4.2(d) reveals that lower antibiotic concentrations lead to a higher number of surviving
proliferative cells, which in turn results in greater EPS production. In contrast, higher antibiotic
concentrations rapidly reduce the number of viable proliferative cells, thereby limiting EPS
production and leading to a lower overall EPS concentration over time.

In summary, higher antibiotic concentrations induce rapid proliferative cell death, reducing
both the formation of persisters and EPS production due to the swift depletion of viable cells.
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This initially leads to a high accumulation of dead cells, which stabilises as the number of
proliferative bacteria decreases. On the other hand, lower antibiotic concentrations allow for
sustained bacterial survival, resulting in a larger persister population, a greater accumulation
of dead bacteria over time, and increased EPS production. The overall trend observed across
all scenarios is a gradual decline in proliferative bacteria, which in turn limits the formation of
persister cells as fewer proliferative bacteria remain to transition into this state.

The biofilm thickness over time is also affected by the concentration of antibiotics. In
Fig. 4.3(a), the highest antibiotic concentration leads to the lowest biofilm thickness. This occurs
because the antibiotic is highly effective at killing proliferative bacteria, which are the primary
contributors to biofilm growth. As a result, there is less accumulation of proliferative cells,
leading to fewer persister cells and dead bacteria. Consequently, the production of EPS is also
limited, resulting in a thinner biofilm. In contrast, when the antibiotic concentration is low, the
biofilm thickness is the highest. The insufficient antibiotic stress allows more proliferative bac-
teria to survive and multiply, contributing directly to biofilm growth. Additionally, the higher
number of proliferative bacteria leads to the formation of more persister cells and eventually
more dead cells as these proliferative cells are exposed to stress over time. The accumulation
of dead cells and the continuous production of EPS further add to the biofilm thickness, re-
sulting in a more substantial biofilm structure. For the intermediate antibiotic concentration,
the biofilm thickness shows a moderate increase. This reflects a balance where the antibiotic
is effective enough to kill a significant portion of proliferative bacteria, but not so much that it
completely suppresses biofilm growth. The moderate levels of persister cells, dead bacteria, and
EPS production contribute to a balanced biofilm thickness.

(a) (b)

Figure 4.3: Effect of varying antibiotic concentratin (C0) on (a) temporal variation of biofilm
thickness, (b) temporal variation of velocity at the biofilm-bulk fluid interface.

The velocity of the biofilm-bulk fluid interface reflects the rate at which the biofilm thickness
changes, indicating how rapidly the biofilm is growing. Although the initial velocities appear
to be the same across all antibiotic concentrations (see Fig. 4.3(b)), the differences in growth
rates become apparent shortly after the initial time. The velocity decreases for all antibiotic
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concentrations over time, but at different rates. For the lowest antibiotic concentration, the ve-
locity remains high in the early stages, suggesting rapid early growth of the biofilm. This is
due to the high number of proliferative bacteria that are not effectively controlled by the antibi-
otic, leading to quick accumulation of biomass. As the antibiotic concentration increases, the
velocity decreases more quickly after the initial time. For the highest antibiotic concentration,
the velocity quickly approaches zero, as the antibiotic effectively kills the proliferative bacteria
early on, preventing significant growth. The reduced formation of persister cells and dead bac-
teria, coupled with limited EPS production, results in a slower rate of biofilm expansion. Over
time, the velocities in all cases converge towards zero as the biofilm reaches a steady state. This
steady state results from the balance between bacterial proliferation, transition, cell death, and
EPS production. For high antibiotic concentrations, this steady state is reached with a thinner
biofilm, while for low concentrations, the biofilm is thicker due to the greater accumulation of all
contributing factors, leading to a delayed stabilisation as seen from the blue curve in Fig. 4.3(b).

Now we examine the spatial profiles of different bacterial concentrations and EPS across the
biofilm at final time, which refers to the last time point simulated in this study, under varying
levels of antibiotic concentration. In Fig. 4.4(a), the proliferative bacteria concentration is lowest
for the highest antibiotic concentration and highest for the intermediate antibiotic concentration.
When the antibiotic is the highest, the intense antibiotic stress leads to more cell death, resulting
in the lowest proliferative concentration. At the intermediate antibiotic concentration, there is a
balance between bacterial growth and antibiotic-induced death, allowing the proliferative pop-
ulation to have the highest concentration at final time among the three scenarios. Interestingly,
at the lowest antibiotic concentration, the proliferative concentration is not the highest, as one
might expect, because more cells are alive initially, leading to a more gradual death over time,
which results to intermediate proliferative bacteria concentration at final time. This results in
a slightly lower proliferative concentration compared to the intermediate case, as some of the
proliferative cells eventually die off.

In Fig. 4.4(b), the persister bacteria concentration is highest for the intermediate antibiotic
concentration and lowest for the lowest antibiotic concentration. The intermediate antibiotic
level creates the perfect environment for a balanced transformation between proliferative and
persister cells. This results in the highest persister concentration, which is expected given the
elevated proliferative concentration at this antibiotic level. When the antibiotic concentration
is low, there is less stress on the proliferative bacteria, so they have a higher metabolic rate
than persister formation rate. This leads to a higher proliferative population and eventually
a higher death rate, but fewer persisters are formed. At the highest antibiotic concentration,
fewer proliferative cells are present due to antibiotic-induced death. However, the increased
antibiotic stress leads to greater persister formation, as the growth rate is suppressed, resulting
in a moderate persister concentration.

In Fig. 4.4(c), the dead bacteria concentration is highest for the lowest antibiotic concentra-
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(a) (b)

(c) (d)

Figure 4.4: Effect of varying antibiotic concentration (C0) on (a) spatial variation of proliferative
bacteria concentration at final time, (b) spatial variation of persister bacteria concentration at
final time, (c) spatial variation of dead bacteria concentration at final time, (d) spatial variation
of EPS concentration at final time.

tion and lowest for the intermediate antibiotic concentration. With the lowest antibiotic concen-
tration, more proliferative bacteria survive initially, but over time, they gradually die off, leading
to the highest concentration of dead bacteria at the final time. The intermediate antibiotic con-
centration strikes a balance between bacterial growth, death, and phenotypic transformations,
resulting in the lowest dead bacteria concentration, as we see highest persister (Fig. 4.4(b)) and
EPS (Fig. 4.4(d)) concentration in this case. For the highest antibiotic concentration, although
the antibiotic is more potent, leading to more cell death initially, the overall number of prolifer-
ative bacteria is lower, so the final dead bacteria concentration is moderate.

In Fig. 4.4(d), the EPS concentration is highest for the intermediate antibiotic concentration
and lowest for the lowest antibiotic concentration at final time. At the intermediate antibiotic
level, a balance is maintained between the biomass constituents. This results in the highest EPS
concentration, which is expected given the elevated proliferative concentration at this antibiotic
level. When the antibiotic concentration is low, the bacteria focus more on growth since the
metabolic rate will be higher and hence overtime more death bacteria will be produced, rather
than on producing protective EPS, leading to the lowest EPS concentration. For the highest
concentration of antibiotics, the stress on the proliferative cells causes them to produce more
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EPS, since the growth of proliferative cells is suppressed. However, since these proliferative
cells die off over time, the final EPS concentration is higher than in the low antibiotic case but
lower than in the intermediate case.

At the highest antibiotic concentration, the proliferative population is minimised due to high
cell death, but a significant portion of the surviving cells transitions to persisters, leading to
moderate persister and EPS levels. This outcome highlights a potential risk in treatment strate-
gies. If antibiotic treatment were stopped or nutrient conditions improved, these persisters could
revert to proliferative states, allowing the biofilm to regrow, potentially leading to a resurgence
of infection. At the intermediate antibiotic concentration, the balance between growth, death,
and phenotypic transformations results in the highest proliferative, persister and EPS concentra-
tions, with a corresponding lower death rate. When the antibiotic concentration is at its lowest,
the focus shifts towards bacterial proliferation, eventually leading to the highest dead cell con-
centration but the lowest EPS and persister bacteria concentration as the biofilm matures. This
suggests that while lower antibiotic doses may result in high initial bacterial survival, over time,
more bacteria will die, but without sufficient persister or EPS formation, the biofilm may be
less resilient overall. It is important to note that the temporal plots of the total concentrations
(Fig. 4.2) refer to the cumulative amount of each biofilm constituent across the entire biofilm
thickness at any given time. Therefore, even if the local concentration of a species is lower at
a specific point, a larger biofilm thickness can result in a higher total concentration. This ex-
plains why a thicker biofilm, such as in the case of low antibiotic concentration, can have higher
total concentrations of bacterial cells, even though the local concentrations are lower for some
biomass constituents like persister and EPS (Fig. 4.4). This difference between local and total
concentrations is important when considering treatment strategies, as targeting biofilm thickness
alone might not fully address the underlying composition, particularly if persisters remain em-
bedded within the biofilm matrix. Treatment approaches that consider both the biofilm’s overall
structure and its internal bacterial composition may be more effective in ensuring long-term
biofilm eradication.

Fig. 4.5 show the spatial structure of the different biomass constituents (proliferative bac-
teria, persister bacteria, dead bacteria, and EPS) across the biofilm at the final time for various
antibiotic concentrations (C0). In previous analyses in Fig. 4.4, we explored how C0 affected
the concentration levels across the biofilm at the final time, where the concentrations appeared
constant. However, the aim of these figures is to reveal the spatial structure more clearly. For
this, the concentrations at each spatial point are normalised by the concentration at x = 0, which
is the implant-biofilm boundary. This normalisation allows us to reveal potential spatial trends
or patterns within the biofilm.

In Fig. 4.5(a), we observe a consistent spatial structure across all cases of C0, for proliferative
bacteria. In each case, the concentration is lowest at the implant-biofilm boundary, where the
antibiotic concentration is highest, suppressing growth. As we move towards the biofilm-bulk
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fluid boundary, the normalised concentration of proliferative bacteria increases. This reflects the
bacteria’s reliance on nutrients, which are more available towards that boundary. The gradient
seen in all three cases highlights the spatial advantage for proliferative bacteria in nutrient-rich
regions far from the direct antibiotic influence.

The spatial structure of persister bacteria (Fig. 4.5(b)) is also consistent across different cases
of antibiotic . In all cases, the persister concentration is highest at the implant-biofilm boundary,
where the stress from the antibiotic induces cells to transition from a proliferative state into a
persister state for survival, due to comparatively higher transition rate than supressed growth
rate of proliferative bacteria. As we move towards the biofilm-bulk fluid boundary, where nutri-
ents are more available and antibiotic pressure decreases, the persister concentration gradually
decreases. This decline is in line with the reduced transition rate to persisters as the growth
rate of proliferative gets higher. Despite differences in the levels of persister concentrations for
different C0 , the overall spatial distribution follows a similar trend for all antibiotic levels.

(a) (b)

(c) (d)

Figure 4.5: Spatial variation of (a) proliferative bacteria, (b) persister bacteria, (c) dead bacteria,
and (d) EPS at the final time, shown for varying antibiotic concentrations (C0). In each plot,
the concentrations are scaled by dividing the value at each spatial point by the concentration at
x = 0.

In Fig. 4.5(c) the spatial structure of dead bacteria shows more variability compared to the
other constituents, especially between different C0 values. For lower antibiotic concentrations,
we observe a significant increase in dead bacteria concentration as we move towards the biofilm-



CHAPTER 4. ...CONTINUOUS ANTIBIOTIC ADMINISTRATION 82

bulk fluid boundary. This pattern reflects the higher concentration of proliferative bacteria near
the nutrient source, which leads to more cell death due to nutrient exhaustion and natural death
over time. The dead bacteria accumulate in regions where proliferative activity was initially
high. For intermediate and higher antibiotic concentrations, the spatial structure of dead bac-
teria exhibits a different pattern. In these cases, the concentration of dead bacteria decreases
gradually from the implant boundary towards the biofilm-bulk fluid boundary, then shows a
slight dip followed by an increase again near the biofilm-bulk fluid boundary. This structure
arises because, under higher antibiotic pressure, more proliferative cells die near the implant
boundary. However, towards the biofilm-bulk fluid boundary, there is less antibiotic concentra-
tion due to diffusion restrictions. As a result, the death rate is lower, leading to a dip. However,
near the boundary with the bulk fluid, where there is still some proliferation occurring due to
nutrient access, the dead bacteria concentration increases again as the remaining proliferative
cells die.

The spatial distribution of EPS in Fig. 4.5(d) mirrors the pattern seen for persister cells.
In all cases, EPS concentration is highest at the implant-biofilm boundary, where cells experi-
ence stress from the antibiotic and the EPS production rate gets much higher than the supressed
growth rate. As we move towards the biofilm-bulk fluid boundary, the concentration of EPS
decreases, with a more pronounced decline for lower antibiotic concentrations. This pattern
is consistent with the tendency of cells near the implant boundary to produce EPS, while in
nutrient-rich regions with fewer stressors, EPS production is minimised as the growth rate in-
creases. The overall trend of EPS decreasing from the implant boundary towards the bulk fluid
boundary is consistent across all antbiotic concentration scenarios.

In all subfigures of Fig. 4.5, the spatial structures are shaped by the competing effects of
antibiotic stress from the implant-biofilm boundary and nutrient availability from the biofilm-
bulk fluid boundary. The structures of the biomass constituents show very little variation across
the biofilm, with very close values along the x-axis. Proliferative bacteria concentrate near
the nutrient source, increasing towards the biofilm-bulk fluid boundary. In contrast, persister
bacteria and EPS are concentrated near the implant boundary due to supressed growth rate of
proliferative induced by antibiotic, with decreasing concentrations toward nutrient-rich regions.
Dead bacteria show more variability: under lower antibiotic conditions, they accumulate near the
biofilm-bulk fluid boundary, while higher antibiotic levels result in a more complex distribution,
with a dip followed by an increase near the biofilm-bulk fluid boundary. These spatial patterns
highlight how each biomass constituent responds to antibiotic and nutrient gradients across the
biofilm.

Impact of persister formation and reversion rates

For the intermediate antibiotic scenario, Figs. 4.6 to 4.7 depict the temporal dynamics of bacte-
rial populations, EPS concentration and biofilm thickness for a total of 100 days which refers to
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a non-dimensional time of 103.95. We consider two conditions: where the persister formation
rate (kF ) is greater than the reversion rate (kR) and vice versa. The baseline values for these
parameters, as shown in Table 2.2, indicate that kR > kF . For the reversed case where kF > kR,
we simply flipped the values, using the value of kR in Table 2.2 as the value for kF , and the value
of kF as the value for kR.

(a) (b)

(c) (d)

Figure 4.6: Effect of reversed formation (kF ) and reversion (kR) rate of persister bacteria on (a)
temporal variation of total proliferative bacteria concentration, (b) temporal variation of total
persister bacteria concentration, (c) temporal variation of total dead bacteria concentration, (d)
temporal variation of total EPS concentration.

Fig. 4.6(a) illustrates that the total proliferative bacteria concentration remains nearly iden-
tical in both scenarios. This observation is logical because the antibiotic targets proliferative
bacteria exclusively, leading to their rapid decline. When kR > kF , more proliferative bacteria
revert from persisters, but these quickly succumb to the antibiotic, resulting in their death. Con-
versely, when kF > kR, proliferative cells are more frequently converted to persisters, reducing
their numbers. This reduction in proliferative bacteria due to conversion and antibiotic action
explains why the proliferative count does not differ significantly between the two cases.

Fig. 4.6(b) shows the behaviour of persister bacteria over time. When kF > kR, a higher
persister population is sustained because more proliferative bacteria are converted to persisters,
which are unaffected by the antibiotic. In contrast, when kR > kF , persister bacteria revert
back to the proliferative state, making them susceptible to the antibiotic, leading to a quicker
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decline in their numbers. Despite this, both scenarios eventually converge to the same persister
concentration because the system reaches an equilibrium where the formation and reversion
rates balance out, leading to a steady state.

Fig. 4.6(c) displays the total dead bacteria concentration. Initially, the dead bacteria increase
rapidly due to the initial antibiotic impact on proliferative bacteria. Over time, whether kF > kR

or kR > kF , the dead bacteria concentration converges to the same value. This occurs because,
in both scenarios, the rate of cell death eventually stabilises as the populations of proliferative
and persister bacteria decline, leading to fewer new deaths. However, the rate at which this
equilibrium is reached differs. When kR > kF , the reversion to proliferative bacteria (and subse-
quent death) occurs faster, leading to a rapid initial increase in dead bacteria. In contrast, when
kF > kR, the conversion of proliferative to persisters slows down the increase in dead bacteria,
but the eventual accumulation reaches the same level.

Fig. 4.6(d) illustrates the total EPS concentration. This follows almost the same logic as the
total dead bacteria. kR > kF results in a rapid initial rise in EPS production. Conversely, when
kF > kR, the conversion from proliferative to persister cells slows down the increase in EPS;
however, the eventual accumulation ultimately reaches the same level.

Figure 4.7: Effect of reversed formation (kF ) and reversion (kR) rate of persister bacteria on
temporal variation of biofilm thickness.

Initially, biofilm thickness increases rapidly in both cases, reflecting the rapid growth of the
biofilm due to bacterial proliferation and EPS production (see Fig. 4.7). However, the dynamics
of this growth differ depending on the relative rates of persister formation and reversion. When
kR > kF , the biofilm thickness stabilises more quickly. This is because a higher reversion rate
leads to more persister bacteria converting back to the proliferative state, which are then targeted
by the antibiotic. As a result, the proliferative bacteria die, contributing to the initial increase in
dead bacteria and EPS, which stabilises the biofilm structure early on. On the other hand, when
kF > kR, the biofilm thickness increases more gradually and takes longer to stabilise. This is
due to the higher rate of persister formation, which protects a portion of the bacterial population
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from the antibiotic. These persisters contribute to the slow and steady growth of the biofilm over
a longer period. Eventually, however, both scenarios converge to the same biofilm thickness as
the populations of proliferative, persister, and dead bacteria, along with EPS, reach equilibrium.

In the beginning, the different rates of bacterial transformation (formation and reversion) lead
to distinct growth patterns, but as time progresses, the overall contributions of the proliferative,
persister, and dead bacteria, along with EPS production, balance out. This equilibrium ensures
that, despite the different initial growth rates, the biofilm thickness stabilises at the same level in
both scenarios. This transition between proliferative and persister states will be explored further
in a later section in this chapter and the following chapter, where a more sophisticated approach
to modelling these transitions is introduced.

Comparison of numerical and perturbed solutions for early-time

Finally, we compare our numerical results with those of the perturbed solution for smaller times.
Fig. 4.8 shows the comparison between the numerical solutions and the solution achieved ana-
lytically by perturbing the variables around the initial values. The maximum non-dimensional
time considered here is 0.1. Initially, the biofilm thickness predicted by both the numerical and
perturbed solutions is identical, as reflected by the overlapping curves. This initial agreement
is expected because, at the very beginning of the simulation, the influence of the perturbation
is minimal, making the system’s response predominantly governed by the initial condition. As
time progresses, however, the perturbed solution begins to diverge slightly from the numerical
solution. This divergence occurs because the perturbation, though small, introduces a gradual
deviation in the system’s dynamics. Over time, the term L1(t) becomes more influential, causing
the perturbed solution to predict a slightly larger biofilm thickness compared to the unperturbed
numerical solution. This divergence, albeit small within the observed time frame, underscores
the sensitivity of the biofilm growth model to initial conditions. It suggests that even minor
perturbations can lead to noticeable differences in the predicted outcomes, especially as time
increases.

Performing a perturbation around the initial time is useful because it provides a simplified
analytical framework to approximate the system’s behavior near the initial conditions, making
it computationally less intensive and easier to solve. This approach helps validate the numerical
model by ensuring that early-stage dynamics predicted by the full model align with those ob-
tained through analytical approximations. In addition, it offers information on the sensitivity of
the system, as small deviations from the initial condition can propagate over time, influencing
the growth of the biofilm.

In this comparison, we have focussed on the temporal variation of biofilm thickness, as it is
a key indicator of the overall system dynamics. The reason we did not show other plots, like
those seen in previous studies (such as different bacterial phenotypes), is that the biofilm thick-
ness provides the most direct and observable measure of the biofilm’s macroscopic growth. It
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Figure 4.8: Temporal variation of biofilm thickness for numerical and perturbed solution for
total time of 0.1 days.

encapsulates the cumulative effect of multiple factors, such as nutrient availability, bacterial pro-
liferation, and EPS production, which are affected by the perturbation. Although other quantities
such as bacterial concentration could be analysed in a similar manner, biofilm thickness gives
a straightforward and representative comparison between the numerical and perturbed solutions
in this early-stage validation.

4.2 Introducing nutrient-dependent formation and reversion
rate of persister bacteria (Model 3)

In this section, we develop a biofilm model that accounts for the dynamic response of bacterial
phenotypes to varying nutrient conditions within the biofilm. Unlike Model 5 in Section 4.1,
which assumed constant rates for the formation and reversion of persister cells, this model in-
troduces a more realistic nutrient-dependent mechanism. Specifically, the model captures how
bacteria switch between proliferative and persister states in response to nutrient availability, in-
corporating critical nutrient thresholds that dictate these transitions. This approach is motivated
by experimental and theoretical studies that demonstrate the strong influence of nutrient con-
ditions on bacterial state transitions. For example, [7] showed that nutrient starvation triggers
persister formation, while [99] highlighted the importance of metabolic cues in persister dynam-
ics. This model offers a more detailed representation of biofilm behaviour under nutrient-limited
conditions. The core characteristics of the model remain consistent with those described in Sec-
tion 4.1. We refer to this model as Model 3, consistent with the nomenclature used in Chapter 2.
The governing equations are solved numerically using MATLAB. We also examine the impact
of varying antibiotic concentrations at the implant-biofilm boundary and nutrient concentrations
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at the biofilm-bulk fluid boundary.

4.2.1 Model development

This model builds upon the foundational structure of the model in Section 4.1 by introducing a
critical aspect of biofilm dynamics: the nutrient-dependent transitions between proliferative and
persister bacterial phenotypes. The primary objective of this model is to elucidate how vary-
ing nutrient concentrations within the biofilm influence the formation and reversion of persister
cells, thereby impacting the overall biofilm structure and resilience. The approach taken for
these nutrient-dependent transition rates follows the same conceptual framework as described in
Section 2.1. Aside from the nutrient-dependent formation and reversion rates, all other charac-
teristics of the model are consistent with those of the model described in Section 4.1.

The model incorporates two key nutrient thresholds, S1 and S2, which govern the transition
rates between the proliferative and persister states, thereby dictating the biofilm’s structural and
functional responses to changes in nutrient availability.

When the nutrient concentration within the biofilm falls below the lower threshold S1, the
environment is deemed insufficient for sustaining active bacterial proliferation. In this scenario,
the model assumes that proliferative bacteria transition into the persister state as a survival strat-
egy. The persister state is characterised by reduced metabolic activity, which allows bacteria
to withstand harsh conditions, including nutrient deprivation and antibiotic exposure. In this
nutrient-insufficient environment, the formation rate of persisters is maximised to ensure a rapid
shift from the proliferative to the persister state. Concurrently, the reversion rate from the per-
sister to the proliferative state is effectively set to zero, reflecting the unsuitability of the envi-
ronment for bacterial growth.

In contrast, when the nutrient concentration exceeds the upper threshold S2, the environment
is rich enough to support bacterial growth and division. Under these conditions, the model
assumes that persister cells revert to the proliferative state to take advantage of the abundant
nutrients. This transition is driven by maximising the reversion rate, allowing persister cells
to re-enter the cell cycle and proliferate. The formation rate for the persister bacteria is set to
zero, as the environmental conditions do not necessitate the formation of persister cells. This
dynamic allows the bacterial population to exploit the favourable nutrient conditions to expand
the biofilm structure.

In the intermediate nutrient range, where the concentration of nutrient is in between S1 and
S2, the model captures a more complex behaviour. Here, both the formation and reversion of
persister bacteria from proliferative bacteria occur simultaneously. Neither of the rates are zero,
meaning that both processes are active, but to varying extents depending on the nutrient con-
centration. As the nutrient concentration increases from S1 to S2, the rate of persister formation
gradually decreases, while the rate of reversion to the proliferative state increases. This balance
reflects the bacterial community’s adaptive response to moderate nutrient levels, where some
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bacteria remain in the persister state as a precautionary measure, while others revert to prolif-
eration to exploit the available resources. This interpolation between the two rates provides a
realistic representation of biofilm dynamics, capturing the gradual adaptation of the bacterial
population to the changing nutrient environment at every space and time point.

Nutrient transport within the biofilm is governed by an unsteady advection-diffusion-reaction
equation, as in Model 5. The consumption of nutrients by the biomass follows Monod kinetics,
and the resulting growth of biomass contributes to the expansion of the biofilm. The water
volume fraction remains a critical parameter, as it influences the porosity of the biofilm matrix,
which in turn affects the diffusion and advection of nutrients and other soluble species within
the biofilm.

Boundary conditions are applied to reflect the interaction between the biofilm and its sur-
rounding environment. At the implant-biofilm interface, a zero-flux boundary condition is im-
posed stating that nutrient cannot travel to the implant medium. At the biofilm-fluid interface, a
Dirichlet boundary condition is applied to maintain a constant influx of nutrients, simulating a
steady supply.

In addition to nutrient transport, the antibiotic concentration within the biofilm is also de-
scribed by an unsteady advection-diffusion-reaction equation. This equation incorporates a
reaction term specifically addressing the degradation of the antibiotic due to its interactions
within the biofilm environment. The transport of soluble species, including the antibiotic, oc-
curs through the fluid-filled spaces that exist between the bacterial cells and the EPS, making
it dependent on the biofilm’s water volume fraction. At the boundary where the biofilm meets
the implant, a constant presence of the antibiotic is enforced via a Dirichlet boundary condition.
Conversely, at the interface between the biofilm and the bulk fluid, an infinite sink condition is
applied. This results in a rapid depletion of the antibiotic at this boundary, reflecting the scenario
in which the antibiotic quickly diffuses into the surrounding fluid.

The microbial community within the biofilm, including proliferative bacteria, persister cells,
dead bacteria, and EPS, is modelled consistently with the approach used in Model 5 in Section
4.1 of this chapter. However, the introduction of nutrient-dependent transition rates adds a sig-
nificant layer of complexity to the model. The assumption of an incompressible system is is
retained, making the sum of the volume fractions of biomass constituents and water equal to 1,
similar to Model 8 and Model 5. The water volume fraction fixed at 0.8, following the same
explanation in Section. 3.2.1.

4.2.2 Governing equations

The dynamics of the biofilm, including interactions among different bacterial phenotypes, EPS,
nutrients, and antibiotics, are governed by a series of equations. This section particularly em-
phasises the nutrient-dependent formation and reversion rates of persister bacteria, while other
aspects of the model mirror those described in Section 4.1.2. A thorough explanation of the
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physical interpretation of each term in the following equations is provided in Section 2.1, under
the discussion of Model 1. These equations, in combination with the initial and boundary condi-
tions, establish a thorough mathematical framework for simulating biofilm behaviour. To avoid
redundancy, only the equations for proliferative and persister bacteria are mentioned here, as
they differ from Model 5. All other equations remain the same as in Model 5 and are explained
in detail in Section 4.1.2.

In this model, the bacterial phenotypes under consideration include proliferative bacteria,
persister bacteria, and dead bacteria, as well as the EPS. The proliferative bacteria dynamics are
described by a partial differential equation that accounts for various factors: diffusion, advection,
and reaction terms influenced by nutrient availability and antibiotic presence. The new equation
is given as

Bt +(vB)x = DBBxx +(kB −κφbioC)
µφbioS

kS +φbioS
B−max(α1φbioC−α2,0)B−bB

−max
(

kF
S2 −S
S2 −S1

,0
)

B

+max
(

kR
S−S1

S2 −S1
,0
)

Bp, 0 < x < L(t), t > 0. (4.59)

The advective velocity v governs the movement of biomass within the biofilm φbio repre-
sents the water volume fraction within the biofilm, which modulates the effective transport
and availability of nutrients. In this equation, the growth of proliferative bacteria is modu-
lated by nutrient concentration and antibiotic concentration, with growth described by the term
(kB −κφbioC) µφbioS

kS+φbioSB. Antibiotic-induced bacterial death under low nutrient conditions is
captured by max(α1φbioC −α2,0)B, while bB represents natural bacterial death. Transitions
between proliferative and persister states, driven by nutrient concentration, are modelled by
the terms max

(
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,0
)
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,0
)

Bp. When S ≤ S1, the term represent-

ing reversion from persister bacteria to proliferative bacteria, max
(
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,0
)

Bp, is zero.
When S ≥ S2, the term representing formation of persister bacteria from proliferative bacte-
ria, max

(
kF

S2−S
S2−S1

,0
)

B, is zero. When S1 < S < S2, both the terms are non-zero. See Fig. 4.9
for a clear visual representation of the max functions.

The dynamics of persister is governed similarly by partial differential equations. For persis-
ter bacteria, the governing equation includes advection, diffusion and nutrient-driven transition
terms, as expressed by

(Bp)t +(vBp)x = DBp(Bp)xx +max
(

kF
S2 −S
S2 −S1

,0
)

B

−max
(

kR
S−S1

S2 −S1
,0
)

Bp, 0 < x < L(t), t > 0. (4.60)

All other governing equations, those for dead bacteria, EPS, nutrients, antibiotics, vol-
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Figure 4.9: Plot of the formation and reversion rate of persister bacteria as a function of S. The
parameter values considered for are from Table. 2.2. The functions are plotted over the range
1.9×10−4 kg/m3 ≤ S ≤ 9.75×10−4 kg/m3.

ume conservation constraint, velocity of biomass and biofilm thickness remain unchanged from
Model 5 (Section 4.1.2).

Initial and boundary conditions

The initial and boundary conditions for this model remain unchanged from Model 5. For a
detailed description of the initial and boundary conditions, refer to Section 4.1.2.

4.2.3 Non-dimensionalisation

The non-dimensionalisation process follows the same approach as used for Model 5 in Sec-
tion 4.1.3. Only the modified equations for proliferative bacteria (equation 4.59) and persister
bacteria (equation 4.60) have been non-dimensionalised here.

Bt +(vB)x = DBBxx +
(
G1 −G4φbioC

) φbioS
1+φbioS

B−max
(
β1(φbioC−1),0

)
B
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,0
)

B
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S−S1

S2 −S1
,0
)

Bp, 0 < x < L(t), t > 0, (4.61)

(Bp)t +(vBp)x = DBp(Bp)xx +max
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−max
(
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S−S1
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,0
)

Bp, 0 < x < L(t), t > 0 (4.62)

New dimensionless parameters that appear in the above transformed equations are defined
as follows

S1 =
S1

kS
, S2 =

S2

kS

For all other non-dimensionalised equations, initial and boundary conditions, and dimensionless
parameters, refer to the non-dimensionalisation for Model 5 in Section 4.1.3.

4.2.4 Results and discussions

Following the computational approach described in Section 3.2.4, we solve the non-dimensional
model using MATLAB. It is important to note that all results are based on non-dimensionalised
variables, with the overline notation omitted in the figures for clarity. Additionally, we con-
ducted a sensitivity analysis to explore the impact of key parameters, such as varying antibiotic
concentrations at the implant-biofilm boundary, and compared the outcomes with those dis-
cussed in Section 4.1.5. We also varied nutrient concentrations at the biofilm-bulk fluid bound-
ary to investigate how these changes influence the nutrient-dependent formation and reversion
rates of persisters. The total concentration of a biofilm constituent at a given time refers to the
spatial integral of its concentration over the biofilm thickness, effectively representing its mass
per unit area. Unless otherwise specified, all plots correspond to a final simulation time of 4
days, same as Model 5.

Effect of varying antitbiotic concentration (C0)

Figs. 4.10-4.12 explore the dynamics of bacterial populations and EPS concentrations in re-
sponse to varying antibiotic concentrations. For all cases depicted in the figures, the nutrient
concentration available from the bulk fluid is maintained between S1 and S2. The analysis for
Fig. 4.10 and 4.11 is based on two different models. The solid lines represent the results from
the current model, Model 3, which incorporates nutrient-dependent rates for the formation of
persister bacteria from proliferative bacteria and their reversion back to proliferative states. In
contrast, the dashed lines correspond to the solutions for Model 5 (Section 4.1), where these
rates are constant and independent of nutrient concentration. We will refer to this as Model 5,
consistent with the terminology used in Chapter 2, throughout this discussion.

Fig. 4.10(a) illustrates the dynamics of total proliferative bacteria concentration over time
under different antibiotic concentrations, comparing Model 3 with Model 5. For the highest
antibiotic concentration, the proliferative bacteria shows a rapid and sharp decline in the pro-
liferative bacteria population. This is because the combination of strong antibiotic stress forces
the killing of a significant portion of the bacteria. Also for Model 3, the rapid reduction is
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exacerbated by the fact that, as nutrient levels drop below S2, proliferative bacteria also starts
transitioning to a persister state. At the lowest antibiotic concentration, the decline in prolifera-
tive bacteria is much more gradual in both models. However, the decline is slower in Model 3
because the nutrient-driven transitions allow more proliferative bacteria to temporarily survive
by shifting to persister states. The solid blue line indicates that lower antibiotic pressure allows
proliferative bacteria to survive longer and transition to persisters and other biomass constituents
more slowly, as the growth rate will be higher due to less antibiotic, maintaining a higher over-
all concentration for an extended period. The dashed blue line is consistently lower than the
solid blue line, reflecting the fact that without the nutrient-driven transition to persisters, the
proliferative bacteria are reduced at a higher rate. This lower decline across all antibiotic levels
in Model 5 results from the lack of nutrient-dependent shifts that would otherwise temporarily
sustain higher concentrations of proliferative bacteria.

(a) (b)

(c) (d)

Figure 4.10: Effect of varying antibiotic concentration (C0) on (a) temporal variation of total
proliferative bacteria concentration, (b) temporal variation of total persister bacteria concentra-
tion, (c) temporal variation of total dead bacteria concentration, (d) temporal variation of total
EPS concentration.The solid lines refers to the Model 3, whereas the dashed lines refer to Model
5.

The consistent observation across all antibiotic concentrations is that Model 3 results in
higher concentrations of proliferative bacteria compared to Model 5. This is because the nutrient-
dependent transitions in the current model allow proliferative bacteria to transition back and
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forth from persister state, depending on nutrient availability, before being fully eliminated by
the antibiotic. In Model 5, the constant rate of transition does not offer this dynamic survival
strategy, resulting in an overall lower concentration of proliferative bacteria.

Fig. 4.10(b) presents the total concentration of persister bacteria over time. The solid blue
line, representing the lowest antibiotic concentration (C0/5) for Model 3, shows the highest peak
in persister concentration, but then gradually decreases. This peak is unique compared to the
other curves, which do not exhibit such a clear maximum. This peak is due to the lower antibi-
otic pressure that allows more proliferative bacteria to survive longer which leads to elevated
persister population. The dashed blue line, although following a similar trend, has consistently
lower values than the solid blue line. This difference is because in Model 5, the constant rate
of transition does not allow for accumulation of persisters in response to nutrient levels, result-
ing in a slower and lower accumulation of persisters. For the highest antibiotic concentration,
the persister population declines more quickly. The strong antibiotic stress rapidly kills prolif-
erative bacteria, leading to a lower persister population. As nutrients become available, some
persisters revert to proliferative states, leading to a faster decline in the persister population. The
dashed red line, representing Model 5, again shows a sharper decline in persister concentration.
The constant transition rate in Model 5 does not allow for the rapid response to environmental
changes, resulting in less concentration overall and a sharper decline.

Across all antibiotic concentrations, the persister concentrations in the current model are
higher than in Model 5. The nutrient-dependent transitions in Model 3 allow for a more dynamic
and responsive shift between bacterial states, particularly in environments with lower antibiotic
pressure, where the peak in persister concentration is most evident. In Model 5, the lack of nu-
trient dependency leads to a more subdued response, resulting in lower persister concentrations
overall.

Fig. 4.10(c) depicts the total concentration of dead bacteria over time, reflecting the direct
impact of antibiotic treatment on the bacterial population. The dead bacteria population is pri-
marily composed of proliferative bacteria that have been killed by the antibiotic or naturally.
The trend across all antibiotic concentrations scenario is that the lowest antibiotic concentration
leads to the highest concentration of dead bacteria, followed by the intermediate concentration,
and then the highest concentration of antibiotic. In Model 3, the concentration of dead bac-
teria increases rapidly, especially under the highest antibiotic concentration. This initial rapid
accumulation of dead bacteria is a direct consequence of the high antibiotic pressure effectively
killing a large number of proliferative bacteria in a short period. The quick transition of prolif-
erative bacteria to the dead state, combined with nutrient-dependent shifts, leads to a substantial
and early peak in dead bacteria concentration for higher antibiotic concentration. At the lowest
antibiotic concentration, the increase in dead bacteria is more gradual and reaches a higher con-
centration overtime. This is because the larger population of proliferative cells over time allows
for a slower accumulation of dead cells. The slower killing rate is consistent with the longer sur-
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vival of proliferative bacteria and the gradual conversion to persisters, which are less susceptible
to antibiotics. The dashed lines, representing Model 5, consistently show lower concentrations
of dead bacteria across all antibiotic levels compared to the solid lines. This is because, in Model
5, the constant transition rates mean that proliferative bacteria are not killed as quickly or in as
large numbers as in Model 3. The lack of a dynamic response to nutrient availability results
in a more gradual and less intense accumulation of dead bacteria, leading to consistently lower
values across the board.

Fig. 4.10(d) focusses on the total concentration of EPS over time, which is crucial for biofilm
formation and stability. The EPS production is directly tied to the presence of proliferative bac-
teria, which are responsible for synthesising EPS as part of the biofilm matrix. In Model 3,
the total EPS concentration increases over time, with the highest values observed at the lowest
antibiotic concentration. This is because the lower antibiotic pressure allows more proliferative
bacteria to survive and continue producing EPS. As a result, the biofilm matrix becomes more
robust over time, with EPS levels peaking as bacterial activity persists. At the highest antibiotic
concentration, EPS production is significantly lower. The rapid killing of proliferative bacteria
due to the high antibiotic pressure means that fewer bacteria remain to contribute to EPS syn-
thesis, leading to a lower overall concentration. This decrease in EPS production reflects the
reduced biomass and the inability of the bacterial community to maintain a strong biofilm under
intense antibiotic treatment. Model 5 shows lower EPS concentrations compared to Model 3 at
all antibiotic levels. This lower EPS production is due to the less dynamic response of bacteria
in Model 5, where constant transition rates result in fewer proliferative bacteria surviving to
produce EPS. Without the nutrient-dependent survival strategies seen in Model 3, the bacterial
population in Model 5 is less capable of sustaining high EPS production, leading to consistently
lower values.

Fig. 4.10 collectively illustrate the complex interactions between proliferative bacteria, per-
sister bacteria, dead bacteria, and EPS concentrations in response to antibiotic treatment. Prolif-
erative bacteria are the key contributors to all other bacterial states and EPS production. Antibi-
otic treatment primarily targets proliferative bacteria, and their reduction directly influences the
formation of persister bacteria, the accumulation of dead bacteria, and the level of EPS produc-
tion. In Model 3, nutrient-dependent transition rates allow proliferative bacteria to dynamically
adapt to environmental changes, leading to higher concentrations of bacterial phenotypes and
EPS compared to Model 5. With constant transition rates, it results in a less responsive bac-
terial population, leading to lower concentrations across all scenarios. A key observation is
that as the antibiotic concentration decreases, the difference between the two models becomes
more pronounced. The consistent trend observed is that lower antibiotic concentrations result
in the highest values for proliferative, persister, dead bacteria, and EPS. This is because lower
antibiotic pressure allows more bacteria to survive longer, maintain higher activity levels, and
produce more EPS. The intermediate antibiotic concentration results in moderate values, while
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the highest antibiotic concentration leads to the lowest values, reflecting the greater efficacy of
the antibiotic in reducing bacterial populations and their byproducts.

Fig. 4.11(a) illustrates the biofilm thickness over time under different antibiotic concentra-
tions. In Model 3, the biofilm thickness increases over time, and the greatest thickness observed
at the lowest antibiotic concentration. This trend is consistent with previous observations where
lower antibiotic pressure allows more proliferative bacteria to survive, leading to increased per-
sister bacteria, dead bacteria and EPS production and, consequently, greater biofilm growth. The
biofilm continues to grow as bacteria persist in the nutrient environment, with thickness stabil-
ising as the biofilm reaches a equilibrium state. In contrast, the dashed blue line, representing
Model 5 at the same low antibiotic concentration, shows a similar trend but with lower overall
biofilm thickness. This reduced thickness is due to the less dynamic response of bacteria in
Model 5, where constant transition rates limit the extent to which the biofilm can grow. Without
the nutrient-driven shifts seen in Model 3, the bacteria are less capable of sustaining the same
level of biomass production production and structural growth, leading to a thinner biofilm. For
the highest antibiotic concentration, both the models indicate minimal biofilm growth. It shows
a slight increase in thickness that quickly stabilises, reflecting the rapid killing of proliferative
bacteria and the corresponding lack of bacteria and EPS production necessary for substantial
biofilm growth.

Across all antibiotic concentrations, Model 3 consistently results in higher biofilm thickness
compared to Model 5. This difference is due to the nutrient-dependent transition rates in Model
3, which allow for more robust bacterial activity and EPS production, facilitating greater biofilm
growth. The observed trend, where lower antibiotic concentrations result in greater biofilm
thickness, followed by intermediate, then high antibiotic concentrations, reinforces the idea that
antibiotic pressure directly inhibits biofilm development by reducing bacterial viability and EPS
production capacity.

(a) (b)

Figure 4.11: Effect of varying antibiotic concentratin (C0) on (a) temporal variation of biofilm
thickness, (b) temporal variation of velocity at the biofilm-bulk fluid interface. The solid lines
refers to Model 3, whereas the dashed lines refer to Model 5.

Fig. 4.11(b) depicts the velocity at the biofilm-bulk fluid interface over time under different
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antibiotic concentrations. This velocity represents the rate of change of biofilm thickness, indi-
cating how quickly the biofilm is expanding in response to the presence of antibiotics. In Model
3, the velocity decreases rapidly, particularly at higher antibiotic concentrations. This rapid de-
crease is due to the rapid reduction in biofilm growth, as proliferative bacteria are quickly killed
by the antibiotic, leading to a sharp decline in the rate at which the biofilm thickness changes.
As the bacterial population decreases and the growth of the biofilm slows down, the velocity
stabilises at a low level, indicating that the biofilm is no longer expanding significantly. At
the lowest antibiotic concentration , the initial velocity is higher and decreases more gradually
compared to the high antibiotic case. This slower decline reflects sustained biofilm growth as
more proliferative bacteria survive and continue to contribute to the biofilm’s expansion. The
gradual reduction in velocity is consistent with the continued increase in biofilm thickness ob-
served in Fig. 4.11(a) under low antibiotic conditions. The dashed lines, representing Model
5, show consistently lower velocities compared to the solid lines across all antibiotic concen-
trations. This lower velocity is a consequence of the less dynamic bacterial response in Model
5, where constant transition rates lead to a more gradual reduction in biofilm expansion. With-
out nutrient-dependent transitions, the bacterial population is less able to maintain rapid biofilm
growth, resulting in a more pronounced decrease in the velocity of the biofilm-bulk fluid inter-
face.

The thickness of the biofilm is determined primarily by biomass production, while the ve-
locity reflects the rate at which the biofilm expands in response to antibiotic treatment. In Model
3, nutrient-dependent transition rates enable bacteria to dynamically adapt to their environment,
resulting in greater biofilm growth and sustained expansion rates under lower antibiotic pres-
sures. Model 5, with its constant transition rates, leads to thinner biofilms and lower velocities
across all antibiotic concentrations, reflecting a less responsive bacterial population.

Fig. 4.12 shows the spatial variation of bacterial phenotypes and EPS at final time, which
refers to the last time point simulated in this study. Fig. 4.12(a) presents the concentration of
proliferative bacteria across biofilm at the final time under different antibiotic concentrations.
Proliferative bacteria are directly impacted by the antibiotic. In this nutrient-dependent model,
the highest antibiotic concentration results in the lowest concentration of proliferative bacteria
across the biofilm thickness. This is because high antibiotic pressure effectively reduces the pop-
ulation of proliferative bacteria by killing them. High antibiotic pressure also means supressed
growth of proliferative bacteria, hence higher transition rate to persister and EPS. Therefore, it
minimises the active proliferative population within the biofilm. At the lowest antibiotic concen-
tration, the concentration of proliferative bacteria is highest. Here, reduced antibiotic pressure
allows for a greater number of proliferative bacteria to survive, leading to a higher biofilm thick-
ness as more bacterial biomass accumulates. The nutrient dependency in this model allows the
bacteria to remain in the proliferative state longer when antibiotics are less aggressive and nutri-
ent levels are favourable, promoting biofilm growth. The intermediate antibiotic concentration
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shows an intermediate level of proliferative bacteria, indicating that as the antibiotic concen-
tration increases, there is a gradual shift from proliferation to transition to persister and EPS
production. This gradient reflects how the balance between nutrient availability and antibiotic
pressure governs the fate of proliferative bacteria within the biofilm.

Fig. 4.12(b) depicts the concentration of persister bacteria across the biofilm at the final time
under different antibiotic concentrations. At the highest antibiotic concentration, the persister
concentration is the highest. The high antibiotic pressure forces a large number of proliferative
bacteria to transition into the persister state as the transition rate would be higher than the su-
pressed growth rate. This shows antibiotic resilience in the biofilm. Conversely, at the lowest
antibiotic concentration, the persister concentration is the lowest at final time, despite the thick-
est biofilm. This occurs because the lower antibiotic pressure allows more bacteria to remain
in the proliferative state, reducing the need for bacteria to transition into persisters, since in this
case proliferation rate would be higher. The biofilm in this case grows primarily through the
activity of proliferative bacteria. The intermediate antibiotic concentration results in a moderate
concentration of persisters. This reflects a balanced scenario where some proliferative bacteria
are killed or converted to persisters, but a significant proportion continues to proliferate, sustain-
ing the biofilm growth.

Fig. 4.12(c) shows the concentration of dead bacteria across the biofilm at the final time
under different antibiotic concentrations. Dead bacteria result from antibiotic-induced death of
proliferative bacteria or natural cell death within the biofilm. Interestingly, the highest concen-
tration of dead bacteria is observed at the lowest antibiotic concentration. This occurs because
the biofilm under low antibiotic pressure contains a higher population of proliferative bacteria.
Over time, these bacteria either die naturally or due to the residual antibiotic effect, leading to a
high concentration of dead cells even though the killing rate is lower compared to higher antibi-
otic concentrations. At the highest antibiotic concentration, the concentration of dead bacteria
is the lowest. This is because the antibiotic quickly reduces the population of proliferative bac-
teria, leaving fewer cells to die and accumulate as dead biomass within the biofilm. The rapid
and effective killing reduces the opportunity for a large accumulation of dead bacteria over time.
The intermediate antibiotic concentration produces a moderate concentration of dead bacteria.
This reflects the balance between the number of proliferative bacteria that survive long enough
to die naturally or from antibiotic effects and the effectiveness of the antibiotic in reducing the
bacterial population.

Fig. 4.12(d) represents the concentration of EPS across the biofilm at the final time. EPS is
produced by proliferative bacteria and is essential for biofilm structure and defense against en-
vironmental stresses, including antibiotic treatment. The highest EPS concentration at final time
is found at the highest antibiotic concentration. Under severe antibiotic pressure, the biofilm
compensates by producing large amounts of EPS, since the Eps production rate would be higher
than the supressed proliferation rate. This helps protect the remaining bacterial cells by rein-



CHAPTER 4. ...CONTINUOUS ANTIBIOTIC ADMINISTRATION 98

(a) (b)

(c) (d)

Figure 4.12: Effect of varying antibiotic concentration (C0) on (a) spatial variation of prolifera-
tive bacteria concentration at final time, (b) spatial variation of persister bacteria concentration
at final time, (c) spatial variation of dead bacteria concentration at final time, (d) spatial variation
of EPS concentration at final time.

forcing the biofilm’s structural integrity. This is a survival mechanism where the biofilm, though
reduced in bacterial numbers, maintains its protective matrix through increased EPS production.
Although this survival mechanism is not explicitly modelled, it is clearly evident from the re-
sults. The lowest antibiotic concentration shows the lowest concentration of EPS, despite the
thickest biofilm. In this scenario, the biofilm’s growth is driven by the high concentration of
proliferative bacteria, which are less stressed and therefore produce less EPS. This happens due
to higher growth rate in low antibiotic scenario. The bacteria focus on expansion rather than de-
fense, leading to a biofilm that is thicker but less fortified with EPS. The intermediate antibiotic
concentration results in a moderate level of EPS production. This reflects a situation where the
biofilm is under moderate stress, leading to the production of enough EPS to maintain structural
integrity without the extreme protective measures seen at the highest antibiotic concentration.

In Model 3, the antibiotic directly affects proliferative bacteria, leading to their death. Per-
sisters, in turn, can revert to proliferative bacteria if conditions become favourable, while dead
bacteria accumulate as a result of antibiotic-induced killing or natural death. EPS, produced
by proliferative bacteria, plays a crucial role in maintaining the biofilm’s structural integrity,
especially under high antibiotic pressure. At low antibiotic concentrations, the biofilm is char-
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acterised by a high concentration of proliferative bacteria, leading to thick biofilm formation
with low persister and EPS concentrations. Although the spatial concentrations of persisters and
EPS are low, the total concentrations can still be substantial due to the larger biofilm thickness.
A thicker biofilm results in a higher total concentration of species, even if the spatial concen-
tration at any time is low. So, under milder antibiotic conditions, the biofilm prioritises growth
and expansion rather than persister or EPS production. In contrast, at high antibiotic concentra-
tions, the biofilm becomes thinner, with a higher concentration of persisters and EPS, indicating
a shift towards high transition rates than growth rate which leads to survival and protection. The
biofilm reduces its active proliferative population and reinforces its structure through increased
EPS production, which is essential for defending against the harsh antibiotic environment. The
intermediate antibiotic concentration results in a balanced biofilm, where both growth and sur-
vival mechanisms are at play. The biofilm maintains a moderate level of proliferative bacteria,
persisters, dead cells, and EPS, reflecting a dynamic response to the antibiotic stress while still
allowing for biofilm expansion.

Fig. 4.13 show the spatial structure of the different biomass constituents (proliferative bac-
teria, persister bacteria, dead bacteria, and EPS) across the biofilm at the final time for various
antibiotic concentrations (C0). In previous analyses in Fig. 4.12, we explored how C0 affected
the concentration levels across the biofilm at the final time, where the concentrations appeared
constant. However, the aim of these figures is to reveal the spatial structure more clearly. For
this, the concentrations at each spatial point are normalised by the concentration at x = 0, which
is the implant-biofilm boundary. This normalisation allows us to reveal potential spatial trends
or patterns within the biofilm. It is important to note that the spatial structures observed in
this figure are almost similar to those in Fig. 4.5 of Model 5. So we will not go into detailed
explanations of each figure again.

The patterns are nearly constant across the biofilm, as indicated by the close-values along
the x-axis. Proliferative bacteria (see Fig. 4.13(a)) continue to be concentrated near the biofilm-
bulk fluid boundary, where nutrients are more abundant, while persister cells and EPS (see
Fig. 4.13(b) and (d)) are concentrated near the implant-biofilm boundary, where antibiotic stress
is higher. The distribution of dead bacteria (see Fig. 4.13(c)) shows some variability, following
similar explanation as Fig. 4.5.

Effect of varying nutrient concentration (S0)

In Figs. 4.14-4.16, we explore how the nutrient concentration coming from the biofilm-bulk fluid
interface (S0), influences the dynamics of bacterial populations and EPS production within the
biofilm. The scenarios are represented by three distinct cases: nutrient-rich environment (S1 <

S2 < S0, red line), where the nutrient concentration at the biofilm-bulk fluid interface is above S2;
intermediate nutrient environment (S1 < S0 < S2, black line), where the nutrient concentration
lies between S1 and S2; and nutrient-poor environment (S0 < S1 < S2, blue line), where the
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Figure 4.13: Spatial variation of (a) proliferative bacteria, (b) persister bacteria, (c) dead bacte-
ria, and (d) EPS at the final time, shown for varying antibiotic concentrations (C0). In each plot,
the concentrations are scaled by dividing the value at each spatial point by the concentration at
x = 0.

nutrient concentration is below S1. These nutrient conditions dictate the transitions between
proliferative and persister bacterial states, ultimately affecting the overall biofilm structure and
resilience. For all cases, the antibiotic concentration available from the implant-biofilm interface
is maintained at the baseline value (0.1kg/m3) from Table: 2.2.

Fig. 4.14(a) illustrates the total concentration of proliferative bacteria over time under these
three nutrient scenarios. Across all cases, the total proliferative bacteria concentration sharply
declines during the initial phase, showing little to no variation between the different nutrient
conditions. Although we would expect a nutrient-rich environment to support a higher concen-
tration of proliferative bacteria, the figure shows that this effect is minimal. This can be ex-
plained by the fact that the antibiotic condition used here is such that it never depletes, meaning
the growth of proliferative bacteria is continuously suppressed by the antibiotic. Also a higher
initial concentration of proliferative bacteria leads to greater production of EPS and a higher rate
of antibiotic-induced death, as indicated by the EPS and dead bacteria plots in Fig. 4.14(c) and
(d). Consequently, the proliferative population declines similarly across all nutrient scenarios,
stabilising at low levels, very close to zero, regardless of the nutrient availability.

Fig. 4.14(b) examines the total concentration of persister bacteria over time under the same
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three nutrient scenarios. The trends here are more distinct across the different nutrient condi-
tions. In the very initial phase, there is a slight buildup of persister bacteria across all scenarios
as proliferative bacteria transition to the persister state. As time progresses, distinct differences
arise between the nutrient conditions. In the nutrient-rich environment, there is a rapid decline
in persister concentration over time. This rapid decline is because the high nutrient availabil-
ity continuously converts persisters back into proliferative bacteria. In the intermediate nutrient
scenario, the persister concentration declines more gradually, reflecting a balance where some
bacteria remain in the persister state while others revert to being proliferative. Interestingly,
in the nutrient-poor environment, persisters continue to accumulate even in the later phases of
biofilm development. This increase is due to the lack of sufficient nutrients, which forces more
bacteria into the persister state as a survival strategy, maintaining a high persister population that
is less susceptible to antibiotic effects. This clearly reflects the resilience produced in biofilm
due to nutrient-scarce environment.

(a) (b)

(c) (d)

Figure 4.14: Effect of varying nutrient concentration (S0) on (a) temporal variation of total pro-
liferative bacteria concentration, (b) temporal variation of total persister bacteria concentration,
(c) temporal variation of total dead bacteria concentration, (d) temporal variation of total EPS
concentration.

Fig. 4.14(c) shows the total concentration of dead bacteria over time, which arises primarily
from the death of proliferative bacteria due to antibiotic action or natural cell death. The dead
bacteria concentration increases sharply during the initial phase as the antibiotic quickly targets
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proliferative bacteria, resulting in a rapid increase in dead cells across all nutrient conditions.
However, the rate and extent of this increase vary significantly in the next stage of biofilm de-
velopment. In the nutrient-rich environment, the dead bacteria concentration is the highest. This
is because the nutrient abundance initially supports a larger population of proliferative bacte-
ria, which are then more heavily targeted and killed by the antibiotic or naturally. This leads
to a high dead bacteria concentration over time. The intermediate nutrient scenario results in
a slightly lower concentration of dead bacteria, consistent with the moderate level of bacterial
proliferation and subsequent death. In the nutrient-poor environment, the dead bacteria con-
centration is the lowest. This lower concentration reflects the initially smaller proliferation of
bacteria and transition to persister due to nutrient scarcity, leading to fewer bacteria available for
antibiotic-induced or natural killing.

Fig. 4.14(d) represents the total concentration of EPS over time. EPS, produced by prolif-
erative bacteria, is critical for biofilm structure and protection against environmental stresses,
including antibiotics. The trends in EPS concentration closely mirror those observed in the
dead bacteria concentration. EPS concentration increases rapidly in the early phase for all nu-
trient conditions. In the nutrient-rich environment, the EPS concentration is the highest, driven
by the higher activity of proliferative bacteria that are supported by the abundant nutrients. In
the intermediate nutrient scenario, the EPS concentration is slightly lower but still significant,
reflecting the moderate level of bacterial activity and EPS production. In the nutrient-poor en-
vironment, the EPS concentration is the lowest. This is because the lack of nutrients severely
limits the activity of proliferative bacteria, leading to higher persister population and minimal
EPS production.

Fig. 4.14 collectively reveals the complex interplay between nutrient availability, bacterial
states, and biofilm components. Proliferative bacteria, which rely on nutrients for growth and
EPS production, are directly affected by the nutrient concentration available from the biofilm-
bulk fluid interface. When nutrient levels are high, the biofilm thrives initially, with a higher
concentration of proliferative bacteria and increased EPS production. However, this also leads
to greater susceptibility to antibiotics, resulting in a higher concentration of dead bacteria. De-
spite the expected effects of nutrient richness on proliferative activity, the interplay with EPS
production and bacterial death results in similar levels of proliferative bacteria across different
nutrient scenarios, highlighting the complex, interconnected nature of biofilm dynamics. It is
important to note that the antibiotic condition in this scenario ensures that it never depletes,
which continuously inhibits proliferative bacterial growth. This is in contrast to what will be
explored in the next chapter, where a more realistic model of controlled antibiotic delivery will
be introduced. Persisters are more prominent in nutrient-poor environments, where they enter
a dormant state to survive the harsh conditions. In such environments, the biofilm composition
shifts towards survival rather than growth, with fewer proliferative bacteria, lower EPS produc-
tion, and reduced susceptibility to antibiotics, as evidenced by the lower concentration of dead
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bacteria. The intermediate nutrient scenario presents a balanced biofilm state, where both pro-
liferative and persister bacteria coexist, resulting in moderate levels of EPS production and dead
bacteria. This reflects a biofilm that is simultaneously growing and maintaining resilience to
environmental stressors. The nutrient-dependent transitions between proliferative and persister
states allow the biofilm to dynamically adapt to changing environmental conditions, balanc-
ing growth, survival, and structural integrity to maintain its overall resilience. The two-phase
behaviour of the biomass constituents, with an initial phase marked by rapid changes and a sub-
sequent stabilisation phase, sets the stage for the more detailed study of biofilm growth phases
in the next chapter. There, the introduction of controlled antibiotic delivery will allow us to
investigate how these phases evolve under more realistic treatment scenarios.

Fig. 4.15(a) shows the biofilm thickness over time under the three nutrient scenarios. Ini-
tially, the biofilm thickness grows quickly in all scenarios; however, the degree of growth dif-
fers depending on nutrient availability. In the nutrient-rich environment, the biofilm thickness
reaches the highest value. This outcome is expected as the abundant nutrients support robust
bacterial growth, particularly dead bacteria and EPS growth (see Fig. 4.14(c), (d)). This leads
to the expansion of the biofilm structure. The intermediate nutrient scenario results in a moder-
ately thick biofilm. Here, the nutrient availability is sufficient to support some growth, but not as
extensively as in the nutrient-rich case. In contrast, the nutrient-poor environment produces the
least biofilm growth, with the thickness stabilising quickly at a much lower value. The lack of
sufficient nutrients restricts bacterial activity and biofilm expansion, leading to a thinner biofilm.

(a) (b)

Figure 4.15: Effect of varying nutrient concentration (S0) on (a) temporal variation of biofilm
thickness, (b) temporal variation of velocity at the biofilm-bulk fluid interface.

Fig. 4.15(b) illustrates the velocity of the biofilm-bulk fluid interface, which represents the
rate of change of biofilm thickness over time, under the same nutrient scenarios. The velocity
decreases over time for all cases, but it starts from different initial values based on the nutrient
conditions. In the nutrient-rich environment, the velocity starts from the highest value, reflecting
the initial growth of the biofilm due to the ample nutrient supply. In the intermediate nutrient
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scenario, the velocity starts from an intermediate value, corresponding to a moderate initial
rate of biofilm expansion. In the nutrient-poor environment, the velocity starts from the lowest
value, indicating a slower initial growth rate due to limited nutrient availability. Despite these
differences in initial velocity, the velocity for all nutrient conditions eventually approaches zero,
indicating that the biofilm growth slows down and stabilises over time, regardless of the initial
nutrient availability.

In a nutrient-rich environment, the biofilm exhibits the greatest thickness and the highest
initial velocity of growth. The availability of abundant nutrients supports increase in dead bac-
teria and EPS, leading to the swift expansion of the biofilm’s structure. As the nutrients are
consumed and the biofilm reaches its maximum thickness, the velocity decreases and eventually
approaches zero, indicating a stabilisation of the biofilm’s growth. In the intermediate nutrient
scenario, the biofilm grows at a moderate rate, leading to a moderately thick biofilm. The cor-
responding initial velocity is lower than in the nutrient-rich environment, reflecting the more
limited nutrient supply. However, as in the nutrient-rich case, the velocity decreases over time
and approaches zero, indicating that the biofilm growth also stabilises as the system reaches
equilibrium. The nutrient-poor environment results in the thinnest biofilm and the lowest ini-
tial velocity of growth. The limited nutrient availability restricts bacterial activity and biofilm
expansion, leading to a quick stabilisation at a low thickness. The initial velocity is the low-
est among the three cases, and it decreases over time to approach zero, reflecting the minimal
growth potential under nutrient-limited conditions.

The rate of biofilm expansion, as indicated by the velocity of the biofilm-bulk fluid interface,
is initially dependent on the availability of nutrients. However, regardless of the initial growth
rate, all scenarios show that the velocity decreases and approaches zero over time, indicating
that the biofilm eventually stabilises, with little to no further growth. This suggests that while
nutrient availability influences the initial growth phase, the long-term behaviour of the biofilm
is characterised by a stabilisation in thickness, regardless of the nutrient conditions.

Fig. 4.16 shows the spatial variation of bacterial phenotypes and EPS at final time. Fig. 4.16
(a) shows the concentration of proliferative bacteria throughout biofilm at the final time, which
refers to the last time point simulated in this study. In the nutrient-rich environment, the concen-
tration of proliferative bacteria is notably low across the biofilm . This might seem unexpected
at first because abundant nutrients should theoretically support a larger proliferative population.
However, the high availability of nutrients leads to a transition of proliferative bacteria into dead
bacteria over time due to antibiotic susceptibility or natural death. This indirectly limits the
proliferative population. In the intermediate nutrient scenario, the concentration of prolifera-
tive bacteria is the highest across the biofilm. This scenario reflects a balance where nutrient
availability supports some proliferation, but this is counterbalanced by the conversion of some
proliferative bacteria into persisters or their death. The stable profile suggests that proliferation
and depletion processes are at equilibrium. In the nutrient-poor environment, the proliferative
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bacteria concentration is almost zero and overlaps with the nutrient-rich case. This indicates that
under nutrient-limited conditions, the biofilm’s capacity to maintain an active, growing popula-
tion is severely restricted, as most bacteria transition into the persister state to survive.

(a) (b)

(c) (d)

Figure 4.16: Effect of varying nutrient concentration (S0) on (a) spatial variation of proliferative
bacteria concentration at final time, (b) spatial variation of persister bacteria concentration at
final time, (c) spatial variation of dead bacteria concentration at final time, (d) spatial variation
of EPS concentration at final time.

Fig. 4.16(b) examines the concentration of persister bacteria throughout the biofilm at the
final time. The results in this figure clearly show the inverse relationship between nutrient avail-
ability and persister concentration. In the nutrient-poor environment, the concentration of per-
sister bacteria is highest across the entire biofilm. This distribution highlights how the lack of
nutrients across the biofilm drives the entire population to adopt the persister state as a survival
strategy. In the intermediate nutrient scenario, the persister concentration is lower but still sig-
nificant. This suggests that the bacteria are exposed to moderate stress, which induces some of
the population to become persisters while allowing others to remain or revert to the proliferative
state. In the nutrient-rich environment, the persister concentration is very low. The abundance
of nutrients encourages the bacteria to maintain or revert to the proliferative state, reducing the
need for a dormant, persister state. This scenario represents a biofilm where growth is favoured
over survival, reflected by the low persister numbers.

Fig. 4.16(c) shows the concentration of dead bacteria across the biofilm at the final time. In
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the nutrient-rich environment, the dead bacteria concentration is the highest across the biofilm
thickness. This is consistent with the earlier observations of low proliferative and persister con-
centrations in this scenario. The initial high proliferative activity under nutrient-rich conditions
makes these bacteria more susceptible to antibiotic-induced or natural death over time, lead-
ing to a higher accumulation of dead cells at final time. In the intermediate nutrient scenario,
the dead bacteria concentration is slightly lower. This reflects a more balanced situation where
some bacteria survive by converting to persisters, while others die due to antibiotic exposure.
In the nutrient-poor environment, the dead bacteria concentration is the lowest. This suggests
that with fewer proliferative bacteria initially present, there are fewer cells to die, leading to a
reduced accumulation of dead cells within the biofilm.

Fig. 4.16(d) illustrates the concentration of EPS across biofilm at the final time. In the
nutrient-rich environment, the EPS concentration is relatively low, despite high initial prolifer-
ative activity. This is likely because the rapid conversion of proliferative bacteria to dead cells
limits the sustained production of EPS. The lower than expected EPS concentration suggests
that while initial growth is high, the biofilm’s structural development might be less robust than
anticipated due to the quick depletion of proliferative bacteria. In the intermediate nutrient sce-
nario, the EPS concentration is slightly higher across the biofilm. This indicates a more stable
production of EPS due to the sustained, though moderate, proliferative activity. The biofilm in
this scenario is likely more structurally sound, with a balanced bacterial composition supporting
steady EPS production. In the nutrient-poor environment, the EPS concentration is the highest,
even though the proliferative bacteria are nearly absent. This suggests that the few prolifera-
tive bacteria in this scenario prioritise EPS production, as its production rate remains higher
and is not affected by antibiotics like the proliferation rate. This strategy helps maintain the
biofilm’s integrity under harsh conditions, resulting in a biofilm structure that is highly resilient
but growth-limited.

In nutrient-rich environments, although abundant nutrients are available, the proliferative
bacteria population at final time remains low due to death from antibiotic exposure or naturally.
The total concentration of proliferative bacteria is high in this case (Fig. 4.14(a)), even though
spatial concentrations might be lower than the other scenarios, because the biofilm is thicker
overall. A larger biofilm thickness results in higher total concentrations, even if the spatial con-
centrations are low. This nutrient-rich scenario highlights the delicate balance between growth
and survival within the biofilm. The high concentration of dead bacteria and relatively low
EPS production reflect the biofilm’s struggle to maintain structural integrity while coping with
high death rates. In nutrient-poor environments, the biofilm adopts a survival-first strategy, with
most bacteria transitioning into the persister state. The high persister concentration across the
biofilm indicates the biofilm’s resilience in harsh conditions, prioritising long-term survival over
short-term growth. Despite the limited number of proliferative bacteria, the biofilm manages to
produce a substantial amount of EPS, ensuring structural stability even as bacterial activity is
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minimised. The intermediate nutrient scenario represents a balanced state where both growth
and survival are moderated. The biofilm in this scenario maintains a moderate level of prolif-
erative bacteria, sufficient to support steady EPS production, while also ensuring that a fraction
of the population remains in the persister state to safeguard against environmental stresses. The
consistent levels of dead bacteria and EPS across the biofilm thickness suggest that this scenario
supports a structurally stable biofilm capable of both growth and resilience.

Fig. 4.17 shows the spatial structure of the different biomass constituents (proliferative bac-
teria, persister bacteria, dead bacteria, and EPS) across the biofilm at the final time for various
nutrient concentrations (S0). In previous analyses in Fig. 4.16, we explored how S0 affected con-
centration levels across the biofilm, where the concentrations appeared constant. However, the
aim of these figures is to reveal the spatial structure more clearly. To achieve this, the concen-
trations at each spatial point are normalised by the concentration at x = 0, the implant-biofilm
boundary, allowing for the identification of potential spatial trends or patterns within the biofilm.
Notably, the spatial structures observed in this figure are similar to those in Fig. 4.5 of Model
5 and Fig. 4.13 of Model 3. The analysis of these spatial structures reveals key patterns for
the various biomass constituents, demonstrating how proliferative bacteria, persister bacteria,
dead bacteria, and EPS are distributed across the biofilm thickness, from the implant-biofilm
boundary (left side) to the biofilm-bulk fluid boundary (right side).

In Fig. 4.17(a), the proliferative bacteria exhibit an increasing trend from the implant-biofilm
boundary towards the biofilm-bulk fluid boundary. This trend is consistent across all nutri-
ent conditions, where the concentration of proliferative bacteria increases toward the bulk fluid
boundary. This growth reflects the nutrient and antibiotic gradient, as nutrients from the bulk
fluid allow proliferative bacteria to thrive, while antibiotic from the implant-biofilm boundary
induce bacterial death. The different nutrient conditions do not significantly alter the spatial
structure, but they slightly affect the magnitude of the increase, with higher nutrient concentra-
tions leading to more pronounced growth near the biofilm-bulk fluid boundary.

In Fig. 4.17(b), the spatial structure is somewhat inverse to that of the proliferative bac-
teria. Persister bacteria are more concentrated near the implant boundary, where nutrients are
lower, and their concentration decreases toward the bulk fluid boundary, where there is abundant
nutrient. This makes sense, as persisters are favoured in low-nutrient environments to survive
harsh conditions. In cases where the nutrient concentration is high, the persister concentration
drops faster across the biofilm thickness, indicating a transition back to proliferative bacteria
due to favourable nutrient conditions. In the lowest nutrient case, persisters maintain a higher
concentration across the biofilm as also evidenced in Fig. 4.16(b).

In Fig. 4.17(c), for intermediate nutrient concentrations, the concentration of dead bacteria
decreases gradually from the implant boundary toward the biofilm-bulk fluid boundary, with a
slight dip followed by an increase near the bulk fluid interface. This pattern arises because higher
antibiotic pressure near the implant boundary leads to more proliferative cell death. However,
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(a) (b)

(c) (d)

Figure 4.17: Spatial variation of (a) proliferative bacteria, (b) persister bacteria, (c) dead bacte-
ria, and (d) EPS at the final time, shown for varying nutrient concentrations (S0). In each plot,
the concentrations are scaled by dividing the value at each spatial point by the concentration at
x = 0.

as the antibiotic concentration diminishes with distance due to diffusion limitations, the death
rate decreases, resulting in a dip. Near the biofilm-bulk fluid boundary, where nutrients support
continued proliferation, the dead bacteria concentration rises again as proliferative cells die.
Interestingly, we observe a close overlap in dead bacteria distribution between nutrient-poor
and nutrient-rich environments, indicating minimal structural variation in these cases. After
normalisation, the distribution remains almost constant. This phenomenon may be attributed to
higher levels of proliferative bacteria across the biofilm in the intermediate nutrient condition
compared to other nutrient scenarios (Fig. 4.16), leading to greater variation in dead bacteria
distribution for the intermediate nutrient scenario.

For the spatial distribution of EPS in Fig. 4.17(d), the highest EPS concentration occurs at
the implant-biofilm boundary, where cells experience stress from antibiotics, leading to a com-
paratively higher EPS production rate than the suppressed bacterial growth rate. Moving toward
the biofilm-bulk fluid boundary, the EPS concentration decreases, with a more pronounced de-
cline at intermediate nutrient concentrations. This pattern reflects the tendency of cells near the
implant-biofilm boundary to produce more EPS under stress, while in nutrient-rich regions, EPS
production is minimised as bacterial growth increases. The overall trend of decreasing EPS con-
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centration from the implant-biofilm boundary toward the bulk fluid boundary is consistent across
all antibiotic concentration levels. Interestingly, there is a close overlap in EPS distribution be-
tween nutrient-poor and nutrient-rich environments, indicating minimal structural variation in
these cases. This suggests that, even after normalisation, the EPS levels remain nearly constant.
This phenomenon can be attributed to higher levels of proliferative bacteria across the biofilm
in the intermediate nutrient condition than that of other nutrient scenarios (Fig. 4.16), which re-
sults in greater variation in EPS production throughout the biofilm for the intermediate nutrient
scenario.

In summary, the spatial structures of proliferative bacteria, persister bacteria, dead bacteria,
and EPS concentrations highlight the dynamic interplay between nutrient availability, antibiotic
effects, and bacterial responses within the biofilm. The structures of the biomass constituents
show very little variation across the biofilm, with very close values along the x-axis. Proliferative
bacteria flourish in nutrient-rich areas near the biofilm-bulk fluid boundary, while persister bac-
teria dominate in nutrient-poor regions near the implant boundary. EPS concentrations decrease
from the implant boundary to the bulk fluid boundary, reflecting the influence of antibiotics and
nutrient-driven bacterial transitions. Dead bacteria show greater variability, accumulating near
the biofilm-bulk fluid boundary at intermediate nutrient levels. In nutrient-poor and nutrient-
rich cases dead bacteria and EPS result in overlapping, relatively constant spatial distributions.
These patterns illustrate how each biomass constituent responds to the gradients of antibiotics
and nutrients throughout the biofilm.

4.3 Summary

This chapter explored biofilm growth dynamics under continuous antibiotic administration,
building on the models from the previous chapter. The focus was on how a constant antibiotic
influx affects biofilm structure, particularly the interactions between proliferative, persister, dead
bacteria and EPS. Two models were developed: one with fixed transition rates between bacterial
states, and another with nutrient-dependent rates, providing a more detailed understanding of
biofilm behaviour under different nutrient conditions.

In Model 5, the constant antibiotic concentration was observed to significantly affect the
biofilm’s microbial architecture. As expected, higher antibiotic concentrations led to a rapid
decline in proliferative bacteria, with a notable increase in the concentration of dead cells. The
results demonstrated that as antibiotic concentration increased, the biofilm’s reliance on per-
sister cells intensified, thereby enhancing its overall resilience to the treatment. Although this
antibiotic-dependent resilience is not directly modelled, we observe this behavior due to the an-
tibiotic’s impact on growth and death rates, while it does not affect other transition rates, such
as those to persister cells or EPS production. This model also revealed that the production of
EPS, which plays a crucial role in biofilm structural integrity and protection, was inversely re-



CHAPTER 4. ...CONTINUOUS ANTIBIOTIC ADMINISTRATION 110

lated to antibiotic concentration. Lower antibiotic concentrations allowed for more substantial
EPS production, which contributed to thicker and more robust biofilms, indicating that biofilm
structure is heavily influenced by the balance between antibiotic concentration and the biofilm’s
ability to maintain EPS production. This general behaviour aligns with existing biofilm stud-
ies that emphasise the role of persister cells in maintaining biofilm resilience under antibiotic
pressure (e.g., [72]). However, the inverse relationship between EPS production and antibiotic
concentration offers a new insight that is important for understanding biofilm structural integrity
under treatment. It will be interesting to investigate whether this effect persists in more complex
models that incorporate nutrient dynamics and controlled antibiotic delivery.

Model 3 introduced a more complexity by incorporating nutrient-dependent formation and
reversion rates for persister bacteria. This model aimed to simulate more realistic biofilm be-
haviour by considering how nutrient availability within the biofilm environment affects bacterial
state transitions and, consequently, biofilm resilience. The results were particularly insightful,
showing that nutrient availability plays a pivotal role in determining the biofilm’s response to
antibiotic treatment. In nutrient-rich environments, the biofilm initially exhibited a rapid prolif-
eration of bacteria; however, this also made the biofilm more susceptible to antibiotic-induced
or natural cell death, leading to a higher concentration of dead bacteria over time. This reveals a
two-phase behaviour, where an initial period of rapid change is followed by a slower, stabilising
phase as bacterial transitions and EPS production adjust to the nutrient and antibiotic condi-
tions. Conversely, in nutrient-poor environments, the biofilm shifted towards a survival strategy,
characterised by a higher concentration of persister cells and reduced proliferative activity. This
shift was accompanied by an increase in the level of EPS production, even in the absence of
significant bacterial growth, underscoring the adaptive mechanisms of the biofilm to maintain
structural integrity under stress. The interaction between nutrient conditions and persister for-
mation in the presence of antibiotics highlighted the biofilm’s capacity to adapt by modulating
persister and EPS levels dynamically, depending on external stressors. The two-phase behaviour
observed, with an initial phase marked by rapid changes in biomass constituents followed by a
stabilising phase, sets the stage for the more detailed investigation of biofilm growth phases in
the next chapter. The contribution of this model lies in its ability to capture the dynamic coupling
between nutrient levels and persister behaviour, revealing how nutrient availability can regulate
phenotypic switching and ultimately shape biofilm resilience and structure in the presence of
antibiotics. This mechanistic insight is not accounted for in fixed-transition models and marks a
key conceptual advancement in modelling biofilm resilience.

Comparing the results of the two models highlighted the critical influence of nutrient condi-
tions on biofilm dynamics. Model 5, with its fixed transition rates, provided a more static view
of biofilm development, where the balance between proliferative, persister, and dead bacteria
was primarily driven by antibiotic concentration. This model showed that under constant antibi-
otic stress, the biofilm could maintain resilience through the formation of persister cells, but this
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came at the cost of reduced EPS production and overall biofilm thickness. In contrast, Model 3,
with nutrient-dependent transition rates, revealed a more dynamic and adaptable biofilm struc-
ture. This model demonstrated that nutrient availability not only influenced the balance be-
tween bacterial phenotypes but also significantly impacted the biofilm’s structural properties. In
nutrient-rich environments, the biofilm was more prone to rapid growth and subsequent death,
while in nutrient-poor environments, the biofilm adopted a defensive stance, increasing persister
cell prevalence and EPS production to withstand external stressors. The comparison between
the two models underscored the importance of considering environmental factors, such as nu-
trient levels, in biofilm modelling to accurately predict biofilm behaviour and resilience under
antibiotic treatment. While most of these results align with theoretical expectations, the role of
nutrient concentration and its impact on biofilm resilience and persister formation, provides a
fresh perspective that may influence future biofilm control strategies. These findings provide
new evidence for the regulatory role of nutrient availability in coordinating survival strategies
in biofilms exposed to antibiotics, a feature that may be essential for understanding chronic
infections.

This model is limited by its assumption of constant antibiotic exposure; however, in reality,
antibiotics would be delivered over a finite time. To address this limitation, the next chapter will
focus on incorporating more realistic and clinically relevant scenarios, particularly focussing
on the impact of controlled antibiotic release on biofilm structure and growth. A key direc-
tion for future work is the development of implant models that simulate antibiotic release from
porous implants. This approach would involve modelling the diffusion of antibiotics through
the porous structure of the implant and its subsequent release into the surrounding biofilm. By
integrating these dynamics into the biofilm growth models, we can gain a deeper understanding
of how controlled antibiotic release affects the distribution of antibiotics within the biofilm and
how this influences the transition between bacterial phenotypes, EPS production, and overall
biofilm growth. Moreover, the effects of controlled antibiotic release should be studied within
the context of the second model from this chapter, which incorporates nutrient-dependent per-
sister formation and reversion. This would involve investigating how nutrient gradients within
the biofilm, combined with controlled antibiotic release, affect the distribution and behaviour
of persister cells, EPS production, and the overall structure of the biofilm. These aspects are
addressed in the following chapter, where models are developed to study the interplay between
controlled antibiotic release, bacterial phenotypes, and nutrient availability, offering a deeper
understanding of biofilm behaviour. In conclusion, the models developed in this chapter offer
a strong foundation for understanding the intricate relationships between bacterial phenotypes,
nutrient availability, and antibiotic pressure in biofilm growth, setting the stage for more refined
models simulating controlled antibiotic release and implant interactions to improve strategies
for managing biofilm-associated infections.



Chapter 5

Biofilm growth models with controlled
antibiotic release

In the previous chapter, we explored biofilm growth models under continuous antibiotic admin-
istration, focussing on the dynamics of biofilm development in response to sustained antibiotic
exposure. The findings highlighted the need for more advanced models to simulate scenarios
where antibiotics are delivered through controlled release mechanisms. There are various ways
in which antibiotic could be delivered from an implant in a controlled manner. One such way is
through incorporation of solid antibiotic in a porous structure. This approach involves modelling
the diffusion of antibiotics through the porous structure of the implant and their subsequent re-
lease into the surrounding biofilm. These complexities were identified as the next critical step in
advancing our understanding of biofilm dynamics. This novel modelling framework explicitly
couples a porous implant medium with a biofilm that includes proliferative, persister, and dead
bacterial phenotypes, as well as nutrient - dependent persister formation and reversion. To the
best of our knowledge, such a combined implant–biofilm system with this level of biological
complexity has not been studied in prior literature. We focus on two one-dimensional models,
referred to as Models 10 and 2 from Chapter 2, to investigate the effects of controlled antibiotic
delivery on biofilm growth.

The primary goal of this chapter is to investigate how biofilms behave in terms of growth and
microstructural dynamics under controlled antibiotic release from porous implants. This chapter
presents a generalised framework to optimise antibiotic delivery strategies that are adaptable to
various clinical scenarios. In Model 10, the focus is on understanding how antibiotic delivery
from a porous implant influences overall biofilm growth. This model aims to determine how key
parameters related to the porous implant and antibiotic delivery affect biofilm expansion. Model
2 introduces a more complex microbial structure by incorporating all the bacterial phenotypes
discussed in previous chapters, as well as EPS formation. This model also includes the nutrient-
dependent formation and reversion rates of persister bacteria, providing a more detailed under-
standing of how nutrient availability, coupled with controlled antibiotic release, impacts biofilm
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composition and growth. In addition, a third model is introduced to explore initial strategies for
optimising antibiotic delivery from the porous implant. This approach has not been previously
considered in biofilm modelling studies to the best of our knowledge.

Outline

This chapter introduces several new aspects in the field of biofilm modelling. First, we cre-
ate integrated models that simulate biofilm growth and localised antibiotic delivery from porous
implants. In this chapter, we build upon the simplest biofilm growth model, Model 11, from Sec-
tion 3.1, by introducing an antibiotic delivery mechanism from a porous implant. This antibiotic
delivery mechanism has been modelled using the approach outlined in [82]. The equations gov-
erning Model 10 are presented in detail, along with the initial and boundary conditions. The
model is then non-dimensionalised and boundary immobilised to solve the dimensionless form
within a fixed domain. Using COMSOL Multiphysics version 6.2®(COMSOL), a finite element
analysis, solver, and simulation software, we solve Model 10 and compare the results with those
from Model 11 to assess the impact of antibiotic delivery on biofilm growth. Additionally, sen-
sitivity analyses are performed by varying the antibiotic effectiveness rate and the ratio of the
initial antibiotic concentration to the solubility of the antibiotic in the biofilm, highlighting the
influence of these parameters on biofilm dynamics.

Second, by integrating bacterial phenotypes and nutrient dynamics into biofilm models, we
capture the interactions between proliferative, persister, and dead bacteria, and explore how
nutrient availability influences their transitions, thereby developing biofilm resilience. In Section
5.2, Model 2 expands the biofilm model further by incorporating these characteristics. This work
builds on foundational models in the literature, such as [84] for the primary concept of biofilm
modelling, and key studies like [7] and [99] that highlight the importance of nutrient availability
in biofilm dynamics. After non-dimensionalising and immobilising the model’s domain, we
solve it using COMSOL, while varying the nutrient concentration supplied from the bulk fluid.
These nutrient levels, ranging from insufficient to intermediate to sufficient, help us explore how
different nutrient availability, coupled with controlled antibiotic delivery, affects biofilm growth,
composition, and resilience. In this analysis, we have identified five distinct phases of biofilm
dynamics that remained consistent across all parameter sets. Sensitivity analyses are conducted,
varying both nutrient availability and the solid antibiotic concentration loaded in the implant to
examine the effects on these dynamic phases.

Finally, the chapter explores an initial and simplified approach to optimising antibiotic deliv-
ery by introducing a spatially dependent solid antibiotic concentration within the implant. This
spatial variation represents a first step towards optimising the delivery of the antibiotic to the
biofilm. A sensitivity analysis is performed to examine how different distributions of antibi-
otics across the implant influence the dynamic phases of the biofilm, providing information on
potential strategies for more effective and targeted antibiotic delivery.
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5.1 Introducing controlled antibiotic release to the simplest
biofilm growth model (Model 10)

In this section, we present a mathematical model that captures both biofilm growth and con-
trolled antibiotic release from a porous implant. The biofilm environment is modelled following
the methodology outlined in Model 11 in Section 3.1, with the added consideration of antibiotic
effects on biofilm development. The implant medium is modelled according to the framework
described in Section 2.1. We refer to this model as Model 10, consistent with the nomenclature
used in Chapter 2. To deepen our analysis, we compare these solutions with those derived from
Model 11. Finally, we perform sensitivity analyses to evaluate the impact of antibiotic on the
overall biofilm growth.

5.1.1 Model development

We denote the antibiotic concentration within the pores of the implant as Cp(x, t) and within
the biofilm medium as C(x, t). Furthermore, Cb(x, t) represents the concentration of the bound
antibiotic that adheres to the walls of the pores, with φb indicating the volume fraction of this
bound region and φ the porosity of the implant. This antibiotic delivery modelling follows the
same approach to that outlined by [82], with the delivery mechanism structured in alignment
with the methods detailed in that paper.

Fig. 2.1 schematically represents the model configuration for Model 1, consisting of a porous
implant medium occupying the space from x =−Ld to x = 0, initially saturated with antibiotic,
adjacent to a biofilm medium from x = 0 to x = L(t). L(t) refers to the thickness of the biofilm
that changes over time. While the biofilm model differs from Model 1 in the current case, the
implant modeling remains the same. This figure can be referred to for a clear visualization of
the implant model.

At the initial stage, the antibiotic is uniformly distributed in the pores with a concentration
C0. As the fluid interacts with the implant, the antibiotic begins to dissolve, leading to a reduc-
tion in the thickness of the solid antibiotic layer over time, described by the moving boundary
−L1(t). For simplicity in the simulation, we assume a negligible initial dissolution of the an-
tibiotic through considering a small initial value of L1(t). The presence of fluid in the pores
facilitates the diffusion process, as it allows the dissolved antibiotic to be carried out by dif-
fusion. The diffusion of the dissolved antibiotic within the pores is governed by an unsteady
reaction-diffusion equation that includes both adsorption and desorption kinetics.

The effective diffusivity De of the antibiotic in the implant encapsulates several factors af-
fecting diffusion within the porous medium. It is defined by the relationship

De =
φe

τ
Dc,
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where Dc is the diffusion coefficient of the antibiotic in the biofilm, φe represents the effective
porosity, and τ denotes tortuosity. Both φe and τ are dimensionless and their ratio, φe

τ
, is a key

microstructural parameter that influences the diffusion process. The effective porosity φe is the
fraction of the overall porosity φ that actively contributes to solute transport. In cases where
smaller pores restrict solute access, a condition known as constrictivity, φe becomes less than φ .
Tortuosity τ , on the other hand, accounts for the increased travel path of the particles caused by
the complex geometry of the pores. This parameter is instrumental in adjusting the antibiotic
release rate by modifying the effective diffusion path within the medium.

Assuming that the adsorption and desorption processes reach equilibrium quickly compared
to diffusion, we can express a relationship between the free antibiotic concentration Cp(x, t) and
the bound antibiotic concentration Cb(x, t). This equilibrium is characterised by the dissociation
constant K, which reflects the ratio of the desorption to the absorption rates. The concentration
of the bound antibiotic Cb(x, t) is therefore dependent on Cp(x, t), φb, and φ . As the antibiotic
diffuses from the pores into the biofilm, these interactions modulate the overall release dynamics.
This assumption is commonly used in antibiotic release modelling, as seen in studies like [82],
where equilibrium between adsorption and desorption is assumed to occur rapidly compared to
diffusion, simplifying the system. While this is a reasonable approximation for many systems,
future models could explore more detailed kinetics.

Within the biofilm, antibiotic concentration C(x, t) is governed by an unsteady advection-
diffusion-reaction equation, where the reaction term accounts for antibiotic degradation due
to environmental interactions. We maintain continuity in the antibiotic concentration at the
interface between the implant and the biofilm medium. For this, we define two distinct boundary
conditions for Cp at x =−L1(t) to account for two different scenarios. The first scenario occurs
when the interface −L1(t) is advancing through the implant. In this case, the boundary condition
requires that Cp equals the solubility limit (CS) of the antibiotic in the biofilm medium at the
moving boundary −L1(t), representing the maximum dissolvable concentration. This scenario
holds until a specific time, denoted as tL1=Ld , when the moving boundary reaches the solid
boundary, −Ld , which represents the boundary of the implant. The second scenario begins at
time tL1=Ld , when the entire antibiotic within the implant is dissolved. From this point onward,
a zero-flux condition is applied for Cp at x = −L1(t) = −Ld . The movement of the boundary
between the undissolved and dissolved antibiotic layers within the implant is described by a
Stefan condition, which serves as a boundary condition for Cp. Additionally, a continuity of flux
condition is enforced at x = 0. These two conditions, the Stefan condition and the flux condition
at x = 0, work together to ensure the conservation of the total antibiotic amount in the system.
At the interface between the biofilm and the bulk fluid (x = L(t)), an infinite sink condition is
applied for the antibiotic. This results in a rapid depletion of the antibiotic at this boundary,
reflecting the scenario where the antibiotic quickly diffuses away into the surrounding fluid,
effectively preventing any accumulation of antibiotic at the biofilm edge. Fig. 5.1 illustrates
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how the antibiotic is stored in the implant, released into the dissolved state, and diffuses into the
biofilm.

Figure 5.1: Schematic representation of antibiotic concentration profile along the implant and
biofilm. The region from −Ld to −L1(t) represents the solid antibiotic stored in the implant,
where the concentration is C0. Between −L1(t) and 0, the antibiotic is dissolved, with a concen-
tration Cp, limited by the solubility of the antibiotic (Cs). The region from 0 to L(t) corresponds
to the biofilm, where the antibiotic concentration is C. This profile illustrates the transition of
the antibiotic from the solid form in the implant to its dissolved state and subsequent diffusion
into the biofilm.

As in previous models, here nutrient transport is modelled using Fickian diffusion. Biomass
consumes nutrients according to Monod kinetics, leading to increased biofilm thickness as nutri-
ents are converted into biomass. The Monod term is multiplied by the ratio of maximum biomass
density to the yield coefficient. The maximum biomass density represents the upper limit of
biomass that can be sustained within the biofilm, accounting for physical space and nutrient
availability that limit growth. This parameter ensures the model accurately reflects the biofilm’s
carrying capacity. The yield coefficient, on the other hand, captures the efficiency of nutri-
ent conversion into biomass, acknowledging that not all consumed nutrients contribute directly
to growth; some are utilised for maintenance and cellular processes. These parameters together
ensure that the model realistically depicts the balance between nutrient availability, biomass pro-
duction, and environmental constraints. By employing a time-scale argument commonly used
in biofilm modelling [68, 139], we assume the nutrient equation to be in a quasi-steady state in
this model..

Assuming that biofilm growth does not occur inside the porous implant and that nutrients
do not penetrate its porous structure, a no-flux boundary condition is applied at x = 0. This
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assumption is reasonable, as the nutrient supply is quickly consumed by the bacteria, leaving
little nutrient available at the biofilm-bulk fluid boundary. Moreover this approach aligns with
that of [2], who implemented similar boundary conditions in their work. We acknowledge that
this assumption may not capture every aspect of implant-biofilm interactions in reality, but for
the purpose of this study, it offers a manageable and useful framework. At the biofilm-bulk fluid
interface, x= L(t), we assume a constant influx of nutrients, represented by a Dirichlet boundary
condition, with negligible external mass transfer resistance, as discussed in [2]. This reflects a
scenario where nutrients are abundantly available at the interface, making it a reasonable rep-
resentation for systems with ample nutrient supply and minimal external transport limitations.
This boundary condition allows us to focus on nutrient dynamics within the biofilm, and this
concept is consistently applied throughout the thesis.

The growth of biomass in the biofilm is implicitly modelled through the dynamics of nutrient
consumption. Instead of using explicit equations for biomass growth, changes in biomass are
captured by the evolution of biomass velocity, driven by nutrient uptake based on Monod ki-
netics. The biofilm’s thickness increases as a result of this nutrient-driven biomass production,
while biomass loss occurs through detachment at the biofilm-bulk fluid interface and natural
death processes.

The detachment rate grows proportionally with the biofilm’s thickness. This method, origi-
nally proposed by [128], has become the standard for modelling detachment and has been widely
adopted in studies such as [24], [139], and [140]. By incorporating these factors into the biomass
velocity equation, the model captures the dynamic interaction between nutrient consumption,
biomass growth, natural death, and detachment. These processes together determine the evolu-
tion of biofilm thickness.

5.1.2 Governing equations

We begin by introducing and deriving the key equations that govern the system dynamics, start-
ing with antibiotic diffusion in the porous implant and biofilm, followed by nutrient transport
and biofilm growth. Each equation is accompanied by the relevant boundary conditions, ensur-
ing a comprehensive definition of the system. The mathematical framework governing antibiotic
diffusion in implant medium is similar to that used in [82], while the biofilm medium has char-
acteristics similar to those of [2] with the addition of antibiotic effects on biofilm growth.

The solid antibiotic concentration within the implant is defined by the following relation,
although this expression is not used directly in solving the model

Cp(x, t) = C0, −Ld < x <−L1(t), t > 0. (5.1)

The transport of antibiotic within the porous structure of the implant is described by an advection-
free diffusion-reaction equation. Specifically, the concentration of freely diffusing antibiotic in
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the pore space, denoted by Cp(x, t), evolves according to the following equation:

φ(Cp)t = De(Cp)xx −φkaCp +φbkdCb, −L1(t)< x < 0, t > 0, (5.2)

Here, De represents the effective diffusion coefficient for the antibiotic within the porous medium.
The constants ka and kd denote the absorption (binding) and desorption (unbinding) rate con-
stants, respectively [82]. The porosity of the implant, i.e., the volume fraction, is denoted by φ ,
while φb denotes the volume fraction associated with the bound antibiotic sites.

The effective diffusivity De incorporates structural characteristics of the porous material,
including its geometry and connectivity. If Dc denotes the intrinsic diffusion coefficient of the
antibiotic in the biofilm, then the effective diffusivity is given by:

De =
φe

τ
Dc, (5.3)

where φe is the effective porosity (accounting for only connected pores), and τ is the tortuosity
of the medium [32].

The concentration of bound antibiotic in the porous phase, denoted Cb(x, t), evolves accord-
ing to:

φb(Cb)t = φkaCp −φbkdCb, −L1(t)< x < 0, t > 0, (5.4)

By adding equations (5.2) and (5.4), we obtain an equation for the evolution of the total
antibiotic concentration (free and bound) within the implant medium:

φ(Cp)t +φb(Cb)t = De(Cp)xx, −L1(t)< x < 0, t > 0, (5.5)

Assuming that the kinetics of absorption and desorption are fast relative to diffusion, the
system rapidly reaches local equilibrium. Under this quasi-steady assumption, the absorption-
desorption system satisfies:

φkaCp = φbkdCb,

⇒Cb =
φCp

φbK
, (5.6)

where K = kd
ka

is the equilibrium dissociation constant. Substituting the equilibrium condition
(5.6) into the total concentration equation (5.5) yields a simplified diffusion equation for Cp:

(Cp)t = Da(Cp)xx, −L1(t)< x < 0, t > 0, (5.7)

This describes diffusion and dissolution behaviour of the antibiotic within the porous implant
medium, spanning the region (−L1(t),0). Here, Da represents the apparent diffusion coefficient,
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defined as

Da =
1

φ(1+ 1
K )

De =
1

τ(1+ 1
K )

φe

φ
Dc, (5.8)

Here, De is the effective diffusion coefficient, Dc is the intrinsic diffusivity of the antibiotic in
the biofilm, τ is the tortuosity, and φe is the effective porosity. The dissociation constant K sum-
marises the interplay between absorption and desorption dynamics, porosity, and microstructural
characteristics of the medium. In our model, Da is treated as spatially and temporally constant.

For the biofilm medium, the antibiotic concentration dynamics are governed by the advection-
diffusion-reaction equation

Ct +(vC)x = DCCxx − kcC, 0 < x < L(t), t > 0, (5.9)

where kc is the antibiotic degradation rate within the biofilm, Dc is the diffusion coefficient of
the antibiotic, and v denotes the advective velocity.

In this model, the nutrient dynamic within the biofilm is modelled using an equation that
balances diffusion and reaction terms, which captures the changes in nutrient concentration as
a result of both diffusion and consumption by biomass [2]. The governing equation for nutrient
dynamics is expressed as:

DSSxx =
X∞

γbio
µb

(
S

kS +S

)
, 0 < x < L(t), t > 0. (5.10)

Here DS is the nutrient diffusion coefficient. The right-hand side of the equation represents
nutrient consumption by the biomass. Here, X∞ is the maximum biomass density, and γbio is the
yield coefficient that relates biomass growth to nutrient consumption. The Monod term µb

S
kS+S

models the growth of the biomass, where µb is the maximum specific growth rate of the bacteria,
and kS is the half-saturation constant. Upon consumption of the nutrient by the biomass, the
biofilm grows and the biofilm boundary, at L(t), moves with a velocity that is determined by
integrating the nutrient-dependent biomass growth rate minus the death rate, b, over the extent
of the biofilm

v =
∫ L

0

[
(1−κC)µb

(
S

kS +S

)
−b

]
dx, t > 0. (5.11)

Here the term (1−κC)µb

(
S

kS+S

)
represents the growth of the biomass which is inhibited by the

effects of antibiotic. Thus, the expansion of the biofilm, considering the detachment process, is
expressed as

dL
dt

=
∫ L

0

[
(1−κC)µb

(
S

kS +S

)
−b

]
dx−σL2, t > 0, (5.12)

where σL2 represents a quadratic detachment term, modelling the detachment of biofilm as a
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function of its thickness.

Initial and boundary conditions

For the implant medium, the initial conditions are specified as

Cp(x,0) = Cin +(CS −Cin)
x2

L2
1,0

, for −L1(0)< x < 0, (5.13)

Cb(x,0) =
φCp(x,0)

φbK
, for −L1(0)< x < 0, (5.14)

L1(0) = L1,0. (5.15)

The spatially dependent initial condition for Cp in the domain (L1(t) < x < 0) aligns with the
boundary conditions, ensuring a well-posed model. Typically, this initial condition would be
constant. This alignment is crucial for achieving an efficient numerical solution of the equations.
L1,0 is a small initial value for L1(t).

For the biofilm medium, the initial conditions for antibiotic concentration and biofilm thick-
ness are

C(x,0) = Cin, for 0 < x < L(0), (5.16)

L(0) = L0. (5.17)

The boundary condition for Cp ensures continuity of antibiotic concentration at the implant-
biofilm interface. The solubility condition at the moving boundary of the antibiotic for the first
scenario, and the zero-flux condition for the second scenario, are specified as

Cp(−L1(t), t) = Cs, when t < tL1=Ld , (5.18)

Cp(0, t) = C(0, t) t > 0. (5.19)

The boundary flux conditions for the antibiotic concentration at x = 0 and x =−L1(t) are de-
rived under the assumption of total mass conservation within the system, which is the methodol-
ogy outlined in [82] for similar flux conditions. These conditions capture the interaction between
the dissolving implant interface and the biofilm domain.

At the moving boundary x = −L1(t), the rate of implant dissolution influences the local
antibiotic flux, resulting in a Stefan-type condition given by:

−Da(Cp)x = −dL1

dt
(Cs −C0), at x =−L1(t), t < tL1=Ld , (5.20)

where Cs denotes the solubility limit of the antibiotic and C0 is the concentration at the implant
interface. This condition governs the evolution of the boundary L1(t) as the implant dissolves
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over time.
Once the implant is fully dissolved (L1(t) = Ld), a zero-flux condition is applied at the now-

fixed boundary:

(Cp)x = 0, at x =−L1(t) =−Ld, t ≥ tL1=Ld . (5.21)

At the interface between the implant and biofilm domains (x = 0), continuity of diffusive flux is
imposed to ensure consistent transport across the two regions:

−De(Cp)x = −DCCx, at x = 0, t > 0. (5.22)

Equation (5.20) thus acts as a moving boundary condition governing L1(t), while equation (5.22)
provides the coupling condition for antibiotic flux at the implant-biofilm interface.

At the implant-biofilm interface, nutrient concentration is subject to a zero-flux boundary
condition and the advective velocity is set to zero,

−DSSx = 0, at x = 0, t > 0, (5.23)

v = 0, at x = 0, t > 0. (5.24)

Additionally, an infinite sink condition is applied to C at x = L(t),

C = 0, at x = L(t), t > 0. (5.25)

This boundary condition reflects the rapid depletion of antibiotic at the biofilm edge, where
the antibiotic quickly diffuses away into the surrounding fluid, effectively preventing any accu-
mulation at this interface.

Finally, the nutrient concentration at the biofilm-bulk fluid interface is governed by a Dirich-
let boundary condition,

S = S0, at x = L(t), t > 0. (5.26)

The description and values of the parameters are given in Table 2.2 and the description of
the variables are given in Table 2.1.

5.1.3 Non-dimensionalisation

To simplify the model and reduce the number of parameters, we introduce the following non-
dimensional variables.

Cp =
Cp

CS
, Cb =

Cb

CS
, S =

S
kS
, C =

C
CS

, x =
x
M
, L(t) =

L(t)
M

, L1(t) =
L1(t)

M
,
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t = µbt, v =
v

µbM
,

where M =
√

DsγbiokS
µX∞

. The non-dimensioanlisation of nutrient, space, length and time is the
same as Model 11 in Section 3.1.3.

After applying the above transformations, the equations (5.6) and (5.12) take the following
non-dimensional forms

(Cp)t = Da(Cp)xx, −L1(t)< x < 0, t > 0, (5.27)

Cb =
φCp

φbK
, (5.28)

Ct +(vC)x = DC(C)xx −β4C, 0 < x < L(t), t > 0, (5.29)

Sxx =
S

1+S
, 0 < x < L(t), t > 0, (5.30)

v =
∫ L

0

[
(1−G4C)

(
S

1+S

)
− ε1

]
dx, t > 0, (5.31)

dL
dt

=
∫ L

0

[
(1−G4C)

S
1+S

− ε1

]
dx− ε2L2

, t > 0. (5.32)

The non-dimensional initial conditions are

Cp(x,0) = Cin +
L2

0

L2
1,0

(1−Cin)x2, for −L1(0)< x < 0, (5.33)

Cb(x,0) =
φCp(x,0)

φbK
, for −L1(0)< x < 0, (5.34)

L1(0) = L1,0, (5.35)

C(x,0) = Cin, for 0 < x < L(0), (5.36)

L(0) = ε3. (5.37)

The boundary conditions (5.18)-(5.26) have their respective dimensionless forms as

Cp(−L1(t), t) = 1, when t < tL1=Ld , (5.38)

Cp(0, t) = C(0, t), t > 0, (5.39)

−Da(Cp)x = −dL1

dt
(1−Q), at x =−L1(t), for t < tL1=Ld , (5.40)

(Cp)x = 0, at x =−L1(t) =−Ld, for t ≥ tL1=Ld , (5.41)

−De(Cp)x = −DCCx, at x = 0, t > 0, (5.42)

−DSSx = 0, at x = 0, t > 0, (5.43)

v = 0, at x = 0, t > 0, (5.44)

C = 0, at x = L(t), t > 0, (5.45)
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S = S0, at x = L(t), t > 0. (5.46)

The dimensionless parameters for the above model are defined as

Da =
Da

µbM2 , DC =
DC

µbM2 , De =
De

µbM2 , β4 =
kC

µb
, G4 = κCs, ε1 =

b
µb

, ε2 =
σM
µb

,

Cin =
Cin

CS
, L1,0 =

L1,0

M
, ε3 =

L0

M
, Q =

C0

CS
, S0 =

S0

kS
.

Most of them are the same non-dimensional parameters used in Model 11, as described in Sec-
tion 3.1.3, with the addition of new dimensionless parameters such as β4, G4, Cin, L1,0, and
Q.

5.1.4 Boundary immobilisation

The solvable domain for the non-dimensionalised model is [−L1(t),L(t)], with variables depen-
dent on the non-dimensional coordinates x and t. To better understand the reasoning behind the
boundary immobilisation transformation, we take the example of antibiotic concentration within
this domain.

To calculate the change in C, the antibiotic concentration, at a specific point x in the domain,
we need to consider several factors. First, we evaluate the rate of change of C with respect to
time at that particular point. This gives us an understanding of how the concentration evolves
purely over time, independent of other effects. However, because the domain itself is expanding
due to the growth of the biofilm, we must account for this spatial expansion and its impact on
the concentration at x. The movement of the domain introduces a shift in the position of the
biomass, which, in turn, affects the local concentration of the antibiotic. As the biofilm grows,
the velocity of this biomass growth influences the distribution of C, meaning that the antibiotic
concentration at a fixed point x is altered not only by time but also by the expansion of the
domain. Lastly, we incorporate the reaction terms that govern the behaviour of C, including
factors such as degradation, consumption, or any other interactions between the antibiotic and
the biofilm, which contribute to the overall change in concentration.

The challenge of handling moving boundaries, which dynamically evolve over time due to
biofilm growth and antibiotic diffusion, can be simplified through a boundary immobilisation
transformation. This approach maps the original non-dimensionalised domain [−L1(t),L(t)]

onto a fixed domain [−1,1], thereby eliminating the complexities of having to track the move-
ment of the boundaries explicitly. Figure 5.2 illustrates this transformation, where the variable
x in the original domain is converted into a new coordinate ξ , which remains fixed despite the
moving boundaries in the original coordinate system.

To perform this transformation, we define two separate mappings. For the region 0 < x <
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L(t), the transformation is given by:

ξ =
x

L(t)
,

and for the region −L1(t)< x < 0, the transformation is:

ξ =
x

L1(t)
.

In both cases, the non-dimensional variables are denoted with bars. Through these transfor-
mations, the boundaries originally moving at x = −L1(t) and x = L(t) are mapped to the fixed
points ξ =−1 and ξ = 1, respectively, making the new solvable domain [−1,1]. This transfor-
mation not only fixes the boundaries but also facilitates the numerical solution of the model, as
it removes the need to explicitly handle the moving boundaries in the computation.

Figure 5.2: Transformation of the domain from the non-dimensionalised coordinates
[−L1(t),L(t)] (top) to a fixed domain [−1,1] (bottom) through boundary immobilisation. The
variable x is mapped to a new coordinate ξ , which accounts for the moving boundaries in the
original domain. In the top figure, the arrow above L(t) illustrates the outward movement of the
right boundary, representing biofilm growth. The arrow above L1(t) shows that this boundary
moves toward Ld . In the bottom figure, after boundary immobilisation, the arrow above ξ repre-
sents the shifting of the coordinate ξ to the left as L(t) increases. Similarly, the arrow above the
boundary −Ld/L1(t) shows its movement toward the positive ξ -direction as L1(t) increases.

In this transformed coordinate system, C becomes a function of ξ and t. Although the
boundaries are now stationary, the points within the domain are not static. The position x cor-
responding to a particular value of ξ still depends on the evolving boundary positions, which
change over time as t progresses. This means that while the coordinate system ξ is fixed, the
physical locations within the biofilm or implant corresponding to any given ξ will shift over
time as the biofilm grows. As a result, when calculating the change in C at a point ξ , we must
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account for the additional effect of this shifting coordinate. This introduces an extra advective
term in the time derivative, which represents the change in concentration due to the motion of
the boundary relative to the fixed ξ coordinate.

Although the transformation fixes the boundaries at ξ =−1 and ξ = 1, there remains a mov-
ing boundary at ξ =−Ld/L1(t). However, this does not pose an issue because we do not need to
solve for anything in the region [−Ld/L1(t),−1), as this region represents the undissolved an-
tibiotic. Thus, the moving boundary at ξ =−Ld/L1(t) can be disregarded in the computational
process.

The new time derivative of C in the biofilm region [0,1] in the transformed coordinate system
can be written as (

∂C
∂ t

)
new

=

(
∂C
∂ t

)
old

+
∂ξ

∂ t
∂C
∂ξ

,

which simplifies to (
∂C
∂ t

)
new

=

(
∂C
∂ t

)
old

− ξ

L
dL
dt

∂C
∂ξ

.

Here, ()new denotes the modified time derivative after boundary immobilisation, while ()old

denotes the original non-dimensionalised time derivative. This additional advective term ac-
counts for the change in the position of the boundary and the resulting shift in the location of C

within the fixed domain. The space derivatives will change as follows

∂C
∂x

=
1
L

∂C
∂ξ

∂ 2C
∂x2 =

1

L2
∂ 2C
∂ξ 2

By normalising the spatial variables in this way, we significantly simplify the numerical analysis
of the model.

Now for the implant region [−1,0], the new time derivative of Cp in the transformed coordi-
nate system can be written as(

∂Cp

∂ t

)
new

=

(
∂Cp

∂ t

)
old

+
∂ξ

∂ t
∂Cp

∂ξ
,

which simplifies to (
∂Cp

∂ t

)
new

=

(
∂Cp

∂ t

)
old

− ξ

L1

dL1

dt
∂Cp

∂ξ
.

The expressions for the spatial derivatives are updated as follows

∂Cp

∂x
=

1
L1

∂Cp

∂ξ



CHAPTER 5. ...CONTROLLED ANTIBIOTIC RELEASE 126

∂ 2Cp

∂x2 =
1

L2
1

∂ 2Cp

∂ξ 2

The transformation allows us to handle the moving boundaries of the biofilm and antibiotic layer
more efficiently, as the dynamic nature of the problem is now captured through the transformed
coordinates rather than directly in the equations.

Applying these transformations to the dimensionless model in Section 5.1.3, we get,

(Cp)t −
ξ

L1

dL1

dt

(
Cp

)
ξ

=
Da

L2
1

(Cp)ξ ξ , −1 < ξ < 0, t > 0, (5.47)

Cb =
φCp

φbK
, (5.48)

Ct +
(vC)ξ

L
− ξ

L
dL
dt

Cξ =
DC

L2 Cξ ξ −β4C, 0 < ξ < 1, t > 0, (5.49)

1

L2 Sξ ξ =
S

1+S
, 0 < ξ < 1, t > 0, (5.50)

v = L
∫ 1

0

[
(1−G4C)

(
S

1+S

)
− ε1

]
dξ , t > 0, (5.51)

dL
dt

= L
∫ 1

0

(
(1−G4C)

S
1+S

− ε1

)
dξ − ε2L2

(t), t > 0. (5.52)

The boundary-immobilised initial conditions are

Cp(ξ ,0) = Cin +(1−Cin)ξ
2, for −1 < ξ < 0, (5.53)

Cb(ξ ,0) =
φCp(ξ ,0)

φbK
, for −1 < ξ < 0, (5.54)

L1(0) = L1,0, (5.55)

C(ξ ,0) = Cin, for 0 < ξ < 1, (5.56)

L(0) = L0. (5.57)

Applying the same transformations to the boundary conditions (5.38)-(5.46) we get,

Cp(−1, t) = 1, when t < tL1=Ld , (5.58)

Cp(0, t) = C(0, t), t > 0, (5.59)

−Da(Cp)ξ = −L1
dL1

dt
(1−Q), at ξ =−1, for t < tL1=Ld , (5.60)

(Cp)ξ = 0, at ξ =−1, for t ≥ tL1=Ld , (5.61)

−De

L1
(Cp)ξ = −DC

L
Cξ , at ξ = 0, t > 0, (5.62)

−DSSξ = 0, at ξ = 0, t > 0, (5.63)

v = 0, at ξ = 0, t > 0, (5.64)
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C = 0, at ξ = 1, t > 0, (5.65)

S = S0, at ξ = 1, t > 0. (5.66)

5.1.5 Solution methodology

Below is an overview of the solution to the equations (5.47)-(5.52), using initial and boundary
conditions (5.53)-(5.66). A key challenge in our modelling approach was the management of
two moving boundaries. To address this, we applied the boundary immobilisation technique,
transforming our solvable domain into [−1,1] (see Section 5.1.4). The boundary immobilised
problem was then solved using the following approach.

To effectively handle these complexities, we transitioned from MATLAB to COMSOL for
this phase of modelling. COMSOL was chosen for several key reasons: First, the two mov-
ing boundaries in our model demanded a high level of control and adaptability, which COM-
SOL’s adaptive time-stepping algorithm provides. This feature is particularly advantageous for
complex modelling, allowing the software to dynamically adjust time steps based on solution
changes, which ensures stability and efficiency even as boundaries change. Additionally, COM-
SOL is particularly well-suited for models involving multiple interacting species across differ-
ent domains, as seen here with antibiotic, nutrient, and bacterial concentrations. The software’s
modular approach to solving coupled partial differential equations (PDEs) and its user-friendly
graphical interface allow for easier integration and management of each species, as well as their
respective boundary conditions.

We conducted two studies corresponding to the two scenarios described in Section 5.1.1,
utilising COMSOL. The first study focused on the dissolution of the antibiotic within the porous
implant in the domain [−1,0], starting from the solid antibiotic region. In this case, the bound-
ary condition (5.58) was imposed for Cp at ξ = −1. The second study imposed the boundary
condition (5.61).

The fixed domain model was solved in COMSOL. The ‘Transport of Diluted Species’ mod-
ule was employed to solve the transformed equation for Cp (equation (5.47)). The ‘General
form PDE’ module was used to solve the equations for S, C, and v (equations (5.50), (5.49), and
(5.64), respectively). For handling the two moving boundaries, we utilised the ‘Domain ODEs
and PDEs’ module to solve the modified equation for L (equation (5.52)) and the ‘Boundary
ODEs and PDEs’ module to implement the Stefan boundary condition for Cp (equation (5.60)).

Default solver settings were used with a custom relative tolerance set to 0.05 to balance speed
and precision. The mesh was customised with a ‘Maximum element size’ of 0.01, a ‘Maximum
element growth rate’ of 1.1, and a ‘Resolution of narrow region’ set to 1. Based on initial mesh
testing, these settings provided an optimal balance between computational speed and accuracy,
yielding more reliable results than the built-in COMSOL mesh settings. However, a detailed
mesh sensitivity analysis was not conducted.

To enhance analysis and perform sensitivity studies, we used ‘LiveLinkTM for MATLAB®’
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[86] to analyse results directly with MATLAB. This allowed us to carry out in-depth analy-
ses and sensitivity testing within MATLAB’s environment, adding flexibility to the modelling
process.

5.1.6 Results and discussions

It is important to note that all results are presented in non-dimensional form. We compared
the solutions to the solution of Model 11 described in Section. 3.1. Model 11 focussed on
the corresponding biofilm model without incorporating any antibiotic effects. In addition, sen-
sitivity analyses were conducted to investigate the effects of antibiotics through two different
parameters- antibiotic effectiveness rate, κ and the ratio of the antibiotic concentration loaded in
the implant initially to the solubility of the antibiotic in the biofilm, Q. All parameter values are
given in Table 2.2. All plots are generated for a final time of 10 days, consistent with the final
time used for Model 11 in Section 3.1.6.

Comparison between models with and without antibiotic eluting porous implant

Fig. 5.3 provides a detailed comparison of biofilm growth dynamics for two models, The current
model (Model 10) , which incorporates the effect of an antibiotic delivered through the implant,
and Model 11 described in Section 3.1, which serves as a baseline model accounting only for
nutrient consumption and biofilm growth.

Fig. 5.3(a) illustrates the temporal evolution of biofilm thickness for the two models. Both
models exhibit a characteristic sigmoidal growth pattern, where biofilm thickness increases grad-
ually in the early stages, followed by a rapid growth phase, and eventually levels off as the
biofilm reaches its maximum thickness. Model 11, represented by the dashed line, serves as the
baseline model, accounting for biofilm growth driven solely by nutrient consumption. In this
model, as the biofilm matures, it consumes nutrients more efficiently, which facilitates a rapid
increase in thickness until the system reaches a nutrient-limited or otherwise constrained steady
state.

In contrast, Model 10, represented by the solid line, extends the baseline model by incor-
porating the effect of an antibiotic delivered through an antibiotic-eluting porous implant. The
inclusion of this antibiotic introduces an additional term in the biofilm growth equation, specifi-
cally accounting for the antibiotic’s effectiveness in slowing down biofilm development. During
the early stages of growth, the antibiotic has a slight impact on the biofilm, as evidenced by the
slower increase in biofilm thickness compared to Model 11. This initial divergence between the
two models underscores the antibiotic’s ability to inhibit biofilm growth by reducing the rate at
which the biofilm can expand.

However, the antibiotic’s impact is short-lived. The antibiotic diffuses rapidly throughout
the biofilm and is subsequently cleared from the system, modelled by an infinite sink condition
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at the biofilm-bulk fluid boundary. As a result, the concentration of the antibiotic within the
biofilm quickly diminishes to near zero. Once the antibiotic is depleted, the biofilm in Model
10 resumes its growth at a rate similar to that in Model 11. This convergence is particularly
evident as the growth curves of both models eventually align, leading to the same final biofilm
thickness in both scenarios. This behaviour suggests that the antibiotic’s influence is confined
to the period during which it is present within the biofilm. Once it is no longer available, the
biofilm grows unchecked, ultimately reaching the same maximum thickness as in the baseline
model.

(a) (b)

Figure 5.3: (a)Temporal variation of biofilm thickness (b) spatial variation of nutrient concen-
tration at final time, comparing Model 10 (with antibiotic delivery) and Model 11 (without
antibiotic delivery).

Fig. 5.3(b) examines the nutrient concentration across the biofilm at the final time point for
both models. The plot shows a strong positive correlation between nutrient concentration and
biofilm thickness, which is consistent across both models. This is because nutrients enter from
the biofilm’s bulk-fluid interface, where they are most concentrated, and gradually decrease as
they penetrate deeper into the biofilm, which is towards the implant-biofilm interface, (x = 0),
being consumed for biomass growth. However, due to the rapid diffusion and subsequent de-
pletion of the antibiotic within the biofilm, the nutrient dynamics in Model 10 converge with
those in Model 11. By the final time point, the nutrient concentration profiles of the two mod-
els are nearly identical. This indicates that the antibiotic’s transient presence had a minimal
long-term effect on nutrient dynamics within the biofilm. Essentially, once the antibiotic con-
centration drops to near zero, the biofilm regains its ability to utilise nutrients efficiently, leading
to nutrient concentration profiles that are indistinguishable from the control model.

Impact of antibiotic effectiveness rate

Fig. 5.4 provides insights into the impact of antibiotic effectiveness on biofilm growth and nutri-
ent dynamics. This analysis was conducted for three different antibiotic effectiveness rates: 100
times higher than the baseline (red line), at the baseline value (black line), and 100 times lower
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(a) (b)

Figure 5.4: Effect of varying antibiotic effectiveness rate, κ on (a) temporal variation of biofilm
thickness, (b) spatial variation of nutrient concentration at final time. The plots overlap for
different κ values.

than the baseline (blue line).
In all scenarios, the biofilm thickness initially increases, then rapidly during an exponen-

tial growth phase, before finally plateauing as the biofilm reaches its maximum thickness (see
Fig. 5.4(a)). Fig. 5.4(b) depicts the the nutrient concentration across the biofilm at the final time
point for the different κ values. The nutrient is delivered from the biofilm-bulk fluid interface,
which corresponds to the right side of the plot. It shows a higher nutrient concentration near that
interface and gradually decreases as it goes deeper in the biofilm or nearer the implant-biofilm
interface. This figure show that κ has minimal impact on both of them. This seemingly coun-
terintuitive result can be explained by the rapid diffusion of the antibiotic within the biofilm and
its subsequent removal to the bulk fluid, which is modelled by an infinite sink condition at the
biofilm boundary. This rapid diffusion means that the antibiotic is only present within the biofilm
for a very short period after it is introduced. Regardless of the effectiveness rate, the antibiotic
quickly exits the biofilm environment, leading to a rapid decrease in its local concentration.
Consequently, the nutrient concentration profiles for different κ values look almost identical at
the final time point, reflecting the minimal long-term impact of the antibiotic. Once the antibi-
otic is depleted, the biofilm grows at a rate that quickly negates any initial differences caused by
varying antibiotic effectiveness rate, leading to similar outcomes in both biofilm thickness and
nutrient concentration across different scenarios.

Impact of the ratio Q

Fig. 5.5 provides insights into the impact of the ratio of the initial antibiotic loaded in the implant
to the solubility of the antibiotic in the biofilm on biofilm growth and nutrient dynamics. This
analysis was conducted for three different values of Q: 10 times higher than the baseline (red
line), at the baseline value (black line), and 5 times lower than the baseline (blue line).

Fig. 5.5(a) shows the time evolution of biofilm thickness for three different values of Q. In
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(a) (b)

Figure 5.5: Effect of varying Q on (a) temporal variation of biofilm thickness, (b) spatial varia-
tion of nutrient concentration at final time. The plots overlap for different Q values.

this case, the antibiotic initially present in the implant diffuses into the biofilm and affects the
growth dynamics of the biofilm. A higher value of Q indicates more antibiotic loaded into the
system relative to the biofilm’s solubility, theoretically providing a larger reservoir of antibiotic
and extending the release time, which helps inhibit biofilm growth. Another case could be if
the solubility is lower than the base value, this would similarly result in a prolonged antibiotic
release time. In both the cases, the antibiotic should be present in the biofilm for longer time.
However, all three curves follow a nearly identical pattern, converging early in the time domain.
This indicates that changes in the initial antibiotic to solubility ratio have minimal impact on
biofilm growth. The black curve represents the baseline case, while the blue curve represents
the lowest Q scenario. The initial slight lead of the blue curve, where it surpasses the other two,
indicates that a lower antibiotic-to-solubility ratio might temporarily accelerate biofilm growth.
However, this effect diminishes over time and is not sustained. All three scenarios converge
and plateau at the same final biofilm thickness, indicating that the biofilm eventually reaches its
maximum size once the antibiotic is depleted.

Fig. 5.5(b) shows the nutrient concentration across the biofilm at the final time for the same
three Q values. Nutrient is delivered from the biofilm-bulk fluid interface, so we see the highest
concentration at that interface. In this figure, all three curves overlap completely. This is be-
cause, as shown in Fig. 5.5(a), the biofilm thickness profiles for all Q values are nearly identical
for all times, meaning that the biofilm grows at a similar rate regardless of the initial antibiotic
to solubility ratio. Since the biofilm thickness remains nearly the same across all cases, and
especially at final time, the nutrient consumption, which is directly tied to biofilm growth, also
remains the same at final time. Thus, at the final time point, there is no observable difference in
nutrient concentration profiles across the different values of Q.

In conclusion, while the initial antibiotic loading ratio (Q) may have a small transient effect
on biofilm growth, its long-term impact is negligible. Once the antibiotic is depleted, the biofilm
resumes its normal growth, driven by nutrient availability, leading to similar outcomes in both
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biofilm thickness and nutrient consumption regardless of the initial antibiotic loading.
Since we did not observe significant changes in biofilm dynamics when varying the antibi-

otic effectiveness parameter or the ratio of the initial antibiotic loading to the solubility, we now
consider a case where the ratio Q is increased to ten times the base value. This higher Q implies
that the initial antibiotic loading is much higher than the base value, or the solubility of the an-
tibiotic in the biofilm is reduced. As a result, the antibiotic will remain present in the biofilm
for a longer period. Under these conditions, we will modify the antibiotic effectiveness rate ( κ)
to investigate its impact on biofilm thickness and nutrient concentrations, as the prolonged pres-
ence of the antibiotic should make any changes in effectiveness more noticeable. This analysis
was conducted for three different values of κ: 100 times higher than the baseline (red line), at
the baseline value (black line), and 100 times lower than the baseline (blue line).

Fig. 5.6(a) presents the time evolution of biofilm thickness for different antibiotic effec-
tiveness rates. The red curve results in the slowest biofilm growth, with the biofilm thickness
increasing more gradually over time compared to the other two cases. The antibiotic’s higher
effectiveness combined with the higher value of Q leads to a more prolonged suppression of
biofilm growth during the early phases. For the baseline value of κ , the biofilm grows more
quickly than in the κ ×100 case but more slowly than in the lowest effectiveness rate scenario.
The antibiotic inhibits biofilm growth, but its effect is less pronounced than in the red curve.
For the case represented by the blue curve, the antibiotic has the least impact on biofilm growth,
allowing the biofilm to grow faster than in the other scenarios. Interestingly, the blue and black
lines almost overlap, with the blue line being slightly higher than the black line. This indi-
cates that despite the differences in antibiotic effectiveness, the lower κ value does not cause
a significant increase in biofilm thickness compared to the baseline case, though the blue line
reflects slightly faster biofilm growth. All three curves converge and plateau at the same biofilm
thickness. This is because, as time progresses, the antibiotic concentration within the biofilm
diminishes and eventually becomes negligible, allowing the biofilm to grow uninhibited to its
maximum thickness. This convergence indicates that the antibiotic’s impact is limited to the
early phase, and once the antibiotic is depleted, the biofilm growth is primarily driven by nutri-
ent availability, leading to convergence in biofilm thickness.

Fig. 5.6(b) shows the nutrient concentration across the biofilm at the final time for the same
scenarios as Fig. 5.6(a). In this figure, the nutrient concentration profiles for all three cases
overlap completely. This is because the biofilm thickness has reached similar values across all
scenarios by the final time, as seen in Fig. 5.6(b). Since the biofilm thickness is nearly identical
in all cases by the final time, we can conclude that the consumption of nutrients has also been
the same across all scenarios. As biofilm growth is driven by nutrient consumption, the similar
biofilm thickness at the final stage leads to the same nutrient concentration profile for all the
cases. This further highlights that any early differences in biofilm growth have no long-term
impact on nutrient dynamics once the biofilm thickness converges.
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(a) (b)

Figure 5.6: Effect of varying antibiotic effectiveness rate, κ , with a higher Q on (a) temporal
variation of biofilm thickness, (b) spatial variation of nutrient concentration at final time.

Changing the κ for higher Q values effectively suppressed biofilm growth, highlighting the
significant role of antibiotic presence within the biofilm. The key takeaway from these sensitivity
analyses is that the combined adjustment of κ and Q parameters had the desired effect on biofilm
suppression. While altering these parameters individually did not yield noticeable changes,
modifying them together demonstrated the intended impact, underscoring the importance of
optimising both antibiotic loading and effectiveness for successful biofilm control.

5.2 Including bacterial phenotypes and EPS (Model 2)

The model presented in this section builds on the framework described in Section 5.1, with key
enhancements to include different bacterial phenotypes, such as proliferative, persister, and dead
bacteria, as well as EPS. This model examines how controlled antibiotic release from a porous
implant affects the structure of the biofilm. It also captures how bacteria switch between pro-
liferative and persister states based on nutrient availability, using critical nutrient thresholds to
determine these changes, similar to the approach in Section 4.2. The model provides a detailed
view of the biofilm’s microbial structure and studies the effects of antibiotics on the biofilm.
We refer to this model as Model 2, consistent with the nomenclature used in Chapter 2. The
governing equations are solved numerically using COMSOL. We also explore how varying nu-
trient concentrations at the biofilm-bulk fluid boundary impacts biofilm dynamics. Additionally,
the model identifies different phases of biofilm behaviour, which are consistent across various
parameter sets. We examine the effects of different parameters on the timeline associated with
these phases.

5.2.1 Model development

While this model builds upon the foundational structure outlined in Section 5.1, it closely mir-
rors Model 1 described in Section 2.1, with one key simplification. Unlike Model 1, this model
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assumes a constant water volume fraction, φbio, which is fixed at 0.8. This is an average value
from Table 2.2. This simplification effectively aligns this model with Model 2 as discussed in
Section 2.3. The rationale behind using a constant water volume fraction to mimic conditions of
variable biofilm porosity is thoroughly discussed in Appendix A. Since all other aspects of this
model are consistent with the concepts presented in Section 2.1, we will avoid redundancy and
proceed directly to the governing equations for this model.

5.2.2 Governing equations

This section aims to encapsulate our model into a structured mathematical framework. While
some of the equations and descriptions presented here are repetitions of those in previous, sim-
pler models, this repetition is intentional and necessary. This is the most complete model in the
thesis, and having all the key elements described together in one place provides a comprehen-
sive view of the entire system. We will introduce and derive the key equations that govern the
dynamics of our system. We start with equations related to antibiotic diffusion in the porous
medium and proceed to describe biofilm dynamics and nutrient transport. The explanation of
the physical processes represented by each term is detailed in Section. 2.1. The mathematical
framework governing antibiotic delivery from the implant medium follows the approach de-
scribed in Section 5.1.2 [82], while the biofilm medium is modelled using a framework similar
to that outlined in Section 4.2.2 [84].

The solid antibiotic concentration within the implant is defined by the following relation,
although this expression is not used directly in solving the model [82]

Cp(x, t) = C0, for −Ld < x <−L1(t), t > 0. (5.67)

The diffusion and dissolution dynamics of the antibiotic within the porous medium (−L1(t),0),
are governed by the following equations which are similar to the equations of Model 10 in Sec-
tion 5.1.2.

(Cp)t = Da(Cp)xx, −L1(t)< x < 0, t > 0, (5.68)

Cb =
φCp

φbK
. (5.69)

Here, Da represents the apparent diffusion coefficient, defined as

Da =
1

φ(1+ 1
K )

De =
1

τ(1+ 1
K )

φe

φ
Dc, (5.70)

where De is the effective diffusion coefficient and K = kd
ka

is the equilibrium dissociation con-
stant. This constant, K, incorporates the interrelated effects of porosity, absorption, desorption,
tortuosity, and constrictivity within the medium. In our model, Da remains constant throughout
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both space and time.
To ensure volume conservation within the biofilm, a constraint is imposed that maintains the

sum of all volume fractions equal to one

1 = φbio +
B+Bp +Bd

ρB
+

E
ρE

, (5.71)

where ρB and ρE denote the densities of bacterial cells and EPS, respectively and φbio repre-
sents the water volume fraction within the biofilm, which modulates the effective transport and
availability of nutrients [84].

Within the biofilm medium, the dynamics of the antibiotic concentration are governed by the
advection-diffusion-reaction equation

φbioCt +φbio(vC)x = φbioDCCxx − kcφbioC, 0 < x < L(t), t > 0. (5.72)

Here, kc represents the rate of antibiotic degradation within the biofilm, DC is the diffusion
coefficient of the antibiotic, and v denotes the advective velocity.

We model the dynamics of the nutrient and bacterial populations using advection-diffusion-
reaction equations, which capture the changes in nutrient concentration and bacterial populations
due to biochemical interactions. The equation governing nutrient dynamics is expressed as:

φbioSt +φbio(vS)x = φbioDSSxx −
µφbioS

kS +φbioS
B, 0 < x < L(t), t > 0. (5.73)

Here, µφbioS
kS+φbioSB quantifies the consumption of nutrients by proliferative bacteria. This term is

derived from Monod kinetics, where µ represents the maximum rate of nutrient uptake, S is
the nutrient concentration, kS is the half-saturation constant, and B denotes the concentration of
proliferative bacteria. The equation balances the effects of advection and diffusion of nutrients
with their consumption by bacteria within the biofilm.

The dynamics of the proliferative bacteria concentration within the biofilm are governed by
the following equation

Bt +(vB)x = DBBxx +(kB −κφbioC)
µφbioS

kS +φbioS
B−max(α1φbioC−α2,0)B−bB

−max
(

kF
S2 −S
S2 −S1

,0
)

B

+max
(

kR
S−S1

S2 −S1
,0
)

Bp, 0 < x < L(t), t > 0. (5.74)

Here, bacterial growth is represented by a Monod term, (kB −κφbioC) µφbioS
kS+φbioSB, which is mod-

ulated by the antibiotic concentration at a rate κ . The term max(α1φbioC −α2,0)B quantifies
death due to the antibiotic in the absence of nutrient, while bB denotes the natural death rate.
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Additionally, the dynamics of bacterial state transitions are influenced by nutrient thresholds,
with max

(
kF

S2−S
S2−S1

,0
)

B describing the formation of persister bacteria when nutrient levels fall

below S2, and max
(

kR
S−S1
S2−S1

,0
)

Bp accounting for the reversion from persister to proliferative
bacteria when nutrient levels exceed S1.

The dynamics of remaining biomass constituents are described by the following equations

(Bp)t +(vBp)x = DBp(Bp)xx +max
(

kF
S2 −S
S2 −S1

,0
)

B

−max
(

kR
S−S1

S2 −S1
,0
)

Bp, 0 < x < L(t), t > 0, (5.75)

(Bd)t +(vBd)x = DBd(Bd)xx +κφbioC
µφbioS

kS +φbioS
B

+max(α1φbioC−α2,0)B+bB, 0 < x < L(t), t > 0, (5.76)

Et +(vE)x = DEExx + kE
µφbioS

kS +φbioS
B, 0 < x < L(t), t > 0. (5.77)

Here, equation (5.77) illustrates the production of EPS by proliferative bacteria facilitated by
nutrient availability.

The advective velocity of biofilm constituents is determined as follows

vx =
1

1−φbio

(
kB

ρB
+

kE

ρE

)
µφbioS

kS +φbioS
B, 0 < x < L(t), t > 0. (5.78)

Equation (5.78) has been derived in the same manner as equation (3.28) for Model 8.
Finally, the biofilm-bulk fluid interface or the biofilm thickness is governed by the ordinary

differential equation

dL
dt

= v(L), t > 0. (5.79)

This describes the rate of biofilm expansion over time and corresponds to the velocity of the
biomass at the point x = L.

Initial and boundary conditions

The initial conditions for the implant medium have been chosen as

Cp(x,0) = Cin +(CS −Cin)
x2

L2
1,0

, for −L1(0)< x < 0, (5.80)

Cb(x,0) =
φCp(x,0)

φbK
, for −L1(0)< x < 0, (5.81)

L1(0) = L1,0, (5.82)
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where L1,0 is a small initial value for L1(t). The initial condition for the concentration variable
Cp within the domain −L1(t) < x < 0 is spatially dependent, ensuring consistency with the
boundary conditions, thereby contributing to a well-posed model. Typically, this initial condition
would be constant. This alignment is crucial for achieving an efficient numerical solution of the
equations. A similar approach is adopted for the initial conditions of bacterial phenotypes and
EPS, maintaining coherence with the boundary conditions. The initial conditions for nutrient,
antibiotic, and biomass concentrations in the biofilm medium are defined as follows.

C(x,0) = Cin, 0 < x < L(0), (5.83)

S(x,0) = S0, 0 < x < L(0), (5.84)

B(x,0) = B0e
v(x,0)

DB
x
, 0 < x < L(0), (5.85)

Bp(x,0) = Bp0e
v(x,0)
DBp

x
, 0 < x < L(0), (5.86)

Bd(x,0) = Bd0e
v(x,0)
DBd

x
, 0 < x < L(0), (5.87)

E(x,0) = E0e
v(x,0)
DE

x
, 0 < x < L(0), (5.88)

L(0) = L0. (5.89)

The boundary condition for Cp entails the continuity of antibiotic concentration at the interface
between the implant and the biofilm. We also show the solubility condition at the moving
boundary of the antibiotic for our first scenario and a zero-flux condition at the same boundary
for our second scenario. These conditions are expressed as

Cp(−L1(t), t) = Cs, when t < tL1=Ld , (5.90)

Cp(0, t) = C(0, t), t > 0. (5.91)

The flux conditions for the antibiotic concentrations are

−Da(Cp)x = −dL1

dt
(Cs −C0), at x =−L1(t), for t < tL1=Ld , (5.92)

(Cp)x = 0, at x =−L1(t) =−Ld, for t < tL1=Ld , (5.93)

−De(Cp)x = −DCCx, at x = 0, t > 0. (5.94)

The Stefan boundary condition (5.92) is employed as the evolution equation governing the mov-
ing boundary L1(t), while equation (5.94) serves as the boundary condition for C at x = 0.

At the implant-biofilm interface, the concentration of nutrient and biomass constituents is
subjected to a zero-flux boundary condition, while the advective velocity is assumed to be zero
at this boundary.

−DSSx =−DBBx =−DBp(Bp)x = −DBd(Bd)x
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= −DEEx = 0, at x = 0, t > 0, (5.95)

v = 0, at x = 0, t > 0. (5.96)

We adopt an infinite sink condition for C at x = L(t), as indicated by

C = 0, at x = 0, t > 0. (5.97)

This boundary condition reflects the rapid depletion of antibiotic at the biofilm edge, where the
antibiotic quickly diffuses away into the surrounding fluid, effectively preventing any accumu-
lation at this interface.

Finally, the biomass constituents adhere to a zero-flux condition at the biofilm-bulk fluid
interface (x = L(t)), whereas the nutrient concentration is governed by a Dirichlet boundary
condition at the same interface.

S = S0, at x = L(t), t > 0, (5.98)

−DBBx + vB =−DBp(Bp)x + vBp = −DBd(Bd)x + vBd

= −DEEx + vE = 0, at x = L(t), t > 0. (5.99)

The description and values of the parameters are given in Table 2.2 and the description of
the variables are given in Table 2.1.

5.2.3 Non-dimensionalisation

We use the following non-dimensionalisation:

B =
B
kS
, Bp =

Bp

kS
, Bd =

Bd

kS
, E =

E
kS
, S =

S
kS
, C =

C
CS

, Cp =
Cp

CS
, Cb =

Cb

CS
,

t = bt, v =
v

bL0
, x =

x
L0

.

Now after applying the above non-dimensionalisations to the equations (5.68)-(5.79) we get,

(Cp)t = Da(Cp)xx, −L1(t)< x < 0, t > 0, (5.100)

Cb =
φCp

φbK
, (5.101)

1 = φbio +
B+Bp +Bd

ρB
+

E
ρE

, (5.102)

φbioCt +φbio(vC)x = φbioDC(C)xx −β4φbioC, 0 < x < L(t), t > 0, (5.103)

φbioSt +φbio(vS)x = φbioDSSxx −G3
φbioS

1+φbioS
B, 0 < x < L(t), t > 0, (5.104)
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Bt +(vB)x = DBBxx +(G1 −G4φbioC)
φbioS

1+φbioS
B−max(β1φbioC−β5,0)B

−B−max
(

β2
S2 −S
S2 −S1

,0
)

B

+max
(

β3
S−S1

S2 −S1
,0
)

Bp, 0 < x < L(t), t > 0, (5.105)

(Bp)t +(vBp)x = DBp(Bp)xx +max
(

β2
S2 −S
S2 −S1

,0
)

B

−max
(

β3
S−S1

S2 −S1
,0
)

Bp, 0 < x < L(t), t > 0, (5.106)

(Bd)t +(vBd)x = DBd(Bd)xx +G4φbioC
φbioS

1+φbioS
B

+max(β1φbioC−β5,0)B+B, 0 < x < L(t), t > 0, (5.107)

Et +(vE)x = DEExx +G2
φbioS

1+φbioS
B, 0 < x < L(t), t > 0, (5.108)

vx =
1

1−φbio

(
kB

ρB
+

kE

ρE

)
G3

φbioS
1+φbioS

B, 0 < x < L(t), t > 0, (5.109)

dL
dt

= v(L), t > 0. (5.110)

We apply the same transformations to our initial and boundary conditions (5.80)-(5.99). The
dimensionless initial conditions are

Cp(x,0) = Cin +
L2

0

L2
1,0

(1−Cin)x2, for −L1(0)< x < 0, (5.111)

Cb(x,0) =
φCp(x,0)

φbK
, for −L1(0)< x < 0, (5.112)

L1(0) = L1,0, (5.113)

C(x,0) = Cin, for 0 < x < L(0), (5.114)

S(x,0) = S0, for 0 < x < L(0), (5.115)

B(x,0) = B0e
v(x,0)

DB
x
, for 0 < x < L(0), (5.116)

Bp(x,0) = Bp0e
v(x,0)
DBp

x
, for 0 < x < L(0), (5.117)

Bd(x,0) = Bd0e
v(x,0)
DBd

x
, for 0 < x < L(0), (5.118)

E(x,0) = E0e
v(x,0)
DE

x
, for 0 < x < L(0), (5.119)

L(0) = L0. (5.120)

The non-dimensionalised boundary conditions are

Cp(−L1(t), t) = 1, when t < tL1=Ld , (5.121)
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Cp(0, t) = C(0, t), t > 0, (5.122)

−Da(Cp)x = −dL1

dt
(1−Q), at x =−L1(t), for t < tL1=Ld ,

(5.123)

(Cp)x = 0, at x =−L1(t) =−Ld, for t ≥ tL1=Ld , (5.124)

−De(Cp)x = −DCCx, at x = 0, t > 0, (5.125)

−DSSx =−DBBx =−DBp(Bp)x = −DBd(Bd)x

= −DEEx = 0, at x = 0, t > 0, (5.126)

v = 0, at x = 0, t > 0, (5.127)

C = 0, at x = L(t), t > 0, (5.128)

S = S0, at x = L(t), t > 0, (5.129)

−DBBx + vB =−DBp(Bp)x + vBp = −DBd(Bd)x + vBd

= −DEEx + vE = 0, at x = L(t), t > 0. (5.130)

The dimensionless parameters for our above model equations (5.100)-(5.130) are

Da =
Da

bL2
0
, ρB =

ρB

kS
, ρE =

ρE

kS
, DC =

DC

bL2
0
, β4 =

kc

b
, DS =

DS

bL2
0
, G3 =

µ

b
,

G1 =
kBµ

b
, G4 =

Csκµ

b
, β1 =

α1Cs

b
, β5 =

α2

b
, β2 =

kF

b
, β3 =

kR

b
, DB =

DB

bL2
0
,

DBp =
DBp

bL2
0
, DBd =

DBd

bL2
0
, DE =

DE

bL2
0
, G2 =

kE µ

b
, Cin =

Cin

CS
, L1,0 =

L1,0

L0
, S0 =

S0

kS
,

B0 =
B0

kS
, Bp0 =

Bp0

kS
, Bd0 =

Bd0

kS
,E0 =

E0

kS
, L0 =

L0

L0
, Q =

C0

CS
, De =

De

bL2
0
, Ld =

Ld

L0
.

5.2.4 Boundary immobilisation

To accurately simulate the dynamics of the implant-biofilm interface and the antibiotic release
process, we addressed the challenge of managing two moving boundaries in our model. This
was accomplished by fixing the domain in the same way described in Section 5.1.4. Applying
these transformations to the dimensionless model in 5.2.3, we get

(Cp)t −
ξ

L1

dL1

dt
(Cp)ξ =

Da

L2
1

(Cp)ξ ξ , −1 < ξ < 0, t > 0, (5.131)

Cb =
φCp

φbK
, (5.132)

1 = φbio +
B+Bp +Bd

ρB
+

E
ρE

, (5.133)
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φbioCt +φbio
(vC)ξ

L
−φbio

ξ

L
dL
dt

Cξ = φbio
DC

L2 Cξ ξ −β4φbioC, 0 < ξ < 1, t > 0, (5.134)

φbioSt +φbio
(vS)ξ

L
−φbio

ξ

L
dL
dt

Sξ = φbio
DS

L2 Sξ ξ −G3
φbioS

1+φbioS
B, 0 < ξ < 1, t > 0, (5.135)

Bt +
(vB)ξ

L
− ξ

L
dL
dt

Bξ =
DB

L2 Bξ ξ +(G1 −G4φbioC)
φbioS

1+φbioS
B

−max(β1φbioC−β5,0)B−B

−max
(

β2
S2 −S
S2 −S1

,0
)

B

+max
(

β3
S−S1

S2 −S1
,0
)

Bp, 0 < ξ < 1, t > 0, (5.136)

(Bp)t +
(vBp)ξ

L
− ξ

L
dL
dt

(Bp)ξ =
DBp

L2 (Bp)ξ ξ +max
(

β2
S2 −S
S2 −S1

,0
)

B

−max
(

β3
S−S1

S2 −S1
,0
)

Bp, 0 < ξ < 1, t > 0, (5.137)

(Bd)t +
(vBd)ξ

L
− ξ

L
dL
dt

(Bd)ξ =
DBd

L2 (Bd)ξ ξ +G4φbioC
S

1+S
B+B

+max(β1φbioC−β5,0)B, 0 < ξ < 1, t > 0, (5.138)

Et +
(vE)ξ

L
− ξ

L
dL
dt

Eξ =
DE

L2 Eξ ξ +G2
φbioS

1+φbioS
B, 0 < ξ < 1, t > 0, (5.139)

vξ

L
=

1
1−φbio

(
kB

ρB
+

kE

ρE

)
G3

φbioS
1+φbioS

B, 0 < ξ < 1, t > 0,

(5.140)
dL
dt

= v(L), t > 0. (5.141)

The transformed initial conditions are as follows

Cp(ξ ,0) = Cin +(1−Cin)ξ
2, for −1 < ξ < 0, (5.142)

Cb(ξ ,0) =
φCp(ξ ,0)

φbK
, for −1 < ξ < 0, (5.143)

L1(0) = L1,0, (5.144)

C(ξ ,0) = Cin, for 0 < ξ < 1, (5.145)

S(ξ ,0) = S0, for 0 < ξ < 1, (5.146)

B(ξ ,0) = B0e
v(ξ ,0)L0

DB
ξ
, for 0 < ξ < 1, (5.147)

Bp(ξ ,0) = Bp0e
v(ξ ,0)L0

DBp
ξ

, for 0 < ξ < 1, (5.148)

Bd(ξ ,0) = Bd0e
v(ξ ,0)L0

DBd
ξ

, for 0 < ξ < 1, (5.149)

E(ξ ,0) = E0e
v(ξ ,0)L0

DE
ξ
, for 0 < ξ < 1, (5.150)
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L(0) = L0. (5.151)

Now applying the same transformations to the boundary conditions (5.121)-(5.130) we get

Cp(−1, t) = 1, when t < tL1=Ld , (5.152)

Cp(0, t) = C(0, t), t > 0, (5.153)

−Da

L1
(Cp)ξ = −dL1

dt
(1−Q), at ξ =−1, for t < tL1=Ld , t > 0,

(5.154)

(Cp)ξ = 0, at ξ =−1, for t ≥ tL1=Ld , t > 0, (5.155)

−De

L1
(Cp)ξ = −DC

L
Cξ , at ξ = 0, t > 0, (5.156)

−DSSξ =−DBBξ =−DBp(Bp)ξ = −DBd(Bd)ξ

= −DEEξ = 0, at ξ = 0, t > 0, (5.157)

v = 0, at ξ = 0, t > 0, (5.158)

C = 0, at ξ = 1, t > 0, (5.159)

S = S0, at ξ = 1, t > 0, (5.160)

−DB

L
Bξ + vB =−

DBp

L
(Bp)ξ + vBp = −

DBd

L
(Bd)ξ + vBd

= −DE

L
Eξ + vE = 0, at ξ = 1, t > 0. (5.161)

5.2.5 Results and discussions

This model is solved in COMSOL using a methodology similar to that described in Section
5.1.5. The additional equations for bacterial phenotypes (eq. (5.136), (5.137), (5.138)) and
EPS (eq. (5.139)) are handled using the ‘General Form PDE’ module. The volume constraint
equation (5.133) is implemented via a submodule called ‘Pointwise Constraint’ within the EPS
module. It is important to note that this approach can be applied within any of the biomass
modules as well. This constraint does not function as an additional equation that would over-
determine the model; rather, it serves as a relationship among variables to reduce the solution
space. COMSOL enforces this constraint using numerical methods, such as Lagrange multipli-
ers, to maintain mathematical consistency in the system. A sensitivity analysis is performed for
varying nutrient concentrations coming from the biofilm-bulk fluid boundary. The model also
identifies distinct phases of biofilm behaviour that remain consistent across various parameter
sets, and we examine the impact of different parameters on these phases. At any given time, the
total concentration of a biofilm component denotes the integral of its concentration across the
biofilm thickness, representing the component’s mass per area, an areal concentration. All base-
line parameter values are given in Table 2.2. It is important to note that all results are presented
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in non-dimensional form, although the overline notation is omitted in the figures for clarity.

Effect of varying nutrient concentration (S0)

In the Figs. 5.7-5.9, we explore how the nutrient concentration coming from the biofilm-bulk
fluid interface (S0), influences the dynamics of bacterial populations and EPS production within
the biofilm. The scenarios are represented by three distinct cases: nutrient-rich environment
(S1 < S2 < S0, red line), where the nutrient concentration at the biofilm-bulk fluid interface is
above S2; intermediate nutrient environment (S1 < S0 < S2, black line), where the nutrient
concentration lies between S1 and S2; and nutrient-poor environment (S0 < S1 < S2, blue line),
where the nutrient concentration is below S1. These nutrient conditions dictate the transitions
between proliferative and persister bacterial states, ultimately affecting the overall biofilm struc-
ture and resilience. All plots are for a final time of 15 days. This time was chosen because,
although the biofilm had not yet reached a steady state, it exhibited prominent behaviours and
structures by this point. Unlike Model 10, which used a 10-day final time, this model incorpo-
rates both bacterial and EPS dynamics, leading to more complex growth behaviours that take
longer to develop.

We have not compared the results for different nutrient availability in this model to the sim-
ilar results (Fig. 4.14-4.17) of Model 3 in Section 4.2.4. This is mainly because the behaviours
of the bacterial phenotypes, EPS, and biofilm thickness are substantially different due to the
controlled antibiotic release in this model, whereas Model 3 had continuous antibiotic exposure.
However, aside from the total proliferative bacteria and total persister bacteria, the distribution
pattern, for example, where the highest nutrient level results in the highest biofilm thickness and
the lowest nutrient level results in the lowest biofilm thickness, remains consistent between the
two models across the different nutrient cases for the other plots. This similarity in the order-
ing of nutrient cases highlights the influence of nutrient availability on biofilm dynamics, even
though the mechanisms of antibiotic exposure differ.

Fig. 5.7(a) illustrates the dynamics of proliferative bacteria concentrations under three dis-
tinct nutrient conditions. In the nutrient-rich environment, the initial sharp increase in prolif-
erative bacteria concentration is due to the abundance of nutrients that support rapid bacterial
growth and division. This environment provides ideal conditions for bacteria to proliferate,
leading to a rapid ascent to a high maximum concentration. However, as the bacteria continue
to consume nutrients, the available resources begin to deplete, causing the proliferative bacte-
ria population to decline. This decline is further influenced by the conversion of proliferative
bacteria to persisters as the environment becomes less favourable, to dead bacteria by natural
death or bacterial death due to antibiotics or to EPS. In the intermediate nutrient environment,
the initial increase in proliferative bacteria is more moderate compared to the nutrient-rich en-
vironment. This is because the nutrient levels, while sufficient to support growth, are not as
abundant, leading to a balanced state where some bacteria continue to proliferate while others
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convert to the persister state. This balance results in a lower proliferative concentration, as not
all bacteria remain in the proliferative state. The subsequent decline in this environment is more
gradual, reflecting a slower rate of nutrient depletion and a more stable bacterial population that
can partially sustain itself for a longer period before decreasing. In the nutrient-poor environ-
ment, the initial increase in proliferative bacteria is low, as the limited nutrient availability forces
most bacteria to remain in the persister state to survive. The peak concentration of proliferative
bacteria is the lowest among all three conditions, as the scarcity of nutrients severely restricts
bacterial growth. The very gradual decline following the peak reflects the limited bacterial ac-
tivity in this environment, where the few proliferative bacteria that exist consume nutrients at a
much slower rate, leading to a minimal reduction in their numbers over time.

(a) (b)

(c) (d)

Figure 5.7: Effect of varying nutrient concentration (S0) on (a) temporal variation of total pro-
liferative bacteria concentration, (b) temporal variation of total persister bacteria concentration,
(c) temporal variation of total dead bacteria concentration, (d) temporal variation of total EPS
concentration.

Fig. 5.7(b) presents the behaviour of persister bacteria concentrations under the same nutri-
ent conditions. In the nutrient-rich environment, the persister concentration initially increases
slowly. Despite the abundance of nutrients, not all bacteria immediately convert to the prolifer-
ative state; some remain as persisters due to variability in the bacterial population or temporary
localised nutrient limitations within the biofilm. However, as the environment continues to
support proliferation, the persister concentration reaches the lowest peak among the three con-
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ditions. This is because the nutrient-rich environment favours bacterial growth and proliferation
over persistence, leading to a higher conversion of persisters into proliferative bacteria. As time
progresses, the nutrient concentration gradually increases due to the reduced number of prolif-
erative bacteria. Consequently, the persister population declines further as more bacteria either
revert to the proliferative state. In the intermediate nutrient environment, the persister concen-
tration increases more significantly than in the nutrient-rich environment. This is because the
nutrient levels are sufficient to support some bacterial growth, but also induce persister forma-
tion. The peak persister concentration is higher than in the nutrient-rich environment, as the
balance between nutrient availability and bacterial survival leads to a greater proportion of the
bacterial population converting to or remaining in the persister state. After the peak, the persister
concentration begins to decline as the nutrient levels become sufficient to sustain all bacteria,
causing some persisters to revert to proliferative bacteria. Initially, the black line exhibits the
highest persister concentration, followed by the blue and red lines. This is because the interme-
diate nutrient environment allows for a rapid initial increase in persisters, driven by the balance
between moderate nutrient availability and the need for some bacteria to survive. However, after
a certain time, the persister concentration in the nutrient-poor environment surpasses that of the
intermediate environment. This crossing occurs because, in the nutrient-poor environment, the
prolonged lack of nutrients forces nearly all bacteria to adopt the persister state. The continuous
stress of low nutrients ensures that the persister population keeps increasing, eventually leading
to the highest persister concentration over time, as the bacteria adapt to the harsh conditions
and prioritise survival over growth. This behaviour exemplifies the resilience characteristic of
biofilms.

Fig. 5.7(c) depicts the dynamics of dead bacteria concentrations across the different nutri-
ent environments. In the nutrient-rich environment, the dead bacteria concentration increases
rapidly due to the high turnover of the large proliferative bacterial population. The rapid growth
of bacteria, driven by abundant nutrient availability, leads to a significant number of bacteria
reaching the end of their life cycle or succumbing to external factors such as antibiotics. This
results in a steep and continuous rise in dead bacteria concentration, reflecting the ongoing death
of the initially large proliferative population. In the intermediate nutrient environment, the in-
crease in dead bacteria is slower and more gradual. This is because the bacterial growth rate is
lower than in the nutrient-rich environment, resulting in a smaller proliferative population and,
consequently, a lower turnover rate. The sustained rise in dead bacteria concentration in this
environment indicates a steady but slower rate of bacterial death, consistent with the balanced
growth and survival strategies adopted by the bacteria in response to intermediate nutrient avail-
ability. In the nutrient-poor environment, the dead bacteria concentration increases the slowest
among all conditions. This occurs because of the predominance of the persister state, which is
characterised by a reduced metabolic rate and a lack of susceptibility to cell death, in contrast to
the proliferative state. The gradual increase in dead bacteria concentration in this environment
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reflects the limited bacterial activity and slower turnover of the small proliferative population,
resulting in the lowest overall dead bacteria concentration. In all three cases, we observe a re-
duced rate of increase in dead bacteria beginning around the time when the proliferative bacteria
starts to decline.

Fig. 5.7(d) shows the dynamics of EPS concentrations in relation to nutrient availability. In
the nutrient-rich environment, EPS production increases rapidly, driven by the high metabolic
activity of proliferative bacteria. The nutrient-rich environment provides abundant resources,
allowing bacteria to produce and accumulate large amounts of EPS, leading to the highest EPS
concentration. This sustained high level of EPS reflects the continuous biofilm formation and
maintenance supported by the ample nutrient supply. In the intermediate nutrient environment,
EPS production is more moderate, as the bacterial growth rate as well as the EPS production
rate are slower and there is a balance between proliferative and persister states. The rate of
EPS production is lower than in the nutrient-rich environment due to the reduced availability of
nutrients. The sustained increase in EPS concentration in this environment indicates ongoing
biofilm activity, but at a lower level than in the nutrient-rich environment, reflecting the interme-
diate nutrient availability and the balanced bacterial response. In the nutrient-poor environment,
EPS production is the slowest among all conditions. This is consistent with the limited growth
of proliferative bacteria and the predominance of the persister state, which is in our model, not
metabolically active and do not produce EPS. The lowest EPS concentration observed in this
environment reflects the minimal biofilm formation and maintenance due to the restricted avail-
ability of nutrients, leading to reduced bacterial activity and EPS production. In all three cases,
we observe a reduced rate of increase in EPS, mirroring the trend in dead bacteria concentration,
starting around the time when the proliferative bacteria begin to decline.

Fig. 5.7 collectively illustrate how nutrient availability governs bacterial behaviour within a
biofilm, influencing the dynamics of proliferative bacteria, persister bacteria, dead bacteria, and
EPS production. In nutrient-rich environments, rapid bacterial growth and EPS production are
maximised, leading to high peaks in proliferative bacteria and EPS concentrations, along with
significant bacterial death resulting in a rapid increase in dead bacteria. The abundance of nu-
trients suppresses persister formation, leading to a low peak and subsequent decline in persister
concentration as the environment continues to favour proliferation over persistence. In contrast,
intermediate and nutrient-poor environments promote the formation of persisters, resulting in
higher persister concentrations over time. In the intermediate nutrient environment, a balance
between proliferation and persistence is maintained, leading to a moderate increase in persister
concentration and a sustained level of EPS production. However, as nutrient levels decrease
further, as seen in the nutrient-poor environment, the bacterial population shifts predominantly
towards persistence, leading to the highest persister concentration as time progresses. The in-
terplay between these factors highlights the adaptive strategies bacteria employ to survive under
varying environmental conditions, with nutrient availability serving as the key driver of biofilm
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dynamics. Fig. 5.7 underscores the critical role of nutrient levels in dictating the balance be-
tween bacterial growth, survival, and biofilm formation, ultimately shaping the structure and
function of the biofilm community.

Fig. 5.8(a) illustrates the evolution of biofilm thickness over time under three different nu-
trient conditions. In the nutrient-rich environment, the biofilm thickness increases rapidly and
continuously, reflecting the high availability of nutrients that support bacterial growth and EPS
production. As the bacteria proliferate and produce dead bacteria and EPS, they contribute to
the expansion of the biofilm matrix, resulting in a steep increase in thickness. The red line
shows that biofilm thickness reaches the highest level among all conditions, which is expected
because the abundant nutrients facilitate the growth of proliferative bacteria, the production of
EPS and transition to dead bacteria, all of which are critical for biofilm development. In the
intermediate nutrient environment, the biofilm thickness also increases over time but at a slower
rate compared to the nutrient-rich environment. This is due to the reduced availability of nu-
trients, which slows down biomass production. The black line indicates a moderate increase in
biofilm thickness, reaching a level that is lower than in the nutrient-rich environment but higher
than in the nutrient-poor environment. This intermediate growth is consistent with the balanced
bacterial activity in this environment, where both proliferative and persister bacteria coexist in a
balance, contributing to biofilm formation at a moderate pace. In the nutrient-poor environment,
the increase in biofilm thickness is the slowest, as shown by the blue line. This environment
severely limits dead bacteria and EPS production due to the lack of sufficient nutrients. Most
bacteria remain in the persister state, leading to minimal biofilm expansion. Consequently, the
biofilm thickness reaches the lowest level among all three conditions, reflecting the constrained
bacterial activity and limited resources available for biofilm development.

(a) (b)

Figure 5.8: Effect of varying nutrient concentration (S0) on (a) temporal variation of biofilm
thickness, (b) temporal variation of velocity at the biofilm-bulk fluid interface.

Fig. 5.8(b) presents the velocity of the biofilm-bulk fluid interface, which represents the rate
of change in biofilm thickness, under the same nutrient conditions. The initial velocity in each
scenario is different because it directly depends on the initial nutrient concentration available
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to the bacteria at the biofilm-bulk fluid interface. In the nutrient-rich environment, the initial
velocity is very high, indicating a rapid increase in biofilm thickness due to the abundant nu-
trients that drive vigorous bacterial growth, death and EPS production. The velocity reaches a
peak early on because the biofilm expands quickly as the bacteria proliferate and produce EPS
at an accelerated rate. However, as the biomass constituents starts to reach a steady state, the
velocity starts to decline. Notably, this slowing down of the biofilm growth rate occurs roughly
around the same time that the growth of proliferative bacteria, production of dead bacteria, and
EPS production begin to slow down, indicating a comprehensive shift in the biofilm dynamics
as the system transitions from rapid growth to a more stable state (see Fig. 5.7(a),(c) and (d)).
Over time, the velocity stabilises at a low level as the biofilm reaches a more mature state, where
growth is balanced by the depletion of nutrients. In the intermediate nutrient environment, the
velocity also increases initially but to a lesser extent than in the nutrient-rich environment. The
peak velocity is lower, reflecting the slower rate of biofilm expansion due to the moderate avail-
ability of nutrients. After reaching this lower peak, the velocity decreases as well, following
a similar pattern to the nutrient-rich environment but at a slower rate. The decline in velocity
also begins around the same time that proliferative bacterial growth, dead bacteria production,
and EPS production slow down, indicating a synchronised response to the decreasing nutrient
availability. This decline indicates a gradual slowdown in biofilm growth as the nutrient levels
continue to drop, reducing the bacteria’s ability to proliferate and produce EPS. In the nutrient-
poor environment, the initial velocity is the lowest among all conditions, corresponding to the
slowest rate of biofilm expansion. The peak velocity is reached later than the other two cases
and is much lower than in the other two environments because the limited nutrients severely
restrict bacterial activity. The subsequent decline in velocity is also more gradual, reflecting
the minimal growth of the biofilm as the bacteria prioritise survival in the persister state over
active proliferation and EPS production. Similar to the other conditions, the slowdown in ve-
locity coincides with the reduced growth of proliferative bacteria, decreased production of dead
bacteria, and lower EPS production, all of which are linked to the limited nutrient availability.
Over time, the velocity stabilises at a very low level, indicating that the biofilm has reached a
state of minimal growth due to the ongoing nutrient scarcity.

Fig. 5.8 provide a comprehensive view of the biofilm’s growth dynamics under different nu-
trient conditions. In the nutrient-rich environment, the biofilm grows rapidly, as evidenced by
both the increasing thickness and the high initial velocity. The abundant availability of nutri-
ents drives the rapid proliferation of bacteria and the production of EPS, leading to a thick and
robust biofilm structure. As the nutrients deplete, the growth rate slows down, resulting in a
decrease in the velocity of the biofilm-bulk fluid interface, and the biofilm thickness eventually
stabilises at a high level. This slowdown in biofilm growth corresponds with the time when the
growth of proliferative bacteria, the production of dead bacteria, and EPS production all begin
to decline, indicating a coordinated response to diminishing nutrient levels. In the intermediate
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nutrient environment, the biofilm grows at a moderate pace, with both the biofilm thickness and
the velocity peaking at lower levels than in the nutrient-rich environment. The balance between
nutrient availability and bacterial activity results in a steady but slower biofilm expansion, which
is reflected in the moderate final biofilm thickness and the gradually declining velocity as the
biofilm matures. The decrease in velocity, like in the nutrient-rich environment, occurs around
the same time that other biofilm-related processes slow down, underscoring the interdependence
of these factors. In the nutrient-poor environment, the biofilm grows very slowly, with the lowest
final thickness and velocity observed among all conditions. The limited nutrients force most bac-
teria into the persister state, resulting in minimal biomass production and a slow rate of biofilm
expansion. The low initial velocity and its gradual decline indicate that the biofilm is barely
growing, and the final thickness remains minimal due to the severe nutrient constraints. The
timing of the slowdown in velocity aligns with the reduced growth and activity of the bacteria,
reinforcing the critical role of nutrient availability in regulating biofilm development. This joint
interpretation underscores the importance of nutrient levels in determining the rate and extent
of biofilm growth, with more nutrients leading to faster and more substantial biofilm develop-
ment, while nutrient scarcity limits growth and results in thinner biofilm structures and slower
expansion rates.

Fig. 5.9(a) illustrates the spatial variation of proliferative bacteria concentration through the
biofilm at the final time, which refers to the last time point simulated in this study, under three
different nutrient conditions. Since the nutrient supply originates from the biofilm-bulk fluid
interface, which is represented on the right side of the x-axis, the concentration of nutrients is
highest at the interface and decreases as one moves deeper into the biofilm, which is towards
the implant-biofilm interface (x = 0). For all three nutrient conditions, the concentration of
proliferative bacteria is highest at the biofilm-bulk fluid interface and decreases as we move fur-
ther into the biofilm towards the implant. This trend occurs because proliferative bacteria rely
on nutrient availability for growth and reproduction. The highest concentration of nutrients is
at the interface, where the nutrient influx occurs, providing an ideal environment for bacterial
proliferation. As the distance from the nutrient source increases, the nutrient concentration di-
minishes due to diffusion limitations and consumption by bacteria, leading to a corresponding
decrease in proliferative bacteria concentration. Interestingly, the concentration of proliferative
bacteria is highest in the intermediate nutrient condition, followed by the nutrient-rich environ-
ment, and is lowest in the nutrient-poor condition. This pattern can be explained by the balance
between nutrient availability and the biological response of bacteria. In a nutrient-rich environ-
ment, the abundance of nutrients initially drives higher proliferation, which eventually results
in an increased conversion rate to the dead bacteria state over time. In the intermediate nutri-
ent environment, the balance between available nutrients and bacterial growth is more optimal,
leading to sustained proliferative activity across the biofilm, hence the higher concentration. In
the nutrient-poor environment, the low nutrient availability severely restricts bacterial growth,



CHAPTER 5. ...CONTROLLED ANTIBIOTIC RELEASE 150

resulting in the lowest concentration of proliferative bacteria across the biofilm.

(a) (b)

(c) (d)

Figure 5.9: Effect of varying nutrient concentration (S0) on (a) spatial variation of proliferative
bacteria concentration at final time, (b) spatial variation of persister bacteria concentration at
final time, (c) spatial variation of dead bacteria concentration at final time, (d) spatial variation
of EPS concentration at final time.

Fig. 5.9(b) shows the spatial variation of persister bacteria concentration at the final time
under the same nutrient conditions. Persister bacteria display a distinct concentration profile
compared to proliferative bacteria. The concentration of persister bacteria is highest in the
nutrient-poor environment, followed by the intermediate nutrient condition, and is lowest in the
nutrient-rich environment. In the nutrient-poor environment, most bacteria are forced into the
persister state to survive due to the lack of nutrients to sustain proliferative growth. This leads to
the highest concentration of persisters across the biofilm. This shows resilience towards adverse
environmental effects showed by biofilm. In the intermediate nutrient environment, the con-
centration of persister bacteria is lower than in the nutrient-poor condition but still significant.
Here, some bacteria switch to the persister state as a survival strategy in response to moderate
nutrient levels, balancing between growth and survival. The concentration is lower than in the
nutrient-poor environment because the nutrient levels are not as restrictive, allowing for a higher
proportion of bacteria to remain in the proliferative state. In the nutrient-rich environment, the
concentration of persister bacteria is the lowest because the abundant nutrients support contin-
ued bacterial proliferation and reversion of persister to proliferative, rather than the formation of
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persisters.
Fig. 5.9(c) presents the spatial variation of dead bacteria concentration at the final time. Dead

bacteria accumulate in the biofilm due to natural bacterial death and environmental stressors
like antibiotic. The concentration of dead bacteria is highest in the nutrient-rich environment,
followed by the intermediate nutrient condition, and lowest in the nutrient-poor environment.
This trend can be attributed to the high initial proliferative activity in nutrient-rich conditions,
which leads to more bacterial growth and, consequently, more bacterial death over time. In
the intermediate nutrient environment, the concentration of dead bacteria is lower than in the
nutrient-rich environment but still significant. The moderate bacterial growth in this environment
leads to a steady accumulation of dead bacteria, though at a lower rate compared to the nutrient-
rich condition. This reflects the balance between growth and death in a moderately nutrient-
limited environment. In the nutrient-poor environment, the concentration of dead bacteria is
the lowest, as fewer bacteria are proliferating and more are in the persister state. Consequently,
fewer bacteria die, resulting in a lower overall concentration of dead bacteria.

Fig. 5.9(d) shows the spatial variation of EPS concentration at the final time. EPS is essential
for maintaining the structure and stability of the biofilm and is closely linked to bacterial activity
and nutrient availability. The concentration of EPS is highest in the nutrient-poor environment,
followed by the intermediate nutrient condition, and is lowest in the nutrient-rich environment.
This trend occurs because, over time, in nutrient-poor conditions, bacteria prioritise EPS pro-
duction to stabilise the biofilm structure and protect themselves from environmental stressors,
despite the limited nutrient availability. In our model, this can be attributed to the fact that in a
nutrient-poor environment, the rate of EPS production is higher than the proliferation rate, pri-
marily due to the antibiotic’s inhibitory effect on bacterial proliferation. In the intermediate nu-
trient environment, EPS production is moderate, reflecting the balance between bacterial growth
and biofilm stabilisation. The concentration of EPS is lower than in the nutrient-poor environ-
ment because the nutrient levels, while limited, still support some bacterial growth, leading to a
distribution of resources between growth and EPS production. In the nutrient-rich environment,
the concentration of EPS is the lowest because bacteria focus more on growth and proliferation
rather than biofilm stabilisation. This occurs because, in this scenario, the proliferative bacteria
population increases due to the higher growth rate and reversion from the persister state, leading
to a higher rate of transition to dead bacteria. Although not directly modelled, it can be in-
ferred that abundant nutrients reduce the emphasis on EPS production, as the bacteria can thrive
without the need for extensive biofilm formation to protect against environmental stresses. Inter-
estingly, EPS concentration shows a slight increase as we move deeper into the biofilm, towards
the implant, across all nutrient conditions. This can be explained by the spatial distribution of
bacterial activities within the biofilm. Closer to the nutrient influx at the biofilm-bulk fluid in-
terface, bacterial growth is more dominant, resulting in higher concentrations of proliferative
bacteria. As one moves deeper into the biofilm, where nutrient availability decreases, prolif-
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erative bacteria will produce more EPS and persister. This shows the shift of their focus from
growth to stabilisation of the biofilm matrix, leading to an increase in EPS production in these
regions.

Fig. 5.9 collectively reveal the intricate relationship between nutrient availability and the spa-
tial distribution of bacterial states and EPS production. The nutrient-rich environment promotes
intermediate concentrations of proliferative bacteria. However, the total concentration of pro-
liferative bacteria is highest for this scenario due to the biofilm’s larger thickness, even though
spatial concentrations may be lower. A thicker biofilm can have higher total concentrations
despite lower spatial concentrations. The nutrient-rich environment leads to a significant accu-
mulation of dead bacteria at final time due to the rapid death associated with high initial growth
rates. Conversely, in the nutrient-poor environment, bacteria predominantly switch to the per-
sister state to survive the nutrient scarcity, leading to the highest concentration of persisters.
The intermediate nutrient environment presents a balanced scenario reflecting an equilibrium
between growth and survival mechanisms. The spatial distribution within the biofilm further
emphasises the adaptive responses of bacteria to their environment. Proliferative bacteria are
most concentrated at the nutrient-rich interface, declining deeper into the biofilm where nutri-
ents are less available. In contrast, EPS concentration slightly increases deeper into the biofilm,
suggesting a shift in bacterial focus from growth to structural maintenance as nutrient avail-
ability decreases. This interplay between bacterial states and biofilm structure across different
nutrient conditions underscores the complexity of biofilm dynamics, where nutrient gradients
drive the spatial organisation of bacterial communities and the stability of the biofilm matrix.

Fig. 5.10 shows the spatial structure of the different biomass constituents (proliferative bac-
teria, persister bacteria, dead bacteria, and EPS) across the biofilm at the final time for various
nutrient concentrations (S0). In previous analyses in Fig. 5.9, we examined how S0 influenced
concentration levels, where the concentrations appeared relatively constant. These figures aim to
provide a clearer view of the spatial structure by normalising the concentrations at each point by
the value at x = 0 (the implant-biofilm boundary), allowing for the identification of spatial trends
across the biofilm. This analysis reveals key distribution patterns for the biomass constituents,
showing how they are distributed from the implant-biofilm boundary (left) to the biofilm-bulk
fluid boundary (right).

The spatial structures in this figure are largely similar to those in Fig. 4.17 of Model 3, with
the exception of the dead bacteria (see Fig. 5.10(c)), which shows a different spatial pattern com-
pared to Model 3 (see Fig. 4.17(c)). To avoid redundancy, we will focus on discussing the spatial
structure of the dead bacteria, as the other biomass constituents follow similar trends to those in
Fig. 4.17, though the patterns are more pronounced in the current model. The more pronounced
spatial structure observed here is mainly due to the controlled antibiotic release. In Model 3
(Section 4.2), with continuous antibiotic administration, biofilm growth and consequently, the
growth of all biomass constituents, was consistently suppressed. However, in this model, the
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Figure 5.10: Spatial variation of (a) proliferative bacteria, (b) persister bacteria, (c) dead bacte-
ria, and (d) EPS at the final time, shown for varying nutrient concentrations (S0). In each plot,
the concentrations are scaled by dividing the value at each spatial point by the concentration at
x = 0.

antibiotic is nearly exhausted by the final time, allowing the biofilm and its constituents more
time to grow, leading to a more defined spatial structure at the final time. This also explains the
different distribution of dead bacteria. In Model 3, where the antibiotic was present throughout
the time, the highest accumulation of dead bacteria occurred at the implant-biofilm interface,
with a decrease as the antibiotic concentration decreased further from the interface, resulting
in a dip and a slight increase near the biofilm-bulk fluid interface due to increased prolifera-
tive activity. In contrast, in this model, with almost all antibiotics exhausted from the biofilm,
the highest accumulation of dead bacteria is now observed near the biofilm-bulk fluid interface,
where proliferative bacteria are most concentrated.

Phases of biofilm growth

Now we explore the dynamic processes governing biofilm growth in the context of controlled
antibiotic release from a porous implant. The definition of the phases discussed here is a culmi-
nation of the knowledge gained from all the biofilm growth models developed throughout this
thesis. Previous results, such as those in Fig. 4.14 and 4.15, support the idea of these phases
being integral to the growth cycle. In particular, the two-phase behaviour of the biomass con-
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stituents, where an initial phase marked by rapid changes due to antibiotics is followed by a
stabilisation phase, sets the stage for the more detailed study of biofilm growth phases explored
in this chapter. We identified five distinct phases that capture the key stages of biofilm devel-
opment: Antibiotic delivery phase, Rapid acceleration of growth phase, Growth of proliferative
bacteria phase, Tip formation phase, and Steady tip propagation phase. These phases are ob-
served consistently across a range of model parameters, indicating their fundamental role in
biofilm growth dynamics.

Antibiotic delivery phase (phase 1)-The antibiotic delivery phase marks the initial stage of
biofilm development, beginning at t = 0 and continuing until the total antibiotic concentration
in the system falls below 1% of its initial value. This phase is critical as it sets the initial
conditions that will influence the subsequent growth of the biofilm. In our model, the antibiotic
primarily suppresses bacterial growth and increases cell death among the proliferative bacterial
population. Proliferative bacteria, being metabolically active, are vulnerable to the antibiotic,
whereas persister bacteria, in a dormant state, are not affected. This differential susceptibility
between proliferative and persister cells defines the initial distribution of bacterial phenotypes,
influencing the biofilm’s early structure and preparing for subsequent growth phases.

It is important to note that this phase’s definition is based on the specific type of antibiotic
action assumed in our model, which primarily targets proliferative cells by suppressing their
growth and increasing mortality. If a different type of antibiotic were used, one capable of
affecting persister cells, for example, the dynamics of this phase could change. In such cases,
the phase may need to be defined differently to account for the altered interaction between
the antibiotic and the bacterial phenotypes within the biofilm, potentially impacting the entire
growth trajectory of the biofilm.

Rapid acceleration of growth phase (phase 2)-As the antibiotic concentration decreases
during the antibiotic delivery phase, the biofilm enters the rapid acceleration of growth phase.
This phase is characterised by a significant increase in the biofilm’s growth rate, driven by the
proliferation of bacteria and the accumulation of EPS. We define the end of this phase as being
marked by the time at which the velocity of the biofilm-bulk fluid interface, or the biofilm
thickness, reaches its maximum value.

The rapid acceleration observed during this phase is primarily due to the reduced antibiotic
exposure, which allows proliferative bacteria to multiply rapidly. The availability of nutrients
further fuels this growth, leading to a sharp increase in biofilm thickness. The EPS, produced by
the bacteria, provides structural support to the growing biofilm, contributing to its mechanical
stability and resilience to external stresses.

The velocity at the biofilm-bulk fluid interface represents the rate at which the biofilm ex-
pands. The maximum velocity during this phase indicates the peak of biofilm expansion, after
which the growth rate begins to stabilise as the system transitions to the next phase.

Growth of proliferative bacteria phase (phase 3)-The growth of proliferative bacteria
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phase is marked by bacteria continuously growing within the biofilm, increasing the total num-
ber of proliferative cells. This phase ends when the total concentration of proliferative bacteria
reaches its maximum value, signaling the peak of bacterial activity within the biofilm.

During this phase, the biofilm becomes more complex, with proliferative bacteria dominating
the microbial community. The high concentration of proliferative bacteria in this phase also
means that the biofilm is metabolically active, consuming nutrients and producing persister and
dead bacteria as well as EPS. This phase represents a critical stage in biofilm maturation, where
the biofilm’s structure and function are fully established.

Before defining the tip formation phase and the steady tip propagation phase, it is crucial
to visually establish the presence of a tip structure during biofilm growth and its movement.
Fig. 5.11 offer valuable insights into the spatial distribution of proliferative bacteria across the
biofilm, revealing how the tip forms and subsequently propagates.

In Fig. 5.11(a), the concentration of proliferative bacteria is plotted across the biofilm, both
before the onset of the tip formation phase (phase 4) and during it. The concentrations are nor-
malised by their respective maximum values over the entire time course, resulting in a range
from 0 to 1. This normalisation ensures that the comparisons are meaningful across different
time points. Before phase 4 begins, as indicated by the dashed line, the concentration of prolif-
erative bacteria decreases monotonically from the biofilm-bulk fluid interface (on the right side
of the x-axis) towards the implant-biofilm interface (on the left side of the x-axis). This gradient
is typical of earlier biofilm growth phases, where bacterial activity is highest near the nutrient-
rich biofilm-bulk fluid interface and diminishes deeper within the biofilm, where nutrients are
more limited. This spatial distribution reflects the biofilm’s adaptation to its microenvironment,
where proliferative bacteria prioritise regions with more accessible resources. However, as the
biofilm transitions into phase 4, the spatial profile of proliferative bacteria undergoes a signif-
icant change. The solid line in Fig. 5.11(a) shows that, during this phase, a localised increase
in bacterial concentration emerges at the biofilm-bulk fluid interface, resulting in the formation
of a rounded tip. This tip is a critical structural feature, representing a focal point of intense
bacterial activity where the biofilm is actively expanding. The formation of this tip indicates
that the biofilm is reorganising its structure to optimise growth at the interface, which is now
becoming the primary driver of biofilm expansion. As time progresses during this phase, the
concentration of proliferative bacteria at each spatial point within the biofilm starts to decrease.
This decrease suggests a redistribution of bacterial resources, as the biofilm adjusts to maintain
the tip structure while potentially reducing the density of bacteria in other regions to support this
localised growth.

Fig. 5.11(b) continues the analysis into the steady tip propagation phase (phase 5), where the
biofilm has further evolved. The concentrations in this figure are also normalised, allowing for a
direct comparison between the start of phase 5 (dotted line), at 90 days (dashed line) and at 120
days (solid line).
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Figure 5.11: (a) Comparison of the spatial behaviour of scaled proliferative bacteria concen-
tration before and during phase 4. The plot shows a distinct tip forms at the biofilm-bulk fluid
interface during phase 4. (b) Comparison of the spatial behaviour of scaled proliferative bacteria
concentration at the start of phase 5, at 90 days and at 120 days. The plot shows the formed tip at
the biofilm-bulk fluid interface propagates outward as the biofilm thickness increases over time.
For both subfigures, the concentrations represent the total values throughout the entire biofilm
at each specific time point, normalised by their respective maximum values over the entire time
course, with values ranging from 0 to 1.

As the biofilm enters phase 5, the tip that formed during the previous phase begins to prop-
agate outward steadily. This outward movement is clearly depicted by the shifting of the con-
centration profile towards greater biofilm thicknesses over time. The propagation of the tip
signifies that the biofilm is continuing to expand, with the most significant growth occurring at
the biofilm-bulk fluid interface. The proliferative bacteria are concentrated in this tip, which
is driving the expansion of the biofilm. One particularly noteworthy observation is the stabil-
ity of the proliferative bacteria concentration in the deeper regions of the biofilm, closer to the
implant side. Despite the outward growth of the tip, the concentration of proliferative bacteria
deep within the biofilm remains almost unchanged over time, as indicated by the close overlap
of the dashed and solid lines in these regions. This stability suggests that the internal structure
of the biofilm has reached a mature state, where changes in bacterial concentration are minimal.
The deeper regions of the biofilm, having already undergone significant development in earlier
phases, are now largely unaffected by the ongoing expansion at the tip. This stabilisation is
crucial for maintaining the biofilm’s overall integrity and resilience, ensuring that the biofilm
remains robust even as it continues to grow at the periphery.

These detailed spatial insights provide a more comprehensive understanding of the mech-
anisms that govern biofilm expansion, particularly during its later stages of development. By
analysing these spatial profiles, we gain valuable knowledge about the biofilm’s structural adap-
tations and the factors that contribute to its sustained growth and robustness in diverse environ-
ments.

Tip formation phase (phase 4)-The tip formation phase represents a significant structural
transition in the biofilm, as illustrated in Fig. 5.11(a). During this phase, the concentration of
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proliferative bacteria shifts, forming a rounded tip at the biofilm-bulk fluid interface. This tip
becomes the focal point for biofilm expansion.

In earlier phases, bacterial concentration decreases smoothly from the bulk-fluid interface
toward the implant. In phase 4, this distribution reorganises, with a localised increase at the
interface, forming the characteristic tip.

We define the end of this phase by the condition
∣∣∣∂B

∂ t
1
B

∣∣∣ < 0.1 at both the biofilm-bulk fluid
boundary (x = L(t)) and the implant-biofilm boundary (x = 0). This condition signifies that the
rate of change in the concentration of proliferative bacteria has slowed significantly across the
entire biofilm, indicating the completion of the tip formation process and the transition to the
next phase.

Steady tip propagation phase (phase 5)-As illustrated in Fig. 5.11(b), the steady tip prop-
agation phase is defined by the continuous outward movement of the rounded tip that formed in
the previous phase. During this phase, biofilm growth is concentrated at the biofilm-bulk fluid
interface, while deeper regions of the biofilm remain structurally stable.

This outward propagation marks the mature stage of biofilm development, where growth
is localised at the boundary, but the stability of the proliferative bacteria concentration in the
deeper regions reflects a mature and established structure. This steady growth dynamic ensures
the resilience of the biofilm to external changes, including antibiotic pressure, while maintaining
its overall integrity.

These five phases collectively describe the complex and dynamic process of biofilm growth
in the presence of controlled antibiotic release. Each phase represents a distinct stage in the
biofilm’s development, from the initial exposure to antibiotics through to the mature stage of
steady growth and structural differentiation. Understanding these phases is essential for devel-
oping effective strategies to control biofilm-associated infections. These phases are illustrated
and analysed through a series of figures, each focussing on different aspects of the biofilm dy-
namics. All plots are for 90 days. This is a comparatively longer final time than the other models
in order to capture the steady tip propagation phase.

Fig. 5.12 provides a comprehensive view of the dynamic interactions between various com-
ponents of the biofilm, proliferative bacteria, persister bacteria, dead bacteria, EPS, nutrient
concentrations, and antibiotic concentrations along with the biofilm’s growth rate, as indicated
by the velocity at the biofilm-bulk fluid interface. These interactions are depicted across the
first four phases of biofilm development, each of which is visually distinguished by a different
background colour in the plot: green for the first phase, magenta for the second, grey for the
third, and red for the fourth. This colour-coding helps clarify the transitions between phases and
highlights the key processes occurring in each. The concentrations plotted represent the total
values throughout the entire biofilm at each specific time point, normalised by their respective
maximum values over the entire time course, resulting in a range from 0 to 1. The velocity curve
reflects the velocity at the biofilm-bulk fluid interface, scaled by the maximum velocity observed
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at this interface across all time points. It is important to note that the fifth (final) phase is not
shown in this plot, as it begins at a much later time. Including this phase would limit our ability
to capture the distinct behaviours observed in the initial four phases. The behaviours associated
with the final phase, as well as the earlier phases, are discussed in detail in Fig. 5.13.

During the antibiotic delivery phase, indicated by the green background, antibiotic concen-
tration rapidly declines as it diffuses into the biofilm, suppressing proliferative bacteria growth.
As a result, persister bacteria and EPS production remain low, and there is only a slight increase
in dead bacteria, due to limited proliferative bacteria. Nutrient concentration rises due to re-
duced bacterial activity, while biofilm growth is slow but begins to accelerate as the antibiotic
concentration decreases.

Figure 5.12: Dynamics of the first four phases of biofilm growth. The plot illustrates the scaled
concentrations of proliferative bacteria (B), persister bacteria (Bp), dead bacteria (Bd), EPS (E),
nutrient concentrations (S), and antibiotic concentrations (C), along with the scaled velocity (v)
at the biofilm-bulk fluid interface, all plotted against time. The concentrations represent the total
values throughout the entire biofilm at each specific time point, normalised by their respective
maximum values over the entire time course, resulting in a range from 0 to 1. The velocity curve
reflects the velocity at the biofilm-bulk fluid interface, scaled by the maximum velocity observed
at this interface across all time points.

As the antibiotic concentration falls below a critical threshold, the biofilm enters the rapid
acceleration of growth phase, marked by the magenta background. In this phase, proliferative
bacteria grow rapidly, fuelled by nutrient consumption. This growth boosts EPS production,
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supporting biofilm structure, and increases persister bacteria. Dead bacteria also rise as some
proliferative cells die. Nutrient concentration decreases slightly due to consumption by the
growing bacterial population, and the velocity at the biofilm-bulk fluid interface peaks, marking
the maximum biofilm expansion rate.

During the growth of proliferative bacteria phase, depicted with a grey background, pro-
liferative bacteria reach their maximum concentration, driving continued EPS production and
solidifying the biofilm structure. As the biofilm matures, persister bacteria increase, and dead
bacteria accumulate due to stress from nutrient depletion and waste buildup. The biofilm’s ex-
pansion rate slows, reflected by a decrease in velocity, while nutrient concentration rises as
bacterial growth slows, indicating a shift in metabolic activity.

Finally, in the tip formation phase, shown with a red background, the biofilm undergoes a
structural transition as proliferative bacteria concentration decreases, redistributing activity and
resources to form a rounded tip at the biofilm-bulk fluid interface. EPS production continues,
driving further expansion, while persister bacteria increase more slowly, maintaining a balance
between active and dormant cells. Dead bacteria accumulate as natural death persist and the
growth rate of the biofilm slows, indicated by decreasing velocity. Nutrient concentration rises
more sharply as bacterial growth slows, reflecting reduced nutrient uptake.

Throughout these phases, the interplay between proliferative bacteria, persister bacteria,
EPS, nutrients, and antibiotic concentration defines the biofilm’s structural and functional evo-
lution. Proliferative bacteria drive growth and EPS production, influencing the formation of
persister and dead bacteria. This adaptive capability, including the formation of a protective
EPS matrix and maintaining persister cells, highlights the biofilm’s resilience in hostile envi-
ronments like those with antibiotics. The formation of the tip during the tip formation phase
marks a key step in biofilm maturation, enabling steady expansion despite internal and exter-
nal stresses. The decrease in velocity and rise in nutrient concentration during the latter phases
signal a transition from rapid growth to a more stable, mature structure.

To thoroughly understand the dynamics of biofilm growth and maturation, we must closely
examine the actual changes in total concentrations and velocity, as the previous plot was nor-
malised and focused on overall behaviour rather than absolute concentration levels. The next
figure (see Fig. 5.13) provides these critical insights, showing how the total concentrations of
proliferative bacteria (B), persister bacteria (Bp), dead bacteria (Bd), EPS (E), and the velocity
(v) at the biofilm-bulk fluid interface evolve across the different phases. Fig. 5.13 highlight not
only the trends but also the magnitude of changes, revealing how each component contributes
to biofilm growth and structural stability over time. Due to the significant difference in scaling,
the velocity is displayed on the right y-axis, while the biomass components are represented on
the left y-axis.

Fig. 5.13(a) represents the antibiotic delivery phase (phase 1). During this phase, the biofilm
is initially exposed to high antibiotic concentrations, which suppresses bacterial growth. As the
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antibiotic diffuses and reacts within the biofilm, its concentration gradually decreases, allow-
ing bacterial activity to resume. As the antibiotic concentration decreases, the bacteria begin to
proliferate. In this phase, B exhibits the highest concentration among all components. This is
because, with the antibiotic concentration gradually decreasing, the bacteria that survive start to
resume their growth. The proliferative bacteria are primarily responsible for driving the early
expansion of the biofilm, as they are the most active in terms of growth. This early dominance
of B reflects the biofilm’s ability to rapidly respond to decreasing antibiotic levels by increasing
bacterial proliferation. The concentration of persister bacteria increases slowly, and it remains
the lowest among all components during this phase. This slow rise indicates that only a small
fraction of the bacterial population transitions into the dormant state during the early stages of
biofilm development. This occurs because the primary focus of the biofilm at this stage is on
establishing and expanding its structure using up the available nutrient, rather than conserving
cells in a dormant state. The concentration of dead bacteria is initially higher than both E and
Bp, reflecting the natural attrition within the bacterial population as some cells succumb to the
antibiotic or natural death. The moderate increase in Bd during this phase suggests that while
some bacteria are dying due to the initial high antibiotic concentration, the overall biofilm re-
mains largely viable as the surviving bacteria begin to proliferate. EPS production begins to
increase during this phase, though its concentration is lower than both B and Bd . The rise in E

indicates that proliferative bacteria are secreting EPS to support the structural development of
the biofilm, but the focus is still primarily on bacterial proliferation. EPS is crucial for forming
the biofilm’s protective matrix, which helps in the initial stabilisation and protection of the bac-
terial community as it grows. The velocity at the biofilm-bulk fluid interface begins to increase,
reflecting the initial stages of biofilm expansion. The rising velocity is a direct indicator of this
expansion, driven by the increase in bacteria and EPS production. The biofilm’s expansion at
this stage is still relatively slow, corresponding to the biofilm’s focus on overcoming the initial
antibiotic pressure and establishing a foothold for more rapid growth in the next phase. This
phase is characterised by the biofilm’s adaptation to the presence of the antibiotic, with bacterial
growth resuming as the antibiotic concentration decreases. The dominance of B over Bd , E, and
Bp indicates that proliferative bacteria are the primary drivers of biofilm growth at this stage, as
the biofilm focusses on increasing its cellular biomass and establishing a structural foundation.

Fig. 5.13(b) depicts the rapid acceleration of growth phase (phase 2), where the biofilm ex-
periences a significant increase in growth rate. This phase is marked by a rapid escalation in the
concentrations of B, Bp, Bd , and E, as well as a peak in (v) at the biofilm-bulk fluid interface.
The concentration of proliferative bacteria continues to rise sharply during this phase, maintain-
ing its position as the highest concentration among all components. This rapid increase occurs
because the biofilm is now entering a phase where it can fully exploit the reduced antibiotic
pressure and abundant nutrient availability. The sharp rise in B signifies that the biofilm is un-
dergoing rapid expansion, with bacterial cells actively contributing to the overall growth of the
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Figure 5.13: Temporal variation of total concentrations of proliferative bacteria (B), persister
bacteria (Bp), dead bacteria (Bd), EPS (E) and the velocity at the biofilm-bulk fluid interface (v)
during (a) phase 1, (b) phase 2, (c) phase 3, (d) phase 4, (e) phase 5.

biofilm. This aggressive growth is necessary to establish a strong and resilient biofilm structure
that can withstand future challenges. The concentration of persister bacteria continues to rise,
though it remains the lowest among all components. The gradual increase in Bp suggests that
while most bacteria are actively proliferating, a subset is transitioning into the dormant state
due to localised pockets of low nutrient. The presence of persister cells in this phase indicates
that the biofilm is developing resilience, with a fraction of the population prepared to survive
any unexpected environmental changes, such as a sudden decrease in overall nutrient concen-
tration. The concentration of dead bacteria increases significantly, becoming the second-highest
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concentration after B. This rise in Bd reflects the natural death within the bacterial population,
as some cells die due to competition for resources, accumulation of metabolic byproducts. It
can also reflect the residual antibiotic effects. The increasing Bd during this phase is indicative
of the intense bacterial activity within the biofilm, where rapid growth is accompanied by nat-
ural death. EPS production increases notably during this phase, ranking third in concentration
after B and Bd . The sharp rise in E indicates that the bacteria are secreting large amounts of
EPS to support the expanding biofilm structure. The increase in EPS is essential for sustaining
the rapid expansion of the biofilm by providing a stable matrix that holds the biofilm together
as it grows. The velocity at the biofilm-bulk fluid interface reaches its peak during this phase,
reflecting the maximum rate of biofilm expansion. The high velocity suggests that the biofilm is
rapidly growing, driven by the combined increase in bacterial biomass and EPS production. This
rapid expansion is characteristic of the biofilm’s aggressive growth strategy during this phase, as
it seeks to maximise its coverage and establish dominance in its environment. In summary, this
phase represents the biofilm’s most vigorous period of growth, characterised by rapid bacterial
proliferation, increased EPS production, and significant biofilm expansion. The dominance of
B over Bd , E, and Bp underscores the continued importance of proliferative bacteria in driv-
ing biofilm expansion during this phase. The biofilm’s strategy during this phase is to grow as
quickly as possible, establishing a robust structure that can protect the community from future
challenges.

Fig. 5.13(c) illustrates the growth of proliferative bacteria phase (phase 3), where the con-
centration of proliferative bacteria (B) initially remains high but becomes surpassed by the con-
centration of dead bacteria (Bd), very quickly afterwards, as the phase progresses. This phase
marks a transition from rapid growth to the stabilisation of the biofilm structure. During this
phase, the concentration of proliferative bacteria reaches its peak. At the beginning of this
phase, the concentration of proliferative bacteria remains the highest, indicating that bacterial
activity is still robust. However, as the phase progresses, B is overtaken by Bd , reflecting a shift
in the biofilm’s dynamics. The initial dominance of B suggests that bacterial proliferation con-
tinues to be a major driver of biofilm growth, but as nutrient limitations increase, the growth
rate of B slows down. This shift occurs because the biofilm is now reaching a critical mass,
where the available resources within the biofilm become limiting factors, reducing the rate of
proliferation. The concentration of persister bacteria continues to increase gradually, remaining
the lowest among all components. This slow rise indicates that while some bacteria are transi-
tioning into the dormant state, the overall focus is still on maintaining a stable balance between
growth and dormancy. The gradual increase in Bp reflects the biofilm’s strategy of preserving a
portion of its population in a dormant state, driven by the reduced nutrient concentration that re-
sulted from high proliferation in earlier phases. The concentration of dead bacteria continues to
rise sharply and eventually surpasses B to become the highest concentration in this phase. This
significant increase in Bd reflects the biofilm’s natural attrition as bacterial death rates exceed



CHAPTER 5. ...CONTROLLED ANTIBIOTIC RELEASE 163

proliferation. This is a critical part of the biofilm’s lifecycle, where the focus shifts from rapid
expansion to the maintenance of a stable and resilient structure, even as some bacteria inevitably
die off. EPS production continues to increase steadily, ranking third in concentration after Bd

and B. The sustained rise in E suggests that the bacteria are still actively contributing to the
biofilm matrix, even as bacterial growth slows. The velocity at the biofilm-bulk fluid interface
begins to decrease during this phase, indicating that the rapid expansion observed in the pre-
vious phase is slowing. As the biofilm matures, the biofilm expansion slows, and the biofilm
focuses more on maintaining its structure rather than continuing to expand rapidly. This phase
represents a critical transition in the biofilm’s lifecycle, where the initial dominance of B gives
way to Bd as the biofilm matures. The decrease in velocity and the shift in the balance between
growth and death indicate that the biofilm is moving towards a more stable, mature state. This
phase is crucial for the biofilm as it begins to prioritise long-term survival over rapid expansion,
with the increased Bd signifying the natural death of the bacterial population.

Fig. 5.13(d) focuses on the tip formation phase (phase 4), where the biofilm undergoes a
significant structural transition. During this phase, the concentration of proliferative bacteria
(B) decreases steadily, eventually becoming the lowest concentration among all components.
This phase is characterised by the reorganisation of the biofilm’s structure, particularly at the
biofilm-bulk fluid interface, where a rounded tip begins to form. The concentration of prolif-
erative bacteria decreases steadily throughout this phase, reflecting a redistribution of bacterial
activity within the biofilm. Initially, total concentration B ranks second after Bd , but as the phase
progresses, it very quickly becomes the lowest concentration. This decrease suggests that the
biofilm is reallocating its resources to focus bacterial growth and activity at the biofilm-bulk
fluid interface, where the tip is forming. The reduction in B indicates that the biofilm is priori-
tising structural reorganisation over further bacterial proliferation. This shift is critical for the
formation of the tip, which will drive the biofilm’s controlled expansion in the next phase. The
concentration of persister bacteria stabilises during this phase, eventually decreasing slightly,
but it remains higher than B by the end of the phase. This stabilisation indicates a balance be-
tween proliferative and persister states, with the biofilm maintaining its resilience by keeping a
portion of the population in a dormant state. The slight decrease in Bp suggests that as the prolif-
erative bacteria decreases, persister cells diminishes slightly. The concentration of dead bacteria
remains the highest throughout this phase, reflecting ongoing bacterial death. The increase in
Bd is likely due to natural death within the biofilm. EPS production continues to increase during
this phase, eventually surpassing both Bp and B. The sustained increase E indicates that bacteria
are actively secreting EPS to reinforce the deeper biofilm structure, especially as proliferative
bacteria form a rounded tip at the biofilm-bulk fluid interface. The increase in EPS during this
phase is crucial for the biofilm’s ability to maintain its structure as it reorganises and prepares
for the next phase of controlled expansion. The velocity at the biofilm-bulk fluid interface con-
tinues to decrease, indicating that the expansion of the biofilm is stabilising. The decrease in
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velocity reflects the biofilm’s focus on structural reorganisation rather than rapid expansion. The
formation of the tip is a key adaptation that allows the biofilm to prepare for steady, controlled
growth in the subsequent phase. The reduced velocity also suggests that the biofilm is becoming
more compact and structured, focussing on internal stability over expansion. This phase is criti-
cal for the biofilm’s structural maturation, as the formation of the rounded tip facilitates further
expansion in the steady tip propagation phase. The initial hierarchy of Bd , B, E, and Bp shifts
to Bd , E, Bp, and B very quickly, reflecting the biofilm’s evolving priorities as it matures. The
structural changes that occur during this phase are essential for setting the stage for the biofilm’s
long-term stability and continued growth in a controlled manner.

Fig. 5.13(e) represents the steady tip propagation phase (phase 5), where the biofilm has
possibly reached a mature state, and the tip formed in the previous phase begins to propagate
outward steadily. This phase is characterised by the stabilisation of the biofilm structure and
the continued controlled expansion driven by the tip at the biofilm-bulk fluid interface. The
concentration of proliferative bacteria stabilises at a lower level during this phase, eventually
overlapping with Bp. This stabilisation reflects the biofilm’s shift towards maintaining its es-
tablished structure rather than rapid proliferation. The decrease and eventual overlap with Bp

indicate that the biofilm’s growth is now more controlled and less dependent on active bacte-
rial proliferation. The concentration of persister bacteria also decreases slightly and eventually
overlaps with B. This overlap suggests that the biofilm is maintaining a balanced population of
active and dormant bacteria, ensuring its long-term resilience. The decrease in Bp indicates that
the biofilm’s focus is shifting away from dormancy as the structure stabilises. This occurrs due
to the lower proliferative concentration, resulting in a reduced transition to the persister state.
However, the presence of persister cells remains important for the biofilm’s ability to withstand
future environmental changes. The concentration of dead bacteria continues to rise significantly,
becoming the dominant component in the biofilm. The substantial increase in Bd reflects ongo-
ing bacterial death. The dominance of Bd underscores the biofilm’s natural death as it reaches
a mature state. This increase in Bd is a natural consequence of the biofilm’s lifecycle, and the
structure is maintained through the production of new EPS and the continued growth at the
biofilm-bulk fluid interface. EPS production continues to rise steadily during this phase, becom-
ing the second-highest concentration after Bd . The increase in E suggests that the bacteria are
still contributing to the biofilm matrix, ensuring its stability and resilience as the tip propagates
outward. The continued rise in E is crucial for maintaining the biofilm’s structural integrity as
it grows. EPS is essential for the biofilm’s long-term stability, providing the matrix that holds
the biofilm together and protects the bacterial cells within it. The velocity at the biofilm-bulk
fluid interface remains low, reflecting the steady, controlled expansion of the biofilm. The low
velocity indicates that the biofilm is no longer rapidly expanding, but rather growing in a more
stable, sustained manner. The steady propagation of the tip ensures that the biofilm continues
to expand while maintaining its structural integrity. This controlled expansion is crucial for the
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long-term survival of the biofilm, as it allows the biofilm to grow without overextending its re-
sources or destabilising its structure. This phase represents the biofilm’s mature state, where
growth continues steadily, and the structure is maintained. The dominance of Bd and E over Bp

and B, along with the eventual overlap of B and Bp, indicates that the biofilm is in a balanced
state, poised for long-term survival and resilience.

Fig. 5.13 illustrates the dynamic processes that drive biofilm growth and maturation across
different phases. In the antibiotic delivery phase, the biofilm adapts to the presence of antibiotics,
setting the stage for rapid growth in the rapid acceleration of growth phase. The growth of
the proliferative bacteria phase marks the peak of bacterial activity, after which the biofilm
undergoes structural reorganisation in the tip formation phase. Finally, the steady tip propagation
phase represents the biofilm’s mature state, where growth continues steadily, and the structure
is maintained. The detailed examination of these phases provides valuable insights into the
biofilm’s lifecycle, highlighting the interplay between bacterial phenotypes, EPS production,
and the biofilm’s structural dynamics. This understanding is essential for developing strategies
to control biofilm growth and persistence in various environments.

Manipulating critical times

The identification and understanding of these distinct phases of biofilm growth are crucial, as
they remain consistent between varying sets of parameters. This consistency offers the opportu-
nity to manipulate biofilm growth to achieve specific outcomes. By changing parameter values
to affect the critical times, those time points where one phase transitions into the next, we can
potentially control the biofilm’s development, either by slowing it down, stopping it altogether,
or even eradicating the biofilm. Such manipulations potentially provide a powerful tool for
biofilm management, particularly in scenarios where inhibition of further growth or elimination
of the biofilm is desirable.

To explore how these critical times can be influenced, we examine the effects of varying
important model parameters. First, we focus on S0, which represents the nutrient concentration
coming from the bulk fluid. Nutrient availability plays a fundamental role in biofilm dynam-
ics, as it regulates the transition between proliferative and persister bacterial states. In previous
analyses in Section 4.2.4 and 5.2.5, we observed significant and essential changes in the charac-
teristics of the biofilm when S0 was altered. Therefore, we will first investigate how varying S0

affects the critical times of each phase, as this could provide insights into how nutrient control
can be leveraged to manage biofilm growth. Next, we turn our attention to the non-dimensional
parameter Q, which is the ratio of the initial antibiotic concentration loaded into the implant
to the antibiotic’s solubility in the biofilm. This parameter captures a vital characteristic of the
implant’s ability to deliver the antibiotic effectively into the biofilm. By varying Q, we aim to
understand whether and how this parameter influences the critical times. Discovering any depen-
dency between Q and the transitions between the biofilm growth phases could inform strategies
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to optimise antibiotic delivery systems to disrupt biofilm formation or enhance biofilm eradica-
tion efforts. Thus, by analysing the effects of these parameters on the critical phase transition
times, we aim to identify practical approaches to manipulating biofilm dynamics for targeted
control and eradication.

(a) (b)

Figure 5.14: Influence of varying S0 on the critical times marking the end of biofilm growth
phases. (a) Variation of the first three critical times (end of phase 1, end of phase 2, and end of
phase 3), (b) Variation of all four critical times, focusing on the final critical time (end of phase
4).

Fig. 5.14 examines the effects of varying S0, on the critical times that distinguish the transi-
tions between different biofilm growth phases. The non-dimensional parameter S0 ranges from
0.5 to 1.5, with non-dimensional S1 = 0.8 and S2 = 1.3 acting as critical thresholds for the avail-
ability of nutrients. In this model, when S0 ≤ S1 is classified as insufficient nutrient conditions,
S1 < S0 < S2 as intermediate nutrient levels, and S0 ≥ S2 as sufficient nutrient availability. It’s
important to note that antibiotic only affects the proliferative bacteria in this system, and nutri-
ent levels directly regulate the transitions between proliferative and persister states. This under-
standing frames the interpretation of the critical times, focussing on how nutrient availability
controls these transitions and, consequently, the biofilm’s structural and dynamic properties.

Fig. 5.14(a) provides a detailed view of the critical times for the first three phases, phase 1
(antibiotic delivery phase), phase 2 (rapid acceleration of growth phase), and phase 3 (growth of
proliferative bacteria phase), as functions of S0. These early critical times reflect how nutrient
availability impacts the biofilm’s initial growth and interaction with the antibiotic.

The green curve represents the time at which phase 1 ends. As S0 increases from 0.5 to 1.5,
we observe a decrease in the critical time for the end of phase 1. At low values of S0, there
is insufficient nutrient availability to support significant bacterial proliferation, which results in
lower concentrations of proliferative bacteria. Since the antibiotic primarily affects proliferative
bacteria, fewer antibiotics are required to eliminate them in nutrient-poor conditions, and the
antibiotic remains in the biofilm for a longer time. This leads to a longer critical time for the end
of phase 1 at lower S0. As S0 increases, the nutrient concentration allows for a greater number
of proliferative bacteria to form, which in turn means that higher concentration of antibiotics are
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required to target and eliminate them. As a result, the antibiotic is exhausted from the system
more quickly and the biofilm moves on to the next phase sooner. This explains the sharper
decrease in the critical time for the end of phase 1 as S0 approaches S1. However, beyond S1,
the decrease in the critical time becomes less pronounced because the proliferative bacteria have
more consistent access to nutrients, stabilising their population and the time required to deplete
the antibiotic.

The magenta curve tracks the end of phase 2, which marks the conclusion of the rapid ac-
celeration of biofilm growth. This curve exhibits a steeper decline as S0 increases compared
to the green curve for phase 1, particularly in the intermediate nutrient range between S1 and
S2. The sharper decrease in the critical time for phase 2 occurs because, in this phase, nutrient
availability becomes increasingly important for sustaining the rapid bacterial proliferation that
characterises this period of biofilm development. As S0 increases, the biofilm has access to more
nutrients. This abundance of nutrients fuels the biofilm’s ability to grow quickly, shortening the
duration of this phase. The availability of nutrients facilitates rapid bacterial division, and the
biofilm expands at a faster rate, which is why we see a more pronounced decline in the criti-
cal time for phase 2. In the intermediate nutrient range, where S1 < S0 < S2, the availability
of nutrients is sufficient to fuel rapid bacterial growth, and the biofilm can move through the
rapid growth phase quickly. However, as S0 increases beyond S2, the critical time begins to
stabilise. At these higher nutrient concentrations, the biofilm reaches a point where further in-
creases in nutrient availability no longer significantly impact the growth rate. This stabilisation
occurs because, beyond S2, the nutrient concentration is no longer the limiting factor for biofilm
growth. The bacteria have access to sufficient nutrients to sustain their rapid growth, and further
increases in S0 do not accelerate this process any further. This explains why the critical time for
the end of phase 2 decreases more steeply in the intermediate nutrient range and then begins to
level off at higher nutrient concentrations.

The black curve represents the critical time for the end of phase 3, which marks the peak
concentration of proliferative bacteria in the biofilm. Unlike the green and magenta curves, this
curve shows only a slight decrease as S0 increases, indicating that varying nutrient availability
has little effect on when the proliferative bacteria reach their peak total concentration. The rea-
son for this behaviour is that, by the time the biofilm reaches the end of phase 3, the growth
of proliferative bacteria is its maximum, and the nutrient levels no longer play as significant
a role in determining the total concentration of proliferative bacteria. Although increasing S0

supports faster bacterial growth in the earlier phases, the overall population of proliferative bac-
teria reaches a peak relatively quickly. Once this peak is reached, additional nutrients do not
substantially impact the timing of this peak. This explains why the decrease in the critical time
for phase 3 is much less pronounced than for the earlier phases. Essentially, the biofilm’s dy-
namics in phase 3 are less dependent on nutrient availability because the proliferative bacteria
have already reached a point where they are growing at their maximum potential. Additionally,
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this subtle decrease in the black curve suggests that the biofilm’s growth dynamics have reached
a more stable phase by the time phase 3 occurs. The total population of proliferative bacteria is
less sensitive to variations in S0, indicating that the biofilm has stabilised its growth. The lower
sensitivity of phase 3 to changes in nutrient availability implies that the biofilm’s structural in-
tegrity and the balance between proliferative and persister cells are becoming more established
at this point, leading to a more consistent critical time for the end of this phase.

Fig. 5.14(b) shows how all four critical times (the end of phases 1, 2, 3, and 4) vary with
S0. However, the primary focus is on the final critical time, representing the end of phase 4 (tip
formation phase), as there is a large time difference between the earlier critical times and this
one. The red curve in Figure 2 illustrates the behaviour of the final critical time across different
nutrient levels.

At low S0 values (below S1), the nutrient availability is insufficient to support the structural
changes necessary for tip formation. In this phase, the biofilm requires a stable structure to
begin propagating the rounded tip at the biofilm-bulk fluid interface, and lower S0 values mean
that the number of proliferative bacteria is too low to drive these changes. As a result, tip for-
mation, and by extension, steady tip propagation, takes much longer at lower S0, delaying the
biofilm’s transition to a mature, stable state. This explains why the critical time for the end of
phase 4 decreases sharply as S0 increases from 0.5 towards S1. In the intermediate nutrient range
(S1 < S0 < S2), the critical time for the end of phase 4 shows a more complex, non-monotonic
behaviour. Initially, as S0 increases beyond S1, the critical time increases, reaching a maximum
around S0 = 1.2. This can be explained by the balance between proliferative and persister bacte-
ria. In this nutrient range, although more nutrients promote the growth of proliferative bacteria,
they also encourage the transition of proliferative bacteria into persisters. This rapid transition
between states destabilises the biofilm’s structural integrity, delaying the onset of steady tip
propagation. As the nutrient availability increases, the biofilm requires more time to achieve a
stable balance between proliferative and persister cells, leading to a longer critical time for the
end of phase 4. At higher nutrient concentrations above S0 = 1.2, the critical time for the end of
phase 4 decreases once again. In this almost sufficient or sufficient nutrient range, the biofilm
can support a higher concentration of proliferative bacteria, which leads to a rapid increase in
structural integrity. The transition from persister to proliferative becomes more dominant, and
the biofilm can complete tip formation and enter the steady tip propagation phase much sooner.
As a result, the critical time for the end of phase 4 decreases rapidly as S0 increases through this
range.

The behaviours observed in Fig. 5.14 can be interpreted in terms of the balance between
nutrient availability, bacterial proliferation, and structural changes in the biofilm. For the early
phases, increases in S0 shorten the critical times because more nutrients support faster bacterial
growth and more rapid antibiotic consumption. However, once nutrient availability exceeds
certain thresholds (such as S1 and S2), further increases in S0 have diminishing returns, and
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the biofilm’s growth rate stabilises. The more complex behaviour seen in phase 4 reflects the
biofilm’s structural dynamics, which are strongly influenced by the balance between proliferative
and persister bacteria. In the intermediate nutrient range, this balance is highly dynamic, leading
to longer critical times as the biofilm struggles to stabilise its structure. Once S0 increases into
the sufficient nutrient range, the biofilm rapidly reaches a mature state, and the critical time
decreases. The final critical time (end of phase 4) is particularly sensitive to variations in S0,
indicating that the biofilm’s structural maturation is heavily dependent on nutrient availability
and the transitions between proliferative and persister states. This phase also has a much more
pronounced response to nutrient variation than the earlier phases, which suggests that biofilm
maturation is more dependent on nutrient-driven transitions between bacterial phenotypes than
on the early dynamics of bacterial growth and antibiotic consumption.

Fig. 5.14 show that controlling nutrient levels can have significant effects on the timing
of key biofilm growth transitions, particularly in the later phases where structural changes are
crucial. Understanding these dynamics can help in developing strategies to manipulate biofilm
growth and potentially delay or accelerate biofilm maturation for therapeutic purposes.

Fig. 5.15 illustrates the influence of varying the parameter Q, on the critical times that mark
the transitions between different phases of biofilm growth. As the antibiotic affects proliferative
bacteria, changing Q directly impacts the biofilm’s growth dynamics, particularly the critical
times for the various growth phases. In this analysis, we examine the behaviour of the critical
times for each phase and explain how increasing Q affects biofilm formation and antibiotic
efficiency.

(a) (b)

Figure 5.15: Influence of varying Q on the critical times marking the end of biofilm growth
phases. (a) Variation of the first three critical times (end of phase 1, end of phase 2, and end of
phase 3), (b) Variation of all four critical times, focusing on the final critical time (end of phase
4).

The green curve in Fig. 5.15(a) shows how the critical time for the end of phase 1 increases
as Q increases. As Q increases, the solid antibiotic concentration in the implant increases or the
solubility of the antibiotic decreases. Consequently, the antibiotic takes longer to be depleted,
which prolongs the time required for the antibiotic to reach 1% of its initial total concentration.
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This explains why the duration of the antibiotic delivery phase increases with increasing Q, as
higher Q prolongs the release time of antibiotic.

The magenta curve in Fig. 5.15(a) represents the critical time at which the velocity of the
biofilm-bulk fluid interface reaches its peak, marking the end of phase 2. As Q increases, the
critical time associated with this phase also increases. This behaviour indicates that as the solid
antibiotic concentration increases or the solubility decreases, the biofilm takes longer to reach
its peak growth velocity. This is because a higher Q means more antibiotic is present to kill
proliferative bacteria, slowing down biofilm growth overall. It could also mean lower solubil-
ity which prolongs antibiotic presence in the biofilm leading to slower biofilm growth. Since
proliferative bacteria contribute to the production of EPS, dead bacteria, and persister cells,
the slower growth of proliferative bacteria results in a slower overall accumulation of biofilm
biomass, which delays the time at which the biofilm reaches its maximum growth velocity.

Around Q = 25, we observe the green curve crossing the magenta curve. This suggests that
as Q increases, the biofilm reaches its peak growth velocity before the total antibiotic concen-
tration falls below 1% of the initial total antibiotic concentration. One might expect the biofilm
to reach its peak velocity after the antibiotic has been depleted, as the antibiotic actively sup-
presses bacterial growth. However, despite the significant presence of the antibiotic, the biofilm
still manages to attain its peak growth velocity. This behaviour indicates that, while the an-
tibiotic is still killing proliferative bacteria, the biofilm is likely entering a phase where other
factors, such as the accumulation of persister bacteria, dead bacteria and EPS, begin to dominate
the dynamics. These biomass constituents are not directly affected by the antibiotic, allowing
the biofilm to continue growing and reaching its peak velocity despite the presence of the an-
tibiotic. Notably, this crossover is not a critical threshold, as if we define the end of phase 1 to
occur when the antibiotic concentration falls below 5% of the initial total antibiotic concentra-
tion instead of 1%, the green curve would shift leftward. This would result in the critical time
for the end of phase 1 occurring much earlier, showing that the crossover does not represent a
strict limit but is dependent on how we define the antibiotic exhaustion point.

The black curve in Fig. 5.15(a) represents the critical time for the end of phase 3, which
is the time at which the total concentration of proliferative bacteria reaches its peak. As Q

increases, the critical time for this phase also increases. This is because a higher initial solid
antibiotic concentration or lower antibiotic solubility means that the antibiotic release duration
is prolonged. So, more proliferative bacteria are being killed by the antibiotic. As a result, it
takes longer for the population of proliferative bacteria to reach its maximum concentration, as
the antibiotic is constantly reducing their numbers. This increase in critical time with higher Q

values occurs because the biofilm’s proliferative bacteria are the main target of the antibiotic, and
more antibiotic in the system leads to a more significant suppression of the bacterial population.
Consequently, the peak in proliferative bacteria concentration is delayed as the system struggles
to balance bacterial growth against the effects of the antibiotic.
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The red curve in in Fig. 5.15(b) shows the critical time for the end of phase 4, marking the
transition to the steady tip propagation phase, where the biofilm reaches a mature state. As Q

increases, the critical time decreases, which means that the biofilm matures more quickly. Al-
though in this case, longer antibiotic presence in the biofilm as seen by the green curve leads
to more proliferative bacteria being killed, which might suggest that biofilm growth would slow
down, the biofilm actually matures faster. This is because the elimination of proliferative bacte-
ria allows the structure of the biofilm to stabilise more quickly. Once proliferative bacteria are
killed, the remaining components of the biofilm, dead bacteria, persistent bacteria, and EPS, take
over and solidify the structure of the biofilm. As a result, the biofilm transitions to a mature,
stable state earlier. This earlier maturation is facilitated by faster suppression of proliferative
bacteria at higher Q values. Eliminating proliferative bacteria prevents new biomass from being
added, allowing the biofilm to reach its steady state more quickly. The earlier transition to the
steady tip propagation phase indicates that the biofilm stabilises faster at higher Q, even though
the overall biofilm growth might be suppressed due to the reduced number of proliferative bac-
teria.

Fig. 5.15 illustrates the complex relationship between antibiotic availability and biofilm
growth dynamics. Higher Q values prolong the early stages of biofilm growth by delaying the
exhaustion of the antibiotic and extending the time for peak biofilm velocity and proliferative
bacteria concentration. However, this leads to a quicker transition to biofilm maturity, marked
by earlier onset of steady tip propagation in the later stages. Understanding these dynamics is
crucial for designing effective antibiotic delivery systems for biofilm eradication.

5.3 Initial optimisation of the antibiotic delivery

In this section, an optimisation framework for antibiotic delivery is introduced by modifying
the initial concentration of the antibiotic stored within the implant. The goal is to explore how
spatially dependent initial antibiotic concentrations can impact antibiotic delivery and biofilm
behaviour. In particular, by understanding how the different phases of biofilm growth occur,
it might be possible to target each phase with a different concentration of antibiotic through
spatial patterning. This approach aims to optimise the timing and dosage of antibiotic delivery
to disrupt biofilm development more effectively.

Model 2 can be modified to optimise antibiotic delivery, and this section demonstrates an
example by making small changes. In the original model, the solid antibiotic concentration
within the implant was assumed to be uniform over space. It was defined as:

Cp(x, t) =C0, for −Ld < x <−L1(t)

However, in this new approach, the concentration is spatially dependent, allowing for a more
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tailored antibiotic release profile. The spatial dependence of the antibiotic concentration is intro-
duced using a step function that divides the implant into two sub-regions with different antibiotic
concentrations. We modify the equation to:

Cp(x, t) =C0(x), for −Ld < x <−L1(t), t > 0, , (5.162)

where

C0(x) =C01H
(

Ld

2
−L1

)
+C02H

(
L1 −

Ld

2

)
. (5.163)

Here, H denotes the Heaviside function and C01 and C02 represent the antibiotic concentrations
in the two sub-domains [−Ld/2,−L1(t)] and [−Ld,−Ld/2], respectively.

The parameters C01 and C02 are not arbitrary but are related to the solid antibiotic concen-
tration, C0, in Model 2. We introduce a perturbation δ ′ to explore different delivery profiles. So
these parameters are defined as

C01 =C0 +δ , C02 =C0 −δ . (5.164)

This perturbation introduces an optimisation variable that can be tuned to investigate how changes
in the antibiotic concentration distribution affect the overall antibiotic delivery profile and its ef-
ficacy. The parameter δ serves as a control parameter in the optimisation framework. It is
important to note that the total mass of the solid antibiotic concentration in the implant remains
constant which is C0 regardless of the value of δ ; only the spatial distribution of the antibiotic
changes.

This spatial dependence represents the simplest form of optimisation of the antibiotic con-
centration distribution. However, this is merely an initial exploration of optimisation techniques,
and one could further develop more complex spatial dependencies to investigate the effects of
varying antibiotic concentrations within different regions of the implant. Such refinements could
provide even more targeted antibiotic delivery based on the reaction within the biofilm. In any
expression where C0 is involved in Model 2, it will now be replaced by C0(x) for this model. All
other governing equations, as well as the other initial and boundary conditions, remain the same
as those in Model 2, described in Section. 5.2.2. Fig. 5.16 illustrates how the antibiotic is stored
in the implant, released into the dissolved state, and diffuses into the biofilm.

The new antibiotic concentration as well as the entire model is non-dimensionalised and
boundary immobilised using the same scaling factors as in Model 2, in Section. 5.2.3 and 5.2.4.
This leads to the transformed equation:

Cp(ξ , t) = Q(ξ ), for − Ld

L1
< ξ <−1, t > 0 (5.165)

(5.166)
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Figure 5.16: Schematic representation of antibiotic concentration profile along the implant and
biofilm. The region from −Ld to −L1(t) represents the solid antibiotic stored in the implant,
where the concentration is C0+δ for −Ld to −Ld/2 and C0−δ for −Ld/2 to −L1. δ is consid-
ered negative for this figure. Between −L1(t) and 0, the antibiotic is dissolved, with a concen-
tration Cp, limited by the solubility of the antibiotic (Cs). The region from 0 to L(t) corresponds
to the biofilm, where the antibiotic concentration is C. This profile illustrates the transition of
the antibiotic from the solid form in the implant to its dissolved state and subsequent diffusion
into the biofilm.

where

Q(ξ ) = Q1H
(

Ld

2L1
−1

)
+Q2H

(
1− Ld

2L1

)
. (5.167)

Here,

Q1 = Q+δ , Q2 = Q−δ . (5.168)

The non-dimensional parameters for the above expressions are

Q1 =
C01

CS
, Q2 =

C02

CS
, Q =

C0

CS
, δ =

δ

CS
.

5.3.1 Results and Discussions

The model was solved using COMSOL, following a methodology similar to that described in
Section 5.2.5. The new equation was implemented in COMSOL by defining the variable Q(ξ )

that represents the spatially dependent antibiotic concentration. This variable was then used
within the modules to solve the dependent variables for antibiotic concentration and biofilm
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dynamics. To ensure convergence of this model, we adjusted the default settings in COMSOL
for the ’Method and Termination’ under the ’Fully Coupled’ section, switching from ’Constant
(Newton)’ to ’Automatic (Newton)’. This modification was essential for both studies (see Sec-
tion 5.1.5). All other settings remained unchanged.

A sensitivity analysis was performed on the parameter δ to observe how varying solid an-
tibiotic distributions affect the phases of biofilm dynamics. It is important to note that all results
are based on non-dimensionalised variables, with the overline notation omitted in the figures for
clarity.

The behaviour observed in Fig. 5.17 can be explained by closely examining how varying
the parameter δ affects the distribution of antibiotic concentration in the implant and its impact
on the different phases of biofilm growth. It is important to note that the total mass of initial
solid antibiotic concentration in the implant remains the same regardless of the value of δ ; only
the spatial distribution of the antibiotic changes. δ determines how the antibiotic is spatially
distributed between the two halves of the implant. We varied it from -5 to 10 to cover a range
of cases for the spatially dependent antibiotic concentration. For δ < 0, a lower antibiotic con-
centration is initially released, followed by a higher concentration when L1 crosses Ld/2, which
is the point where the antibiotic release front reaches halfway through the porous implant.. For
δ = 0, the antibiotic is uniformly distributed across the implant. In contrast, for δ > 0, a higher
concentration is released initially, followed by a lower concentration in the latter half of the re-
lease. When δ = 10, the concentration drops to zero for L1 > Ld/2. So, increasing δ means the
initial solid antibiotic concentration in the half of the implant near the implant-biofilm interface
increases, while the concentration in the farther half decreases. This distribution strongly influ-
ences how quickly the antibiotic is released into the biofilm, which in turn affects the biofilm
dynamics in each phase.

(a) (b)

Figure 5.17: Influence of varying δ on the critical times marking the end of biofilm growth
phases. (a) Variation of the first three critical times (end of phase 1, end of phase 2, and end of
phase 3), (b) Variation of all four critical times, focusing on the final critical time (end of phase
4).

In Fig. 5.17(a), the green curve, which represents the end of phase 1, clearly shows that
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as δ increases, the critical time decreases. This indicates that the antibiotic delivery phase
becomes shorter as δ increases. Physically, this is because a larger δ means more antibiotic
is concentrated near the implant-biofilm interface, where it can more rapidly dissolve. As a
result, the biofilm is exposed to a higher concentration of antibiotic early on, leading to faster
antibiotic delivery and quicker depletion of the available antibiotic in the system. The movement
of the boundary L1, which governs the region of undissolved antibiotic, is directly affected
by this concentration. With more antibiotic near the interface, the higher concentration gets
released faster, causing L1 to recede more quickly, accelerating the antibiotic release process.
This explains why the biofilm progresses through the antibiotic delivery phase more rapidly as
δ increases, because the antibiotic is consumed faster, leaving less time for phase 1 to continue.
In contrast, when δ is negative, meaning a smaller amount of antibiotic is initially available, the
antibiotic delivery phase is prolonged. The lower initial solid antibiotic concentration means that
less antibiotic diffuses into the biofilm at the start, leading to a slower depletion of the antibiotic.
Consequently, the biofilm remains in phase 1 for a longer period because it takes more time for
the antibiotic to be used up. This slower release of the antibiotic at lower δ values is responsible
for the longer critical times seen in the green curve for negative δ .

The magenta curve, which tracks the end of phase 2, follows a similar trend, with the critical
time decreasing as δ increases. The reason for this is that as δ increases and more antibiotics
get available near the biofilm, the early killing of proliferative bacteria is more effective. Prolif-
erative bacteria are the main target of the antibiotic, and with a higher antibiotic concentration
near the biofilm, a larger number of proliferative bacteria are killed earlier. This reduces the
overall biomass available to sustain the rapid acceleration of growth, which is characteristic of
phase 2. As a result, the biofilm cannot sustain this rapid growth phase for as long, leading to
an earlier end to phase 2 as δ increases. Additionally, because proliferative bacteria are also
the source of persister cells and EPS, killing more of them early on means there is less transfer
to persister cells and reduced EPS production. Both persister cells and EPS contribute to the
biomass velocity. Therefore, the reduction in these biomass components caused by higher initial
solid antibiotic concentrations further accelerates the transition out of phase 2.

The black curve, which represents the end of phase 3, also shows a decrease in critical time
as δ increases, but this decrease is less pronounced than for the green and magenta curves.
By the time the biofilm reaches phase 3, most of the antibiotic has already been consumed.
While a higher initial solid antibiotic concentration near the biofilm interface affects the overall
number of proliferative bacteria, the impact is less direct at this stage. As a result, the critical
time decreases more gradually as δ increases. The biofilm has already experienced significant
bacterial reduction in earlier phases, so the effect of further changes in antibiotic concentration
is muted, leading to a slower rate of decrease in critical time for phase 3 compared to earlier
phases.

In Fig. 5.17(b), we see the behaviour of the red curve, which represents the end of phase
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4. Here, the critical time behaves differently compared to the earlier phases, it increases as δ

increases. This indicates that the biofilm reaches a mature, steady state later when δ is larger.
When δ is large, most of the antibiotic is concentrated near the implant-biofilm interface, lead-
ing to rapid depletion of the antibiotic early on. However, because the second half of the implant
contains much less antibiotic, or none at all (as is the case when δ = 10), there is insufficient an-
tibiotic to effectively control the biofilm growth in the earlier stages. The steady tip propagation
phase, which marks the biofilm’s structural maturation, requires a stable structure composed of
proliferative bacteria, persister cells, and EPS. Since proliferative bacteria are killed off more
quickly with higher δ , fewer persister cells are formed, and less EPS is produced. Both persister
cells and EPS are crucial for building and maintaining the biofilm’s structure, so their reduction
along with less proliferative bacteria weakens the biofilm. This structural weakening delays the
onset of steady tip propagation, as the biofilm requires more time to reach a state where it can
support steady growth at the biofilm-bulk fluid interface. This explains why the critical time
for the end of phase 4 increases as δ increases. The biofilm’s structure takes longer to stabilise
due to the reduced biomass components contributing to its growth. On the other hand, when δ

is smaller, the antibiotic concentration is initially lower for the first half of the implant or near
the implant-biofilm interface which leads to a more gradual dissolution of the antibiotic. This
allows the biofilm to be exposed to the antibiotic over a longer period. This extended exposure
helps the biofilm stabilise its structure earlier, as the biomass production is higher during the
earlier stages, have more time to adjust and build a stable biofilm structure. Consequently, the
biofilm reaches the steady tip propagation phase sooner when δ is smaller, and the critical time
for phase 4 decreases. This is why the biofilm reaches maturity earlier at lower δ values.

This analysis suggests that shifting from a uniform antibiotic loading to a spatially depen-
dent antibiotic loading is a significant first step towards optimising antibiotic delivery. The
results clearly show that varying δ , which controls how the antibiotic is distributed across the
implant, has a direct and measurable effect on the timing of critical biofilm growth phases. By
increasing the antibiotic concentration near the implant-biofilm interface, the antibiotic is deliv-
ered more efficiently in the early stages, leading to faster bacterial killing and shorter biofilm
growth phases. However, it also reveals that higher concentrations near the interface can deplete
the antibiotic too quickly, leaving the biofilm less controlled in the later stages, thus delaying
its maturation. This insight highlights the trade-offs between early and late-stage antibiotic
availability and demonstrates that spatial control of antibiotic concentration can significantly
influence biofilm dynamics.

While this approach may not yet fully optimise antibiotic delivery, it proves that spatially
dependent loading is a powerful mechanism for influencing the timing and effectiveness of an-
tibiotic release. The ability to adjust the antibiotic concentration across the implant provides
a new layer of control that was not possible with uniform loading. This result suggests that
further refinement of this method—such as fine-tuning the concentration gradient or balancing
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antibiotic release more evenly across the implant—could lead to more effective strategies for
sustained and targeted antibiotic delivery. Thus, this model establishes a clear pathway towards
more sophisticated antibiotic optimisation techniques by showing the tangible benefits of spa-
tially controlled loading.

5.4 Summary

This chapter explored the influence of controlled antibiotic release from porous implants on
biofilm growth and its composition, employing three models to progressively incorporate more
complex interactions and phenomena. The modelling framework uniquely integrates both im-
plant and biofilm domains, incorporating proliferative, persister, and dead bacteria, EPS produc-
tion, and nutrient-regulated persister transitions, a combination which has not, to our awareness,
been achieved in prior biofilm modelling literatures. The primary focus was on how the an-
tibiotic delivery from a porous implant affects the biofilm’s overall growth, bacterial phenotype
transitions, EPS production, and nutrient availability. Model 10, addressed the general impact
of antibiotic delivery from a porous implant on biofilm growth, focussing on parameters such as
antibiotic effectiveness and the ratio of the initial solid antibiotic concentration to its solubility
in the biofilm. Model 2 expanded this analysis to include bacterial phenotypes—proliferative,
persister, and dead bacteria—and nutrient-dependent transitions, with an in-depth look at how
nutrient availability coupled with controlled antibiotic delivery influences biofilm structure and
growth. The third model introduced an initial optimisation approach by spatially varying the an-
tibiotic concentration in the implant, demonstrating the potential of this method for improving
antibiotic delivery strategies.

Model 10 focused on understanding how antibiotic delivery from a porous implant affects
biofilm growth, with comparisons drawn against a baseline model (Model 11) without antibiotic
influence. The results showed that while antibiotic delivery initially slows biofilm growth, this
effect is transient. The antibiotic diffuses rapidly into the biofilm and is quickly depleted, lead-
ing to a resumption of biofilm growth at rates comparable to the baseline model. The biofilm
eventually reaches the same final thickness as in the model without antibiotics, indicating that
the antibiotic’s impact is confined to its presence in the biofilm during the early growth phase.
Sensitivity analysis was conducted to examine how varying antibiotic effectiveness and the ra-
tio of initial solid antibiotic concentration in the implant to solubility in the biofilm, influenced
biofilm growth. Increasing antibiotic effectiveness or solid antibiotic concentration, led to little
to no change in biofilm growth. For higher solid antibiotic concentration, changes in antibiotic
effectiveness became more pronounced, indicating an interplay between the two parameters.
However, even with increased antibiotic concentrations and effectiveness, the biofilm eventually
resumed normal growth, once the antibiotic was depleted from the system. The observation that
even high antibiotic concentrations led to only temporary control was significant, underscoring
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the importance of understanding this dynamic for optimising long-term treatment strategies.
In Model 2, nutrient availability played a critical role in determining the biofilm structure

and growth dynamics. Higher nutrient concentrations led to faster biofilm growth, with higher
proliferative bacteria and EPS production. Conversely, in nutrient-poor environments, biofilm
growth was significantly slower, and the biofilm adopted a survival strategy, with a greater pro-
portion of persister cells. The nutrient-poor environment was characterised by slower biofilm
maturation and reduced structural development, but persister cells remained dominant, making
the biofilm more resilient to antibiotic effects. This model revealed five distinct phases of biofilm
growth: antibiotic delivery phase, rapid acceleration of growth, growth of proliferative bacteria,
tip formation, and steady tip propagation. Sensitivity analysis on nutrient concentration and the
ratio of initial antibiotic loading to the solubility of the antibiotic revealed intricate dynamics
governing the transitions between biofilm growth phases. Increasing nutrient concentrations led
to shorter critical times for the initial growth phases (antibiotic delivery and rapid acceleration),
but the transition to biofilm maturity (steady tip propagation) was delayed under intermediate
nutrient conditions, reflecting the biofilm response to nutrient availability and how it affects
the balance between different bacterial phenotypes. The higher Q values prolonged the early
growth phases, but led to faster biofilm stabilisation and earlier onset of the steady tip prop-
agation phase, suggesting that while the antibiotic delays early growth, it accelerates biofilm
maturity by reducing the proliferative bacterial population and stabilising the biofilm structure.
The identification of these phases and the systematic analysis of how they shift with nutrient
and antibiotic parameters represent a novel contribution that enhances interpretability of biofilm
evolution in therapeutic contexts. It will be important to see if these behaviours can help inform
optimised antibiotic delivery in future biofilm models.

The final model in this chapter introduced an initial approach to optimise antibiotic delivery
by varying the spatial distribution of the antibiotic concentration in the implant, instead of an
uniform distribution. The analysis explored how changing the distribution of antibiotic between
the implant-biofilm interface and the deeper regions of the implant impacted biofilm growth
phases. When more antibiotic was concentrated near the implant-biofilm interface, the antibi-
otic was released faster, leading to a shorter antibiotic delivery phase and quicker suppression of
biofilm growth in the early stages. However, this rapid release also resulted in faster depletion
of the antibiotic, which left the biofilm less controlled in the later stages, delaying its matura-
tion. In contrast, when the antibiotic was more evenly distributed or concentrated away from the
implant-biofilm interface, the release was more gradual, allowing the antibiotic to remain active
over a longer period. This resulted in slower initial suppression of the biofilm, but more consis-
tent control over time, enabling the biofilm to mature earlier. This trade-off between immediate
bacterial killing and sustained control over biofilm growth offers a new perspective on optimis-
ing antibiotic delivery strategies, suggesting that spatial control over antibiotic release could
significantly improve biofilm management. This modelling and analysis of spatially optimised



CHAPTER 5. ...CONTROLLED ANTIBIOTIC RELEASE 179

antibiotic loading strategies introduces a new approach to spatial control within the implant to
influence biofilm outcomes. This spatial control offers a promising step towards optimising
antibiotic delivery for more effective biofilm management.

The work in this chapter opens several avenues for future exploration and refinement. First,
the spatial distribution of the antibiotic within the implant could be further optimised by em-
ploying more sophisticated gradients in the solid antibiotic concentration. For example, a multi-
gradient distribution could prolong the effectiveness of the antibiotic over time. Additionally,
making the antibiotic release rate spatially variable by designing implants with a spatially vary-
ing porosity could enhance control over antibiotic diffusion. In a porous implant, regions with
higher porosity could facilitate faster antibiotic release near the biofilm, while lower porosity
areas would slow down release, extending the antibiotic’s impact over longer periods.

Another key future direction would involve introducing oral antibiotics alongside the antibi-
otics delivered from the porous implant. This combined approach could mitigate biofilm growth
more effectively by targeting different bacterial populations and reducing the risk of bacterial
resistance developing within the biofilm. The interaction between systemic and localised an-
tibiotics would also provide insights into the most effective multi-pronged strategies for biofilm
eradication.



Chapter 6

Conclusion and future work

The central aim of this thesis was to address the significant clinical problem of biofilm forma-
tion on medical implants, a challenge that persists due to the inherent resistance of biofilms
to conventional antibiotic treatments. Additionally, this work sought to bridge existing knowl-
edge gaps by incorporating bacterial phenotypes, nutrient dynamics, and localised controlled an-
tibiotic delivery into a cohesive modelling framework, advancing our understanding of biofilm
resilience and potential treatment strategies. Biofilms, once established on implant surfaces,
can lead to chronic infections and severely complicate patient outcomes, as they offer a pro-
tective environment that shields bacteria from systemically delivered antibiotics and immune
responses. This research was motivated by the pressing need to find more effective methods to
control biofilm growth, particularly by optimising antibiotic delivery systems within implants to
disrupt biofilm formation and prevent infection.

The overarching goal of this research was to investigate how controlled antibiotic release
from a implant could impact biofilm growth and composition. By focussing on the intricate
dynamics between antibiotic diffusion, bacterial phenotypic transitions, and nutrient availability,
this study sought to improve the current understanding of how these factors interact and influence
the effectiveness of treatments aimed at biofilm eradication. Ultimately, the research aimed to
provide insights that could lead to the development of better therapeutic strategies for preventing
biofilm-related infections in clinical settings.

To achieve this, the research set out to explore several key questions. First, it sought to de-
termine how the release of antibiotics from a porous implant affects biofilm growth over time,
especially in relation to bacterial proliferation, the formation of persister cells, and the pro-
duction of the EPS that reinforces biofilm stability. Understanding the temporal dynamics of
biofilm suppression in response to antibiotic exposure is crucial for identifying optimal treat-
ment windows and dosages. Another objective was to examine the role of nutrient availability at
the biofilm-bulk fluid interface in shaping biofilm structure and resilience. Since nutrient levels
directly influence bacterial growth and survival strategies, this aspect of the research was aimed
to reveal how variations in nutrient concentrations could alter the balance between proliferative
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bacteria and persistent cells, ultimately affecting the biofilm’s ability to resist treatment. In ad-
dition, this thesis paved the way for potential optimisations for the antibiotic delivery strategy
to counteract biofilm infection. For example, rather than relying on a uniform release of an-
tibiotics, the study investigated whether spatially dependent antibiotic loading could enhance
biofilm suppression by controlling the timing and location of antibiotic delivery. This approach
was intended to optimise the interaction between the antibiotic and the biofilm, with the goal of
improving the effectiveness of both immediate and long-term treatment.

6.1 Conclusion

Chapter 2 laid the foundation for understanding biofilm dynamics by developing and systemat-
ically simplifying a detailed biofilm growth model. This model incorporated bacterial pheno-
types, EPS production, nutrient availability, and antibiotic delivery from porous implant. This
chapter developed a hierarchy of models that captured essential biofilm behaviours while sim-
plifying the complexities. The primary implication of this chapter lies in the flexibility offered
by the hierarchical model simplifications. This approach provides a more customisable mod-
elling framework for biofilm-related studies, enabling researchers to selectively incorporate or
omit specific biofilm dynamics depending on the needs of their investigation. This flexibility
allows for an accurate representation of critical factors, such as nutrient interactions and pheno-
typic transitions, while maintaining focus on the aspects most relevant to the specific research
objectives. The chapter also offers a framework for modellers seeking computationally effi-
cient solutions to biofilm problems, demonstrating that critical biofilm dynamics can be isolated
and studied in detail without requiring overly complex modelling approaches. These insights
suggest that future biofilm research can benefit from this flexibility, particularly when devel-
oping real-time biofilm control methods in resource-limited environments or systems requiring
rapid computational turnaround. The systematic approach to model simplification provides a
blueprint for how researchers might approach the challenge of modelling complex biological
systems like biofilms, balancing the need for accuracy with the practicality of computational ef-
ficiency. Rather than collapsing the model into a single version, the thesis presents an adaptable
framework where various aspects of biofilm behaviour can be isolated or emphasised based on
specific research or application needs.

Chapter 3 focused on developing and analysing biofilm growth models in non-antibiotic
environments to establish a baseline understanding of the mechanisms driving biofilm forma-
tion. This groundwork was essential for later comparing the effects of antibiotics. The chapter
examined biofilm growth in relation to nutrient availability, bacterial proliferation, and EPS pro-
duction, providing a foundation for more complex models that include antibiotic interactions.

The first section introduced Model 11, a simplified framework capturing key biofilm pro-
cesses such as nutrient diffusion, biomass accumulation, and detachment. This model follows
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a similar framework to [2]. Results indicated that biofilm thickness is highly sensitive to the
balance between bacterial death and growth rates, as well as the detachment rate. Lower death-
to-growth ratios led to thicker biofilms, while higher detachment rates thinned biofilms more
rapidly, underscoring the importance of mechanical detachment in controlling biofilm structure.
The analysis also revealed that higher nutrient availability at the biofilm-bulk fluid interface
accelerated growth, leading to faster steady-state biofilm thickness. This finding highlights nu-
trient supply as a major driver of biofilm development, with implications for controlling biofilm
growth through nutrient limitation. These results align with existing literature on nutrient supply
as a major driver of biofilm development, suggesting potential avenues for controlling biofilm
growth through nutrient limitation.

In the second part, Model 8 added complexity by incorporating EPS production and unsteady
bacterial growth. The results showed that nutrient diffusion and consumption rates significantly
influenced both biofilm thickness and EPS production. Higher nutrient diffusion led to faster
biofilm growth initially, but also caused nutrient depletion in deeper biofilm layers, prompting
bacteria to prioritise EPS production for structural stability. This adaptation to nutrient scarcity
was an interesting and informative outcome, as it demonstrates biofilms’ resilience in maintain-
ing long-term survival despite growth limitations. This finding partially inspired the nutrient
dependencies modelled in the next chapter, highlighting how biofilms may shift strategies based
on nutrient availability. The findings emphasise the trade-offs between rapid growth and long-
term biofilm stability. Higher nutrient diffusion rates promote fast growth but lead to nutrient
exhaustion, while slower diffusion fosters more stable, sustained growth. Additionally, the max-
imal nutrient consumption rate (µ) played a crucial role: higher µ led to rapid bacterial growth
followed by nutrient depletion and increased EPS production, while lower µ supported more
uniform bacterial growth and less EPS production.

This chapter offered valuable insights into biofilm behaviour in natural environments, pro-
viding a framework for predicting biofilm growth under various conditions. These models paved
the way for designing interventions, such as limiting nutrient access or altering consumption
rates, to manage biofilm growth. This baseline understanding set the stage for future explo-
ration of biofilm responses to external interventions, particularly antibiotics, and supports the
development of more effective strategies for biofilm management.

Chapter 4 shifted focus to the complexities of biofilm dynamics under constant antibiotic
pressure, introducing two models, Model 5 and Model 3, designed to investigate how biofilms
composed of proliferative, persister, and dead bacteria respond to continuous antibiotic exposure
and varying nutrient conditions. The goal was to understand how bacterial phenotypes interact
under antibiotic stress and how nutrient availability influences biofilm resilience and structural
integrity.

Model 5 followed a biofilm modeling framework similar to that in [84], and it produced in-
teresting insights into biofilm composition under antibiotic pressure. A constant concentration
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of antibiotics significantly affected biofilm growth. Higher antibiotic levels reduced proliferative
bacteria and increased dead cells, while the biofilm adapted by relying more on persister cells,
which are tolerant to antibiotics. This shift towards persister dominance illustrated the resilience
of biofilms, which can survive antibiotic exposure by transitioning to a state of persistence. Even
as proliferative cells died, the biofilm persisted, which underscored the challenge of eradicating
biofilms with antibiotics alone. Interestingly, the analysis showed that higher antibiotic con-
centrations led to decreased EPS production, a crucial component for biofilm stability. Lower
antibiotic concentrations allowed for more proliferative bacteria and increased EPS production,
resulting in thicker, more robust biofilms. This suggested that low antibiotic concentration can
allow biofilms to maintain their structural integrity, making them more difficult to eliminate.

Model 3 introduced the novel aspect of nutrient-dependent transition rates between persis-
ter and proliferative states, simulating biofilm behavior under variable nutrient conditions. This
nutrient dependency offered new perspectives on biofilm adaptation, aligning well with exper-
imental insights [7, 99] but now providing a formal mathematical framework to study these
dynamics. In nutrient-rich environments, rapid bacterial proliferation increased the vulnerabil-
ity of the biofilm to antibiotics, leading to more dead cells. Despite initial growth, nutrient-rich
biofilms were more susceptible to collapse under antibiotic treatment due to their dependence
on proliferative cells. In contrast, nutrient-poor environments promoted a survival strategy char-
acterised by increased persister cells and EPS production, despite reduced bacterial activity.
This highlighted biofilms’ adaptability to stress, with nutrient-poor biofilms showing enhanced
resistance to antibiotics. This has significant implications for clinical settings, where biofilms
in environments with limited nutrients, such as medical implants, are often more resistant to
treatments.

By comparing the two models, it became evident that nutrient availability plays a critical
role in biofilm dynamics. Model 5, with fixed transition rates, showed a static response to an-
tibiotics, where persister cells ensured biofilm resilience at the cost of reduced thickness. Model
3, with nutrient-dependent transitions, offered a more adaptive biofilm structure. In nutrient-rich
conditions, biofilms grew rapidly but were vulnerable to collapse. In nutrient-poor conditions,
biofilms shifted towards persistence and structural stability, allowing them to better withstand
environmental stressors. The findings emphasised that both antibiotic concentration and nutrient
availability are key factors in biofilm behaviour. In nutrient-rich environments, biofilms grew
quickly, but were more prone to collapse under antibiotic treatment. In nutrient-poor environ-
ments, biofilms adopted a defensive strategy, forming more persister cells and producing more
EPS, making them more resistant to environmental stressors.

These insights contribute to understanding biofilm resilience, particularly in challenging en-
vironments like medical devices. They suggest that biofilm treatment strategies should account
for both antibiotic pressure and nutrient conditions. Combining antibiotics with approaches that
limit nutrient access may be more effective in weakening biofilm structures and making them
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more susceptible to eradication.
Chapter 5 explored the effects of controlled antibiotic release from porous implants on

biofilm dynamics, introducing two models, Model 10 and Model 2, and a model exploring ini-
tial optimisations of antibiotic delivery strategy, to evaluate the impact of antibiotic delivery,
nutrient availability, and bacterial phenotype transitions on biofilm growth. The chapter aimed
to understand how controlled antibiotic release interacts with biofilms over time, influencing
bacterial survival strategies, biofilm structure, and long-term stability.

Model 10 explored controlled antibiotic delivery in a simplified biofilm setting to establish
a clear understanding of the antibiotic release mechanism. This approach of release mechanism
aligns with the method in [82]. While controlled antibiotic release initially suppressed biofilm
growth, the antibiotic was rapidly depleted, allowing biofilm growth to resume at a comparable
rate to the non-antibiotic model (Model 11). If the antibiotic in this model had the additional
effect of killing bacterial cells rather than only inhibiting growth, the outcomes might have dif-
fered, potentially achieving greater biofilm reduction. Sensitivity analyses revealed that increas-
ing the antibiotic effectiveness rate in a high initial antibiotic concentration loaded in the implant
to antibiotic solubility ratio scenario slowed biofilm growth, but did not prevent regrowth after
antibiotic exhaustion. This suggests that controlled release alone is insufficient for prolonged
biofilm suppression, highlighting the need for sustained antibiotic presence or combination ther-
apies to prevent biofilm resurgence in medical implants.

Model 2 added complexity by incorporating transitions in the bacterial phenotype (prolifer-
ative, persistent, and dead bacteria) and the availability of nutrients. In this model, the antibiotic
suppresses bacterial growth and increases the number of dead cells. In nutrient-rich environ-
ments, biofilm growth accelerated, with more proliferative bacteria and EPS production, but the
biofilm became more vulnerable to antibiotics, leading to greater cell death. In contrast, nutrient-
poor environments favoured persister cells, resulting in slower growth but greater resilience to
antibiotic effects. This model identified five distinct phases of biofilm growth, marking a new in-
sight into biofilm dynamics. Sensitivity analyses revealed that higher nutrient concentrations led
to faster transitions through early growth phases, while intermediate nutrient conditions delayed
biofilm maturity. Increased ratio of initial antibiotic concentration to the antibiotic solubility, de-
layed early growth phases but accelerated biofilm stabilisation, indicating that while antibiotics
initially slow growth, they can also promote faster biofilm maturity.

The final model explored optimising antibiotic delivery by varying the spatial distribution of
antibiotic concentration within the implant. Sensitivity analysis on the parameter, which con-
trols this distribution, showed that concentrating antibiotics near the implant interface resulted
in faster initial suppression but rapid depletion, leaving biofilms uncontrolled later. Conversely,
distributing the antibiotic farther from the interface led to sustained suppression over time. These
findings suggest that spatially optimised antibiotic loading could balance short-term bacterial
suppression with long-term biofilm control, offering potential for improved medical device de-
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sign.
Overall, Chapter 5 highlighted the complexities of biofilm treatment in real-world applica-

tions. Although controlled antibiotic release provided initial suppression, it is insufficient for
long-term biofilm control without sustained release or adjunct strategies. Biofilms in nutrient-
rich environments grew quickly but are more vulnerable to antibiotics, whereas biofilms in
nutrient-poor environments were more resistant due to the dominance of persister cells. These
insights emphasise the importance of accounting for both nutrient availability and antibiotic dis-
tribution when designing treatment strategies for biofilm infections, suggesting that combining
antibiotic treatments with approaches like nutrient deprivation or targeting persister cells may
improve long-term biofilm control. Furthermore, spatially dependent antibiotic loading offered
a promising avenue for optimising antibiotic delivery systems. Together, these models offer a
novel mathematical framework bridging the interactions between antibiotic delivery strategies,
nutrient availability, and biofilm composition.

6.2 Future work

The research conducted in this thesis has laid the groundwork for several promising directions
that could further advance our understanding of biofilm dynamics and optimise antibiotic deliv-
ery systems. One critical avenue for future investigation is the refinement of antibiotic spatial
distribution within porous implants. The current study demonstrated the potential of spatially
dependent antibiotic loading, but further optimisation could be achieved by introducing more
complex, multi-gradient distributions of the antibiotic. For example, this could be achieved by
defining a multi step-wise function or even an exponential gradient. Such gradients could be
tailored to deliver higher concentrations of antibiotics to critical areas of the biofilm, such as
the regions near the biofilm-implant interface, while maintaining lower concentrations in other
regions to prolong the overall effectiveness of the treatment. This approach could help sustain
antibiotic presence over a longer duration.

Furthermore, making the antibiotic release rate spatially variable by designing implants with
controlled variations in porosity represents another promising direction. Porosity affects the dif-
fusion of the antibiotic in the implant, and a spatially varying porosity could be used to control
antibiotic release kinetics across different regions of the implant. Mathematically, this could be
modelled by introducing a spatially variable diffusion coefficient of the antibiotic in the implant
medium. By adjusting the porosity and hence the diffusion coefficients in different regions of
the implant, faster release could be achieved near the biofilm-implant interface, where immedi-
ate antibiotic action is critical, while slower release from areas farther from the interface could
provide a sustained supply of the antibiotic over time. This strategy would extend the therapeu-
tic window, maintaining antibiotic efficacy throughout the biofilm growth phases and preventing
regrowth after initial suppression. A detailed investigation into the optimal spatial arrangement
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of porosity and antibiotic concentration could significantly enhance the efficiency of antibiotic
delivery systems in implant-related infections. Additionally, the parameters related to the dif-
fusion rate and porosity will need careful calibration to ensure that the antibiotic concentration
does not drop too quickly or stay too high for too long, as both scenarios can lead to ineffective
biofilm control and could make the biofilm more resilient through adaptation or persister cell
formation.

Another potential area of improvement is the introduction of pulse dosing of antibiotics
from the implant, which could be a game-changing approach in sustaining the antibiotic’s ef-
fectiveness over time. In this strategy, the implant could be structured with alternating layers
of antibiotics and biodegradable polymers. The antibiotics in the first layer would be released
in a controlled manner, followed by a delay as the polymer layer degrades, and then a second
layer of antibiotics would be released. This could be modelled by making the initial antibiotic
concentration in the implant dependent on both the spatial position and the temporal progres-
sion of polymer biodegradation. The biodegradation of the polymer could be modelled using a
degradation rate constant, which could be linked to the thickness of the polymer layer and its
chemical properties. The antibiotic release would be triggered when the polymer concentration
drops below a certain threshold. This would allow for controlled, sequential antibiotic release,
effectively creating multiple steps of pulse dosing. However, the parameters governing the tim-
ing and dosage of each pulse must be carefully optimised to avoid excessive antibiotic exposure
between pulses, which could inadvertently enhance biofilm resilience.

Pulse dosing offers a strategy to counteract the rapid depletion of antibiotics observed in
spatially uniform models. By releasing antibiotics in bursts, the biofilm is periodically exposed
to high concentrations of antibiotics, preventing bacterial populations from recovering or adapt-
ing between doses. This approach could also help to manage bacterial populations at different
stages of growth, addressing both proliferative and persister cells more effectively. The multiple
steps of pulse dosing would extend the duration of antibiotic exposure and reduce the chances of
biofilm regrowth, making it a highly promising method for improving long-term biofilm control.

Another promising direction for future research involves the integration of systemic antibi-
otic administration, such as oral or intravenous antibiotics, alongside localised delivery from
porous implants. This combined therapeutic strategy could offer a more comprehensive ap-
proach to biofilm control, as systemic antibiotics would target dispersed bacterial populations
and bloodstream infections, while localised antibiotics from the implant would directly address
the biofilm at the infection site. The simplest way to include this in our model is to modify the
infinite sink boundary condition for the antibiotic at the biofilm-bulk fluid interface (Eq. (5.97))
to a time-dependent Dirichlet condition. This allows us to model the fluctuating concentration of
the antibiotic over a specific time period, reflecting the patient’s oral intake schedule. For exam-
ple, instead of setting C = 0 at the biofilm-bulk fluid interface (x = L) for all time, we can model
the concentration as follows: Initially, C = 0 for a certain period, but after the oral intake at time
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tdose starts, the concentration changes to C = Cdose, representing the antibiotic concentration in
the fluid stream due to oral intake. This concentration remains until time toff, after which C re-
turns to zero, to model the clearance of the antibiotic. This approach also allows us to introduce
multiple oral doses over the course of the treatment. Additionally, we can model the antibiotic
concentration in the fluid, Cdose(t), as a time-dependent function to capture the gradual increase
and subsequent decrease in concentration, reflecting the pharmacokinetics of the oral antibiotic.
Optimising the timing of oral antibiotic administration and cessation can be an effective strategy
to improve antibiotic delivery and combat biofilm infections. By carefully tuning the intervals
for antibiotic intake and clearance, the antibiotic concentration can be maintained at therapeutic
levels during critical periods, maximising its effectiveness while minimising resistance.

Another avenue for future research is the exploration of alternative antibiotics that target dif-
ferent aspects of bacterial physiology. For instance, antibiotics that can affect persister cells or
specifically disrupt the EPS matrix could have a significant impact on biofilm resilience. Such
treatments could be especially useful during the later phases of biofilm growth when persister
cells and EPS contribute to increased biofilm stability and antibiotic resistance. Additionally,
combining antibiotics with agents that can disperse biofilm structure or enhance bacterial sus-
ceptibility to antibiotics could create a more effective, multipronged approach to biofilm control.

To further enhance the realism and predictive power of biofilm models, future studies should
incorporate additional biofilm behaviours, such as quorum-sensing mechanisms, which are known
to regulate bacterial communication and biofilm development. Quorum sensing plays a key role
in coordinating biofilm growth, and the transition between bacterial phenotypes. Including this
mechanism in future models through growth rates and transition rates would provide a deeper
understanding of how bacterial communities respond to antibiotic stress, potentially revealing
new intervention points for disrupting biofilm stability.

Additionally, future models should account for detachment processes driven by mechanical
forces such as shear stress, which can influence biofilm dispersal in clinical settings. In natural
environments, biofilms frequently experience detachment due to shear forces from fluid flow,
especially in devices such as catheters and stents. Modelling these detachment events would
allow for a more dynamic representation of biofilm evolution and resilience, offering insights
into how biofilms regrow or spread after partial removal during medical interventions. Although
this approach has been modelled in the thesis for simpler biofilm growth models, such as Models
10 and 11, incorporating it into more generalised models such as Model 2 could significantly
enhance the design of effective mechanical cleaning or sterilisation protocols. By integrating
these dynamics into broader models, we can better simulate real-world conditions and optimise
treatment strategies.

Environmental stressors, such as fluctuations in pH, oxygen levels, and other local condi-
tions, should also be explored in future biofilm models. These factors are known to signifi-
cantly affect biofilm structure and function, particularly in challenging clinical environments
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like chronic wounds or implanted medical devices. By simulating how biofilms respond to these
stressors, we can better understand the conditions that promote biofilm resilience and devise
strategies that exploit these vulnerabilities, such as manipulating environmental conditions to
weaken biofilm defences before applying antibiotic treatments.

Finally, a major area for future development is the extension of the current models to two or
three dimensions. The 1D models used in this thesis have provided valuable insights into biofilm
growth and antibiotic diffusion; however, biofilms in real-world scenarios exhibit complex three-
dimensional structures that significantly impact nutrient distribution, antibiotic penetration, and
bacterial interactions. Extending the model to 2D and 3D would allow exploration of biofilm
curvature, shape, and localised growth patterns, which are critical to understanding how biofilms
develop in heterogeneous environments. A 3D model could capture key spatial features, such
as the formation of mushroom-like biofilm structures, the presence of hollow voids, and the
influence of microfluidic flow patterns on antibiotic delivery. These higher-dimensional models
would offer a more realistic simulation of biofilm behaviour, providing clearer insights into
biofilm resilience and the mechanisms by which antibiotics penetrate or fail to penetrate biofilm
matrices.

In conclusion, this thesis represents a significant advancement in our understanding of biofilm
dynamics and the potential for optimised antibiotic delivery through porous implants. The mod-
els developed herein provide a comprehensive framework for simulating biofilm growth and
composition. By systematically exploring the effects of nutrient availability and antibiotic con-
centration, this research has highlighted the complex interplay between biofilm structure and
treatment efficacy. Importantly, the insights gained from this work underscore the critical need
for fine-tuned, targeted strategies that balance rapid bacterial suppression with long-term con-
trol, avoiding the pitfalls of overexposure that can promote biofilm resilience. Looking ahead,
the potential for further optimisation, through more sophisticated spatial antibiotic loading, pulse
dosing, or the integration of systemic antibiotics, opens new avenues for improving clinical out-
comes. These innovations, combined with future experimental validation and multidimensional
modelling, offer a promising path towards more effective and sustainable biofilm management
strategies. Ultimately, the work presented in this thesis lays the groundwork for developing
advanced patient-specific treatment solutions that have the potential to significantly improve
infection control in medical implants and other biofilm-related challenges in clinical settings.



Appendix A

Comparison of biofilm growth models with
variable and constant biofilm porosity

This appendix provides a detailed comparison between two biofilm models, one with a vari-
able water volume fraction and the other with a constant water volume fraction, based on the
Simplification strategy 1 described in Section. 2.2. The first model, referred to as Model 1,
incorporates a dynamic φbio, where the porosity evolves over time and space and this model is
described in Section 2.1. The second model, Model 2, assumes a constant φbio and is detailed,
along with its formulation and results, in Section 5.2.

The main goal of this appendix is to investigate the differences between biofilm models
with a variable versus a constant water volume fraction. By comparing these models under the
same conditions, the analysis aims to determine how the assumption of a constant φbio affects
predictions related to biofilm growth and bacterial dynamics. A key aim is to assess whether
simplifying the model by assuming a constant φbio leads to significant deviations from the more
complex variable φbio model, thus guiding the decision on whether this simplification can be
adopted without substantial loss of accuracy in further studies.

Outline

The appendix is structured as follows. The first section presents the mathematical framework for
the biofilm model with variable φbio, including the governing equations and relevant boundary
and initial conditions. The second section simplifies the governing equations using dimension-
less variables. In the third section, we address the challenges posed by the two moving bound-
aries and use the boundary immobilisation method to provide a mathematical solution and enable
accurate simulation. The final section contains a detailed comparison of the two models, exam-
ining biofilm thickness, velocity of biomass, biomass distribution and nutrient concentration. To
ensure a comprehensive analysis, we perform the comparison for three different initial values of
the water volume fraction (φbio0), allowing us to evaluate the models across a range of conditions
and make an informed decision on whether the simplification to a constant φbio is valid.

i
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A.0.1 Governing equations for Model 1

This section provides a structured mathematical framework for Model 1, as explained in Section
2.1. The framework mirrors that of Model 2 in Section 5.2.2, with the addition of the variable
φbio. To avoid redundancy, only the PDE equation for φbio along with its boundary and initial
condition are mentioned here, as they differ from Model 2. All other equations remain the same
as in Model 2 and are explained in detail in Section 5.2.2.

Following the same concept in [141], the water volume fraction (φbio) will follow an unsteady
advection reaction equation.
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We have ignored the diffusion terms because they are significantly smaller compared to the
reaction terms, allowing us to simplify the calculations without compromising the accuracy of
the model.

Initial and boundary conditions

The initial and boundary conditions for this model remain unchanged from Model 2, except for
φbio. For a detailed description of the rest of the initial and boundary conditions, refer to Section
5.2.2.

The initial conditions for φbio has been chosen as

φbio(x,0) = φbio0, 0 < x < L(0). (A.2)

At the implant-biofilm interface, the water volume fraction is governed by a Dirichlet bound-
ary condition at this interface.

φbio = φbio0, at x = 0, t > 0. (A.3)

Finally, the water volume fraction adhere to a zero-flux condition at the biofilm-bulk fluid
interface (x = L(t)).

(φbio)x = 0, at x = L(t), t > 0. (A.4)

All the parameters used in this model are described with appropriate values in Table. 2.2.
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A.0.2 Non-dimensionalisation

We use the same non-dimensional variables as Model 2 in Section. 5.2.3. Only the modified
equations for water volume fraction (equation (A.1)) and the initial and boundary conditions
(equation (A.2)-(A.4)) have been non-dimensionalised here.
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The dimensionless initial condition is

φbio(x,0) = φbio0, for 0 < x < L(0). (A.6)

The non-dimensionalised boundary conditions are

φbio = φbio0, at x = 0, t > 0, (A.7)

(φbio)x = 0, at x = L(t), t > 0. (A.8)

The dimensionless parameters for this model are identical to those in Model 2 from Section
5.2.3, with no additional dimensionless parameters introduced.

A.0.3 Boundary immobilisation

To accurately simulate the dynamics of the implant-biofilm interface and the antibiotic release
process, we addressed the challenge of managing two moving boundaries in our model. This
was accomplished by fixing the domain in the same way as described in Section 5.2.4. Since all
the other equations remains the same as in Section 5.2.4, we only apply these transformations to
the dimensionless model in Section A.0.2.
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The transformed initial condition is as follows

φbio(ξ ,0) = φbio0, for 0 < ξ < 1. (A.10)

Now applying the same transformations to the boundary conditions A.7-A.8 we get

φbio = φbio0, at ξ = 0, t > 0, (A.11)

(φbio)ξ = 0, at ξ = 1, t > 0. (A.12)
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A.0.4 Results and discussions

Following the methodology outlined in Section 5.2.5, we numerically solve the model using
COMSOL. The additional equation for water volume fraction (eq. (A.9)) are handled using the
‘General Form PDE’ module. All results presented are based on non-dimensionalised variables,
with the overline notation omitted from the figures for clarity. To evaluate the impact of different
modelling assumptions, we conduct a comparative analysis between two biofilm growth models,
Model 1 and Model 2, under controlled antibiotic release conditions. The key difference between
the models lies in the treatment of the water volume fraction in the biofilm, φbio, where Model
1 includes an evolution equation for φbio and Model 2 assumes φbio is constant throughout the
biofilm. It is important to note that, in Model 2, the value of φbio is fixed at the same initial
value φbio0 used in Model 1. Additionally, we will consider three different values for φbio0, 0.7,
0.8 and 0.9, to provide a broader perspective on the comparison and ensure that our decision
regarding the treatment of φbio is well-informed. This comparison aims to determine whether
incorporating the evolution of φbio significantly affects the results. Based on this analysis, we
will decide whether to adopt φbio as a constant or variable for all subsequent models in the
remainder of the thesis. All baseline parameter values are given in Table 2.2. The total time
computed is 10 days unless otherwise stated.

Fig. A.1, A.2. A.3 present a detailed comparison between Model 1 and Model 2. This
comparison is made for three different initial water volume fraction values, φbio0, 0.9 (red line),
0.8 (black line) and 0.7 (blue line). The solid lines in each figure represent Model 2, while the
dashed lines represent Model 1.

In Fig. A.1(a), which shows the biofilm thickness over time, the dashed and solid lines
start almost identically for all three values of φbio0, indicating that both models predict nearly
the same biofilm growth behaviour in the early stages. This close agreement suggests that,
initially, the constant φbio assumption in Model 2 provides a very accurate approximation of
biofilm thickness when compared to the more complex Model 1, where φbio varies over time.
As time progresses, slight differences begin to appear between the models. The solid lines
generally predict a slightly higher biofilm thickness than the dashed lines, with this discrepancy
becoming more noticeable as the value of φbio0 increases. At φbio0 = 0.9, the solid line shows
a somewhat faster biofilm growth compared to the dashed line. However, these differences are
quite modest overall, with the two models showing a similar trend in biofilm growth throughout
the simulation. The consistent overlap of the solid and dashed lines at earlier stages, followed by
only minor deviations later, suggests that Model 2 is highly effective at approximating biofilm
thickness, even under conditions where φbio might be expected to vary.

In Fig. A.1(b), which displays the velocity at the biofilm-bulk fluid interface, the solid and
dashed lines are again almost indistinguishable during the initial time period across all φbio0

values. This indicates that both models predict nearly identical early-stage velocity behaviour,
confirming that the assumption of a constant φbio in Model 2 captures the essential early dy-
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(a) (b)

Figure A.1: Comparison of Model 2 and Model 1, focusing on the temporal variation of (a)
biofilm thickness and (b) velocity at the biofilm-bulk fluid interface. The analysis includes three
different initial water volume fractions (φbio0 = 0.7, 0.8, and 0.9). Solid lines correspond to
Model 2 (constant φbio), while dashed lines correspond to Model 1 (variable φbio).

namics of biofilm growth with high accuracy. As time progresses, a slight separation between
the lines occurs. The dashed lines begin to rise above the solid lines, suggesting that biofilm
growth in Model 1, where φbio varies, proceeds at a slightly faster rate during the later stages of
the process. This difference in velocity implies that biofilm growth in Model 1 continues for a
longer period before reaching a steady state compared to Model 2. The solid lines show a more
rapid decline in velocity. However, even in these later stages, the differences between the two
models remain relatively small. The overall trend of decreasing velocity over time is consistent
between the models.

The effect of varying φbio0 is visible in both Fig. A.1(a) and (b). Higher values of φbio0, lead
to faster biofilm growth and higher initial velocities, while lower values of φbio0, correspond
to slower biofilm growth and lower initial velocities. This is expected since higher φbio0 values
correspond to greater initial water content in the biofilm, which accelerates growth and increases
fluid interaction. The black lines lie between the blue and red lines, showing intermediate growth
rates and velocities. Despite this variation across φbio0 values, the differences between the solid
and dashed lines remain small, demonstrating that Model 2 provides a close approximation to
Model 1 for all φbio0 cases.

Overall, the comparison between the the two models regarding biofilm thickness and veloc-
ity, demonstrates that while there are some quantitative differences between the models, particu-
larly at later stages and higher φbio0 values, these differences are minimal. Both models produce
similar qualitative results. The constant φbio assumption in Model 2 does not significantly alter
the predictions of biofilm thickness or velocity when compared to the variable φbio approach in
Model 1.

In Fig. A.2(a), the total proliferative bacteria concentration over time is plotted for both
models. Initially, Model 2 and Model 1 follow nearly the same trajectory for all values of
φbio0. This close agreement during the early stages indicates that the assumption of constant
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φbio in Model 2 does not significantly affect the short-term dynamics of proliferative bacterial
growth. In this phase, the biofilm structure is still forming and the initial conditions dominate
the dynamics, leading to similar growth patterns in both models. As time progresses, the dashed
lines begin to rise above the solid lines, particularly at the peak of the proliferative bacteria
concentration. This behaviour is most prominent for higher initial water volume fractions. The
higher peak in Model 1 can be attributed to the evolving φbio, which allows the biofilm to adapt
its internal structure, leading to a more favourable environment for bacterial growth. However,
after the peak, the difference between the two models begins to shrink. The reason for this
convergence is that, after a certain point, the proliferative bacteria begin to die off or transform
into persister cells, and both models reach a steady-state decline. Although the dashed lines
remain slightly higher, indicating that varying φbio allows for marginally higher bacterial activity,
the overall trends remain very similar. This suggests that while Model 1 may predict slightly
more proliferative bacteria at its peak, the constant φbio assumption in Model 2 provides an
accurate qualitative approximation of the overall dynamics.

(a) (b)

(c) (d)

Figure A.2: Comparison of Model 2 and Model 1, focusing on the temporal variation of total
concentrations of (a) proliferative bacteria, (b)persister bacteria, (c)dead bacteria and (d) EPS.
The analysis includes three different initial water volume fractions (φbio0 = 0.7, 0.8, and 0.9).
Solid lines correspond to Model 2 (constant φbio), while dashed lines correspond to Model 1
(variable φbio).

In Fig. A.2(b), the total persister bacteria concentration is plotted over time. Similarly to
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Fig. A.2(a), the solid and dashed lines almost overlap in the initial stages across all φbio0 values,
indicating that both models predict comparable early-stage behaviour for persister bacteria. This
consistency again stems from the fact that the early biofilm dynamics is largely governed by
the initial conditions, and both models begin from distinct but highly similar starting points.
As time progresses, the solid lines gradually rise above the dashed lines, indicating that the
constant φbio assumption leads to a slightly higher accumulation of persister bacteria in the
later stages of biofilm development. This behaviour can be explained by the different growth
environments provided by the two models. In Model 2, where φbio is constant, the structure
within the biofilm is more stable, allowing for the continuous growth of persister cells over
time. In contrast, the evolving φbio in Model 1 likely introduces fluctuations that slightly hinder
persister cell accumulation. This trend is most pronounced for higher φbio0 values, where the
solid lines diverge more from the dashed lines. However, despite this divergence, the overall
pattern remains the same, with both models predicting a steady increase in persister bacteria
concentration. The minor differences in magnitude do not significantly alter the general biofilm
behaviour, justifying the use of Model 2 in cases where computational efficiency is prioritised.

Fig. A.2(c) shows the total dead bacteria concentration as a function of time. Both models
produce nearly identical results during the early stages, indicating that the initial dynamics of
dead bacteria accumulation are similar regardless of whether φbio is treated as variable or con-
stant. This similarity occurs because the biofilm is still in its initial stages and cell death rates
are relatively low during this time. As the biofilm matures, the dashed lines begin to rise above
the solid lines, especially for higher φbio0 values. This indicates that the variable φbio in Model 1
leads to a slightly faster accumulation of dead bacteria. The evolving biofilm structure in Model
1 allows for more cell death, as it can create conditions in which proliferative bacteria are less
able to survive over time, leading to a higher death rate. In contrast, Model 2, with its stable
φbio, supports a more gradual accumulation of dead bacteria. However, while Model 1 predicts
slightly higher concentrations of dead bacteria, the overall trends between the two models re-
main very similar. Both show a steady rise in dead bacteria concentration over time, with only
minor differences in magnitude. These results reinforce the idea that the constant φbio assump-
tion in Model 2 is an acceptable approximation, as the differences in predicted dead bacteria
concentrations are not large enough to significantly affect the dynamics of the biofilm.

In Fig. A.2(d), the total EPS concentration is plotted as a function of time. Both models
produce nearly identical results during the early stages of biofilm development, reflecting similar
short-term predictions for EPS production. As time progresses, the dashed lines rise above the
solid lines, indicating that the variable φbio in Model 1 leads to slightly faster accumulation of
EPS, particularly for higher φbio0 values. This can be attributed to the evolving nature of φbio in
Model 1, which creates a more dynamic environment conducive to higher EPS production. EPS
plays a critical role in maintaining the structure of the biofilm and promoting cell adhesion, and
the variable φbio in Model 1 enhances these processes. However, an interesting behaviour occurs
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for lower φbio0 values (φbio0 = 0.7 and 0.8). After a certain point, the solid lines rise above the
dashed lines, indicating that, in these cases, the constant φbio assumption in Model 2 supports
more EPS production in the later stages of biofilm growth. Nonetheless, the differences between
the models are small, and both follow the same general trends, with a steady increase in EPS
concentration over time. This further supports the idea that Model 2 is a valid approximation,
even when predicting EPS production.

The initial water volume fraction (φbio0) has a significant effect on the total concentrations
of proliferative, persister, and dead bacteria, as well as EPS. For Fig. A.2, which represent the
total concentrations of proliferative bacteria, persister bacteria, dead bacteria, and EPS respec-
tively, lowest φbio0 leads to the highest concentrations of these components over time for both
the models, followed by φbio0 = 0.8, and finally φbio0 = 0.9 (red lines), which yields the low-
est concentrations. This behaviour can be explained by the relationship between water volume
fraction and the initial concentration of bacteria and EPS in the biofilm. When the water vol-
ume fraction is low, the biofilm is denser, containing more bacteria and EPS. This higher initial
bacterial concentration in a denser biofilm leads to faster accumulation of proliferative, persis-
ter, and dead bacteria as well as EPS over time. The denser biofilm structure helps retain these
components, allowing them to accumulate more effectively. Cells proliferate rapidly, more EPS
is produced, and dead cells accumulate within the biofilm, resulting in higher concentrations
over time. In contrast, with a higher water volume fraction, the initial concentration of bacteria
and EPS is lower because the biofilm has more water and less solid biomass. This dilutes the
biofilm, allowing bacteria and EPS to spread out, leading to a slower rate of accumulation over
time. Since the bacteria start from a lower base concentration, it takes longer for the biofilm to
build up similar concentrations of these components. Thus, biofilms with lower water volume
fractions tend to retain more bacteria and EPS over time, leading to higher overall concentra-
tions, while biofilms with higher water volume fractions have more dispersed components and
slower accumulation, resulting in lower concentrations.

In Fig. A.3(a), the total nutrient concentration over time is shown. Initially, the values for
Model 1 and Model 2 overlap, indicating that both models predict nearly identical nutrient dy-
namics in the early stages of biofilm growth. However, as time progresses, a key divergence
emerges. The solid lines rise above the dashed lines for each φbio0 case, particularly for higher
φbio0 values. This indicates that the constant φbio assumption in Model 2 allows for a more
sustained nutrient consumption within the biofilm over time. The lower nutrient concentrations
predicted by Model 1 could be due to the evolving biofilm structure including higher prolifer-
ative bacteria, which may allow for faster nutrient consumption compared to the more stable
biofilm in Model 2. This difference becomes more pronounced as φbio0 increases, with the
φbio0 = 0.9 case showing the largest discrepancy. Despite this, the general upward trend remains
consistent between the two models, suggesting that both capture the essential nutrient dynamics,
even though Model 2 predicts a higher total nutrient concentration as time progresses.
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(a) (b)

Figure A.3: Comparison of Model 2 and Model 1, focusing on the temporal variation of (a) the
total nutrient concentrations and (b) water volume fraction at the biofilm-bulk fluid interface.
The analysis includes three different initial water volume fractions (φbio0 = 0.7, 0.8, and 0.9).
Solid lines correspond to Model 2 (constant φbio), while dashed lines correspond to Model 1
(variable φbio).

In Fig. A.3(b), the water volume fraction (φbio) is plotted over time at the biofilm-bulk fluid
interface. In Model 2, φbio is constant by definition, so the solid lines remain flat at their initial
values. For Model 1, φbio is allowed to vary over time. In the early stages, the dashed lines drop
slightly before stabilising, indicating that the water content of the biofilm initially decreases as
the bacterial cells grow and the biofilm consolidates. This slight fluctuation is more pronounced
for higher φbio0 values, but it remains small overall. In later stages, φbio stabilises near its initial
value in Model 1, demonstrating that the dynamic variation in the water volume fraction is
relatively minor. This further supports the use of the constant φbio assumption in Model 2, as the
differences between the two models are minimal.

The comparison across Fig. A.2 and A.3 illustrates that while there are small differences
between Model 1 and Model 2, particularly in the later stages of biofilm development and for
higher φbio0 values, these differences are not significant enough to alter the overall trends. Both
models predict similar qualitative dynamics for bacterial concentrations, EPS production, nutri-
ent uptake, and water volume fraction.

In Fig. A.4(a), the proliferative bacteria concentration across biofilm at the final time is com-
pared between the two models. Model 2 show a relatively uniform distribution of proliferative
bacteria across the biofilm, although slightly increasing towards the biofilm-bulk fluid inter-
face. This uniformity indicates that the constant water volume fraction assumption in Model
2 supports a stable environment throughout the biofilm, leading to minimal spatial variation in
proliferative bacteria concentration. Conversely, for Model 1, there is a clear gradient of pro-
liferative bacteria across the biofilm thickness. Notably, the dashed lines are higher near the
biofilm-bulk fluid interface, particularly for higher φbio0 values. This indicates that the evolv-
ing φbio enhances bacterial growth in regions closer to the biofilm surface. The biofilm-bulk
fluid interface provides a more favourable environment due to increased nutrient availability and
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less competition for space, which results in higher bacterial proliferation. However, deeper in
the biofilm, closer to the implant-biofilm interface, the proliferative bacteria concentration de-
creases and the dashed lines fall below the solid lines. This suggests that the evolving φbio creates
a less favourable environment in these regions, potentially due to reduced nutrient penetration,
and higher competition for resources. In Model 2, the constant φbio ensures that proliferative
bacteria concentrations are sustained even in the deeper layers, which results in a more uniform
distribution compared to the notable spatial variation seen in Model 1. This behaviour, where
the solid line is higher in deeper regions and the dashed line is higher near the surface, is consis-
tent across all φbio0 values. Despite these differences in bacterial distribution between the two
models, the overall trends remain quite similar, with both models showing the expected increase
in bacterial concentration near the biofilm surface and comparable final distributions.

(a) (b)

(c) (d)

Figure A.4: Comparison of Model 2 and Model 1, focusing on the spatial variation of the con-
centrations of (a) proliferative bacteria, (b)persister bacteria, (c)dead bacteria and (d) EPS. The
analysis includes three different initial water volume fractions (φbio0 = 0.7, 0.8, and 0.9). Solid
lines correspond to Model 2 (constant φbio), while dashed lines correspond to Model 1 (variable
φbio).

In Fig. A.4(b), the persister bacteria concentration across biofilm thickness is depicted. Un-
like proliferative bacteria, the distribution of persister cells is fairly uniform across the biofilm
for both models, which is consistent with the idea that persister cells are more dormant and less
dependent on local environmental conditions than proliferative cells. However, in Model 2 the
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concentration is consistently higher than that of Model 1 for all φbio0 cases. This suggests that
the constant φbio assumption in Model 2 leads to a more conducive environment for the accu-
mulation of persister cells. The uniform and stable water volume fraction in Model 2 provides
steady conditions throughout the biofilm, which may allow more bacteria to transition into the
persister state and survive longer. On the other hand, in Model 1, the variable φbio introduces
fluctuations that slightly reduce the number of persister cells across the biofilm. Despite the
slightly higher persister bacteria concentration in Model 2, both models predict almost identical
distributions of persister cells, showing that the constant φbio assumption in Model 2 yields a
very similar outcome to the more complex Model 1.

In Fig. A.4(c), the dead bacteria concentration across biofilm thickness is shown. Both mod-
els predict an almost flat distribution of dead bacteria across the biofilm, with a slight increase
around the biofilm-bulk fluid interface, indicating that bacterial death rates are relatively uniform
across the thickness, regardless of the spatial point in the biofilm. This aligns with the expecta-
tion that as biofilm growth stabilises, dead cell accumulation reaches a steady state throughout
the structure. However, a noticeable difference is that the dashed lines are higher than the solid
lines for all φbio0 cases. This indicates that the evolving φbio in Model 1 results in a higher accu-
mulation of dead bacteria. This outcome could be due to the less stable environment in Model
1, where the variable water volume fraction can create localised conditions of stress, nutrient
limitation, or increased bacterial competition, leading to higher death. The dynamic nature of
φbio in Model 1 might reduce the capacity for bacterial populations to survive long-term, thus
increasing the dead cell count. On the other hand, the constant φbio in Model 2 results in a more
stable and predictable environment, leading to a lower accumulation of dead bacteria. While
the exact number of dead cells is higher in Model 1, both models show similar profiles and
trends in bacterial death across biofilm thickness, confirming that Model 2 is still an effective
approximation.

In Fig. A.4(d), the EPS concentration across biofilm thickness is plotted. EPS plays a crucial
role in maintaining biofilm structure, as it provides the matrix that holds the biofilm together
and protects the bacterial cells. Both models predict an increase through biofilm thickness in
EPS concentration. The concentration for Model 2 is generally higher than that of Model 1
across most of the biofilm, suggesting that the constant φbio assumption in Model 2 supports
higher EPS production. The stable water content in Model 2 likely allows for more continuous
EPS synthesis, leading to higher concentrations throughout most of the biofilm. In contrast,
the dynamic φbio in Model 1 introduces fluctuations that may reduce EPS production in some
areas, leading to lower overall concentrations. However, around the biofilm-bulk fluid interface,
the dashed lines cross the solid lines and become higher. This crossing occurs deeper into the
biofilm as φbio0 increases. This behaviour suggests that the evolving φbio in Model 1 promotes
higher EPS production near the biofilm surface, where conditions may be more favourable for
EPS synthesis. The variable φbio could lead to localised increases in bacterial activity and EPS
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secretion in these regions. Despite the crossover near the biofilm surface, both models show
similar trends and magnitudes for EPS production, confirming that Model 2 is a strong approxi-
mation for biofilm matrix formation.

In Fig. A.5(a), the nutrient concentration is plotted across the biofilm thickness. Nutrient
diffusion from the bulk fluid into the biofilm is a critical factor in biofilm growth, and both mod-
els show steep nutrient gradients, with the highest concentrations near the biofilm-bulk fluid
interface and progressively lower concentrations deeper into the biofilm. The solid lines are
generally higher than the dashed lines at any spatial point in the biofilm for most φbio0 cases.
This indicates that the constant φbio assumption supports a more sustained and uniform nutri-
ent consumption within the biofilm. This can be validated by the uniform spatial behaviour of
proliferative bacteria for Model 2. In Model 1, the dynamic φbio may result in more efficient nu-
trient consumption or transport, leading to slightly lower nutrient concentrations throughout the
biofilm. However, for the highest φbio0 value, the dashed line crosses the solid line and becomes
slightly higher near the biofilm-bulk fluid interface. This suggests that the evolving φbio en-
hances nutrient consumption in regions near the surface for higher water content environments.
Nevertheless, for the majority of the biofilm thickness, the nutrient concentration remains higher
in Model 2, reinforcing the stability of nutrient distribution in the constant φbio model. Although
Model 1 slightly enhances nutrient availability near the surface for higher φbio0, both models
exhibit comparable nutrient gradients, validating the accuracy of Model 2 in simulating nutrient
uptake.

(a) (b)

Figure A.5: Comparison of Model 2 and Model 1, focusing on the spatial variation of (a) the
nutrient concentration and (b) water volume fraction final time. The analysis includes three
different initial water volume fractions (φbio0 = 0.7, 0.8, and 0.9). Solid lines correspond to
Model 2 (constant φbio), while dashed lines correspond to Model 1 (variable φbio).

In Fig. A.5(b), the water volume fraction (φbio) is shown across the biofilm thickness. As
expected, for Model 2 it remains constant across the biofilm thickness, reflecting the assumption
that the water content is uniform throughout the biofilm in this model. In Model 1, the water
volume fraction decreases through the biofilm, maintaining the lowest water volume fraction
at the biofilm-bulk fluid interface. This decrease is more pronounced for higher φbio0 values.
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This behaviour can be attributed to the fact that higher concentrations of bacteria and EPS near
the biofilm surface occupy more space within the biofilm matrix, thereby reducing the available
water content in these regions. The dynamic nature of φbio in Model 1 allows for localised
reductions in water content where bacterial growth and EPS production are highest. Despite
the slight drop in water volume fraction in Model 1, the overall similarity in water distribution
across biofilm thickness in both models strongly supports the validity of Model 2.

The comparison across Fig. A.4 and A.5 illustrates that while there are small differences
between Model 1 and Model 2, particularly in the distribution of proliferative bacteria, EPS, and
nutrients across the biofilm thickness, these differences are not significant enough to alter the
overall trends. Both models predict similar qualitative dynamics for bacterial concentrations,
EPS distribution, nutrient uptake, and water volume fraction. The constant φbio assumption in
Model 2 proves to be a reasonable and computationally efficient alternative to the more complex
Model 1, and can be confidently used for subsequent analysis without sacrificing accuracy.

A.0.5 Summary

This chapter provides a thorough comparison between two biofilm models, Model 1, which uses
a variable water volume fraction (φbio) that evolves over time and space, and Model 2, which
assumes a constant φbio. The key objective of this comparison was to assess whether the simpler
Model 2 can reproduce the results of Model 1 with sufficient accuracy, thereby allowing the use
of a constant φbio without compromising the model’s reliability or predictive power.

The comparison focused on critical biofilm characteristics, including biofilm thickness, the
concentrations of proliferative, persister, and dead bacteria, nutrient concentration, and EPS
distribution. Across all these metrics, Model 2 consistently produced results that matched qual-
itatively those of Model 1.

For biofilm thickness, both models showed nearly identical predictions during the early
stages of growth. Over time, small differences appeared, with Model 2 predicting slightly faster
growth, particularly for higher initial water volume fractions (φbio0). However, these differences
were minor, and the overall growth trends in both models were nearly indistinguishable. Regard-
ing bacterial dynamics, both models predicted very similar behaviour. For proliferative bacteria,
Model 1, with its evolving φbio, showed slightly higher concentrations near the biofilm-bulk fluid
interface, while Model 2 predicted a more uniform distribution throughout the biofilm. Despite
this difference, the overall trends were consistent. For persister bacteria, the two models pro-
duced almost identical results, with only minimal variation. Dead bacteria concentrations were
also very similar between the two models, with Model 1 showing a slightly higher concentration,
but not to a degree that would significantly alter the model’s predictions. In terms of nutrient
concentration, both models exhibited similar spatial profiles, with nutrient levels decreasing as
one moved deeper into the biofilm. Model 2 predicted slightly higher nutrient concentrations
throughout, but this difference did not affect the overall behaviour of the system. The distribution
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of EPS followed a similar pattern, both models predicted increasing EPS concentrations through
the biofilm, with Model 1 showing slightly higher EPS near the biofilm-bulk fluid interface.

For the water volume fraction, as expected, Model 2 showed a constant φbio throughout
the time and space. In contrast, Model 1 showed a slight decrease near the biofilm-bulk fluid
interface as the biofilm developed and also a slight decrease over time, particularly for higher
initial values. This decrease reflected the increase in bacterial and EPS content, which slightly
reduced the available water volume. However, the variation was small, and the overall water
distribution remained close to its initial value, confirming that the constant φbio assumption in
Model 2 closely approximated the behaviour observed in Model 1.

In conclusion, this chapter demonstrates that Model 2, with its constant φbio, can accurately
replicate the results of the more complex Model 1 across all key biofilm characteristics. The
small differences observed between the models are negligible and do not significantly affect
the overall trends or predictions. This analysis supports the conclusion that Model 2 can be
confidently used in future studies without losing important model attributes.
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