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Abstract 

Perineuronal nets (PNNs) are extracellular matrix structures surrounding mainly parvalbumin 
(Pv)-expressing γ-aminobutyric acid (GABAergic) interneurons, providing several cellular or 
neural functions during the brain developmental period, such as maintaining cellular or synaptic 
connections, regulating neural plasticity, controlling the closure of critical period and protecting 
neurons from being damaged by external substrates. Disrupted expression of PNNs and PNN 
components could result in brain dysfunction, and could be observed in various brain disorders, 
including schizophrenia. Schizophrenia is a psychiatric disorder, affecting approximately 1% of 
the population worldwide. Patients diagnosed with schizophrenia exhibit positive, negative and 
cognitive symptoms. With regard to the aetiology of schizophrenia, genetic and environmental 
risk factors are associated with schizophrenia, and prenatal maternal stress is robustly detected 
as an environmental risk factor, roughly doubling the likelihood of the condition in offspring. How 
risk factors, particularly environmental stress, are associated with schizophrenia is still 
unclarified.  

PNN and Pv-expressing neurons are one of the neuronal systems involved in the pathology of 
schizophrenia, with several lines of evidence that abnormalities of PNN structure and Pv 
expression are observed in schizophrenia. Hence a potential pathway through which stress could 
increase the risk of schizophrenia is by altering PNN and Pv formation or expression. There is 
some evidence that stress could alter the general expression and formation of PNNs and PNN 
components, including chondroitin sulfate proteoglycans (CSPGs) (aggrecan, brevican, 
neurocan, versican and phosphacan), hyaluronan synthase (Has) and link proteins (Haplns), and 
tenascin R (TnR). Apart from PNNs, evidence demonstrated disrupted Pv expression after stress 
exposure, and abnormal PNN and Pv expression, with disturbed density and intensity of staining, 
is observed in schizophrenia patients. Additionally, glutamate decarboxylase (Gad), a critical 
factor contributing to GABA synthesis, is consistently demonstrated to be disturbed in 
schizophrenia subjects in previous studies, supporting disrupted GABA neurotransmission in 
schizophrenia.   

In this case, disrupted Pv, Gad and PNN components influenced by external stress might be 
associated with the increased risk of schizophrenia, which could be a potential pathway 
underlying the aetiology of schizophrenia. However, the alterations of Pv and Gad expression by 
stress remained controversial, and whether the expression of PNN components is affected by 
stress is not fully investigated. Thus, the current study aimed to investigate the effect of 
glucocorticoids (GCs) – likely mediators of the effects of prenatal maternal stress on the foetus - 
on PNN component genes, Pv and Gad expression, and further to investigate whether the 
altered expression was associated with schizophrenia-like changes.  

In primary cultured mouse cortical neurons, the data from the current study reported that GCs 
could alter the gene expression of specific PNN components, including, versican (Vcan), 
hyaluronan synthase 1 and hyaluronan synthase 3 (Has1, Has3), Hapln4 and TnR and Pv. 
Altered gene expression was detected primarily at the mRNA level, with corresponding protein 
changes proving harder to detect. However, altered structural properties of PNNs in the cultures 
were detected following GC exposure, using Wisteria floribunda agglutinin (WFA) staining. 
Reduced length of PNNs covering neuronal dendrites was observed, indicating that expression 
and formation of PNNs were affected by GCs. These results confirmed the hypothesis that over-
exposure to stress could disrupt the expression of some of PNN components and suppress the 
PNN structure.   
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GCs proved to be able to modify the expression of a number of different PNN component genes, 
but this was evident primarily at 7 days in vitro (DIV), and also at 14 DIV, but not at 21 DIV, 
suggesting a major modulatory effect early in development as PNNs are forming. Interestingly, 
the effects on PNN structure were detected at 21 DIV as well as 14 DIV, a time when no effects 
on PNN gene expression were observed, suggesting a distinct mechanisms of action.  

The precise mechanisms involved in these GC actions appeared diverse, but difficult to identify. 
The suppressive effects of GCs on Vcan, Hapln4 and TnR mRNA expression appeared to occur 
through a non-genomic pathway, as they were rapid (detectable within 4h) and not reproduced 
by the mineralocorticoid agonist aldosterone, or blocked by the GR antagonist mifepristone. The 
possibility of a post-transcriptional action to accelerate mRNA decay was tested, but no evidence 
was obtained in support of this idea. The suppressive effects on Has1, Has3 and Pv were also 
rapid, but were sensitive to mifepristone, suggesting mediation through GRs. Mifepristone alone 
affected the expression of some PNN component mRNAs, including aggrecan (Acan), brevican 
(Bcan), neurocan (Ncan), and Has1, implying that basal (non-stressed level) GCs in the culture 
medium were exerting effects on these genes.   

The changes in protein expression that were detected, including GC-induced deceases in the 
levels of Has2 and Gad65, and increased levels of Has3, TnR and Gad1 induced by mifepristone 
alone, appeared to occur within 4h, and in the absence of any corresponding changes in mRNA 
levels. The possibility that GCs might be modulating the activity of the proteasome was 
considered. Decreased activity was observed after GC exposure that was rapid and specific for 
the chymotrypsin-like activity. While this novel action cannot explain the GC-induced reduction in 
Has2 protein, it could contribute to the ability of mifepristone to increase PNN component protein 
levels in the absence of any mRNA changes. Further work should assess the ability of 
mifepristone alone to affect proteasome activity in these cultures.  

To examine the expression of PNNs and Pv in the brain from mouse models of aspects of 
schizophrenia, an overview of the distributions of PNNs and Pv in various brain regions is 
needed. In brain sections from mice expressing Td-tomato from the GABAergic interneuron-
specific Nkx2.1 promoter, PNNs and Pv-expressing interneurons were largely distributed in 
cortical layers2/3 and layers 4/5, in prefrontal cortex (PFC) and retrosplenial granular cortex. No 
sex differences in PNN expression were detected. PFC is an important cortical region regulating 
executive functions and associated with various abnormal behaviours in schizophrenia. Since 
duplications of chr.16p11.2 are one of the strongest genetic variants associated with 
schizophrenia, Pv, PNN component and Gad expression gene expression was assessed in wild-
type mice and 16p11.2 duplication mice, both without and with an environmental risk factor 
manipulation, specifically, maternal immune activation (MIA). Similar changes in Pv and CSPG 
component expression were observed in MIA-exposed adult offspring in both conditions with 
dams or littermates as experimental units. The expression of CSPG genes was elevated by MIA, 
as opposed to the decreases observed with GC exposure in vitro. No overt effects of the genetic 
manipulation were observed, nor interactions with the MIA.  

Taken together, the data presented in the current study suggested that GCs could suppress 
expression of Pv, several PNN component genes, and PNN morphology, and the altered Pv and 
CSPG expression were also caused by MIA. A remarkable diversity of GC effects on PNN 
component gene expression were observed, acting on multiple targets, utilizing a number of 
different mechanisms, and with clear developmental regulation. The results indicated that 
external and prenatal stressors might be associated with the increased risk of schizophrenia by 
disrupting PNN and Pv expression. However, to fully investigate the underlying mechanisms and 
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their relationship to the pathology of schizophrenia, these alterations in the function of PNNs and 
Pv need to be further investigated.  
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Chapter1 
General introduction  
 
1.1. Overview and general introduction 
Schizophrenia is a complex, common and severe psychiatric disorder, having a profound effect 
on both individuals and society (Owen, Sawa & Mortensen, 2016). Exposure to early life stress or 
prenatal stressors are critical risk factors to the development of schizophrenia. Previous studies 
have showed that exposure to environmental stressors could result in increasing risk of 
schizophrenia in the offspring or in the individuals’ later life (Khashan et al. 2008; Seckl,2001; 
Guo et al.,2019; Selten et al., 1999). In addition to external stress stimulations, damaged 
perineuronal net (PNN) structure and dysfunctional parvalbumin (Pv)-expressing GABAergic 
interneurons are also involved in the increased onset risk of schizophrenia. PNNs mainly develop 
around Pv-expressing GABAergic interneurons (Song and Dityatev, 2018), protecting the 
interneurons from being damaged by stressors and external harmful agents (Cabungcal et al., 
2013; Morishita et al., 2015). As PNNs protect Pv neurons and contribute to neuronal plasticity, 
abnormalities of PNNs can result in alterations in cognitive functions in schizophrenia patients 
(Sorg et al., 2016). Disrupted PNN structure and expression were also reported in schizophrenia 
individuals, providing an association of PNNs and the onset of schizophrenia (Steullet et al., 
2017; Pantazopoulos et al., 2015; Mauney et al., 2013). Furthermore, PNN structure and 
expression were affected by stress exposure in rodent studies (Ueno et al. 2017; Gomes et al., 
2019; Lensjo et al., 2017). As increased risk of schizophrenia is found after early life stress or 
prenatal stress exposure, and PNN structure and expression were also shown to be disrupted by 
external stressors, there is a possibility that PNNs damaged by stress might be correlated with 
schizophrenia. However, how stress affects PNN structure and expression and whether the 
stress affected PNNs associated with schizophrenia remained unclear. This thesis aimed to 
investigate the underlying mechanism of the effect of stress on PNN expression and structure.   

 

1.2. Background of PNN 
 

1.2.1. PNN structure and molecular components 
PNNs are extracellular matrix structures covering the somata, dendrites and proximal axon 
segment of distinct neuronal populations (Berretta, et al., 2015), mainly protecting Pv-expressing 
GABAergic interneurons from being damaged by stressors and external harmful agents 
(Cabungcal et al., 2013; Morishita et al., 2015). The PNN is a lattice-like structure (Fig.1) with the 
main components consisting chondroitin sulfate proteoglycans (CSPGs), containing aggrecan 
(Acan), brevican (Bcan), neurocan (Ncan), versican (Vcan) and phosphacan (Ptprz1), which are 
essential for PNN functions and structure (Deepa et al., 2006). These CSPGs molecules make 
up the protein with various chondroitin-sulfate glycosaminoglycan (CS-GAG) chains (Maeda, 
2010). Hyaluronan is the backbone of PNNs, and is produced by hyaluronan synthase (HAS), of 
which there are 3 isoforms/genes - Has1, Has2 and Has3. In addition, the link proteins, 
hyaluronan and proteoglycan link proteins (Haplns) are necessary to stabilise CSPGs and bind 
CSPGs to hyaluronan. There are 4 genes: Hapln1, Hapln2, Hapln3 and Hapln4; only Hapln1, 
Hapln2 and Hapln4 are found in CNS, but Hapln3 is found to be expressed only in PNS (Oohashi 
et al., 2015). Tenascins are also part of the PNN structure, and again these can be derived from 
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different genes, which are Tenascin C (TnC), Tenascin W (TnW), Tenascin X (TnX) and 
Tenascin R (TnR), and these bind to the C-terminal domain of the CSPG lectins (Wen et al., 
2018). Additionally, a lectin, wisteria fluoribunda agglutinin (WFA), is suggested to bind to the N-
acetyl-d-galactosamine on the CS chains in the PNN structure, and is widely used to visualise 
PNNs (Kurokawa et al., 1976).  

 
Figure 1.1: the formation of PNNs. The molecules include the CSPG family, containing 
aggrecan, brevican, neurocan, versican and phosphacan (Ptprz1), which are attached to the 
PNN structure by hyaluronan link proteins, and the CSPG molecules are linked to each other by 
TnR. The PNN formation is attached to the cell membrane by hyaluronan produced by 
hyaluronan synthase.   

1.2.1.1. CSPG 
CSPGs consist of a core protein and are attached with several chondroitin sulfate (CS) chains, 
which are the main matrix that forms PNNs in the mammalian CNS (Fawcett et al., 2019). 98% of 
CSPGs are present in general CNS ECM, including the perisynaptic matrix, only 2% of CSPGs 
are present in PNNs (Deepa, et al., 2006). While there are more than 30 types of CSPGs, 5 main 
components were shown to contribute to PNN structure, including Acan, Bcan, Ncan, Vcan and 
Ptprz1. Acan, Bcan, Ncan and Vcan are the members of the lectican family (Ruoslahti, 1996). 
Acan is the main component for the formation of PNN structure specifically in brain regions, as 
an Acan knock-out (KO) mouse in vivo study reported a loss of all PNN components surrounding 
Pv-expressing cells in CNS; but in peripheral system, all other CSPG components could still be 
detected with absence of Acan (Giamanco and Matthews, 2012). In addition, PNN can be 
detected not only by WFA lectins, but also by visualising Acan (Matthews et al., 2002). The 
antibodies used to visualise Acan include AB1031 and Cat-315 by detecting the Acan-bound 
domain CS-GAG chains, and the Acan HNK-1 carbohydrate epitope, respectively (Giamanco et 
al., 2010; Lendvai et al., 2013; Matthews et al., 2002; Dino et al., 2006; McRae et al., 2007). 
However, several studies noted above illustrated that while Acan was a main component in the 
PNN structure and could contribute to the PNN formation, WFA-labelled PNNs observed in 
prefrontal cortex (PFC) were not always co-localised with Acan expression (Ueno et al., 2017), 
suggesting a possibility that Acan might not be a necessary component for PNN formation.    

With regard to other CSPG components, it has been suggested that they were not essential and 
necessary for PNN formation, as animals lacking these components (Bcan, Ncan or Vcan) still 
showed structured PNNs (Brakebusch et al., 2002; Zhou et al., 2001), although PNNs were 
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partly disrupted in cells cultured with conditional KO mice (Bcan/Ncan KO mice) (Geissler et al., 
2013). For example, PNN structure was not completely disrupted in Bcan KO mice and could be 
detected with fuzzy WFA expression (Suttkus et al., 2014). In Ncan KO mice, WFA expression 
could still be detected but with a diffused and striped appearance in olfactory bulb, and the 
accumulation of Acan expression was also decreased but not fully disappeared, indicating a 
damaged but detectable PNN structure with the absence of Ncan, which in turn demonstrated 
Ncan is not an essential component for PNN stabilisation (Hunyadi et al., 2020). In addition, 
WFA-labelled PNNs could still be detected with a lack of Ncan or Bcan (Zhou et al., 2001, 
Brakebusch et al., 2002).    

Ptprz1, a secreted proteoglycan, is a receptor protein tyrosine phosphatase ζ/β encoded by the 
Ptprz1 gene, and is also an additional component of CSPGs extracellularly (Haunso et al., 1999). 
Like other CSPG components, it is attached to the CS-GAG chains (Maurel et al., 1994). It was 
demonstrated to play a critical role in PNN formation, as the net-like structure of PNNs was 
altered in Ptprz1 KO mice, to a punctate structure on the neuronal surface in cortical areas (Eill 
et al., 2020). Moreover, on the cortical neuronal surface, phosphacan was also shown to bind to 
Acan and TnR, and the linkage among these 3 molecules contributed to the PNN structure 
stabilisation (Eill et al., 2020).    

1.2.1.2. Tenascin R 
Tenascins belong to a family of extracellular matrix glycoproteins with 4 subtypes/genes, 
comprising TnC, TnW, TnX and TnR). Among these subtypes of the Tenascin family, TnR is the 
main component of PNNs. In the CNS, in addition to presence in interneuron PNN, TnR was 
observed to accumulate around nodes of Ranvier during myelination (Anlar and Onzcar, 2012; 
Pesheva and Probstmeier, 2000; Carulli et al., 2006). TnR was demonstrated to stabilise the 
PNN structure by becoming attached to Acan, Ptprz1 and CS-GAG chains (Morawski et al., 
2014; Eill et al., 2020). No Ptprz1 expression was observed in TnR KO mice (Brückner et al., 
2000). The disrupted TnR expression was associated with an abnormal WFA-labelled PNN 
structure, with a granular appearance, and was accompanied by decreased Acan, Bcan and 
Ncan expression (Brückner et al., 2003; Sutkkus et al., 2014). In TnR deficient cultures, the PNN 
structure was abnormal with sparsely PNN-covered dendrites. Application of polyclonal 
antibodies to Acan could result in the recovery of PNN structure in TnR deficient cultures 
(Morawski et al., 2014), suggesting an interacting contribution of TnR and Acan to PNN 
stabilisation.   

1.2.1.3. Hyaluronan and link protein 

Hyaluronic acid (HA) or hyaluronan is a polysaccharide typically with around 25000 disaccharide 
units, and is a major component of the ECM, especially in PNN structures in the CNS. In the 
PNN, HA structures the form of PNNs and binds to CSPGs components. It is synthesised by Has 
enzymes, encoded by one of 3 genes: Has1, Has2 and Has3. Has components are proposed to 
be present in the cell membrane acting as a basic structure for PNN to develop (Carulli et 
al.2006; Galtrey et al.2008; Kwok et al., 2010). Among the 3 Has genes, Has3 was suggested to 
be the critical molecule for Has synthesis and PNN formation, in the PNN-like structure could be 
formed after Has3 production (Kwok et al., 2010). Diffused HA components were suggested to 
be attached to Has3, and transferred into the PNN matrix structure when Hapln1 and Acan were 
produced, indicating that Has3, Hapln1 and Acan were the fundamental components for PNN 
formation (Kwok et al., 2010). The binding of HA and CSPGs was stabilised by the Hapln 
proteins (Kwok et al., 2010).    
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The Haplns family consists of 4 genes, which are Hapln1, Hapln2, Hapln3 and Hapln4 (Spicer et 
al., 2003). Different Hapln molecules were proposed to connect to different CSPG molecules, 
with the 4 pairs of proteins represented by Hapln1-Vcan, Hapln2-Bcan, Hapln3-Acan, and 
Hapln4-Ncan genes (Spicer et al., 2003). Previous studies focused more on Hapln1, reporting 
Hapln1 is the major component which could affect the WFA-labelled PNN structure, and 
expression of some of the CSPGs. For example, WFA-labelled PNNs were attenuated or 
disturbed in Hapln1 KO mice, with no WFA staining around cells and dendrites (Carulli et al., 
2010; Suttkus et al., 2014), in addition, the expression of Acan, Bcan, Ncan and Ptprz1 were also 
decreased in Hapln1 KO mice (Carulli et al., 2010), further indicating the association between 
Haplns and CSPGs and the role of Haplns in stabilising PNN structure, and that the disruption of 
a single component might result in damaged expression or formation of PNNs. A detailed 
summary of the effect of loss of individual PNN components on PNNs is described in Table 1.1.    

Disrupted 
PNN 
component  

WFA- labelled 
PNN expression   

Acan-
staining 
expression 

Bcan-
staining 
expression 

Ncan-
staining 
expression 

Ptprz1-
staining 
expression 

Citation  

Acan KO   
 No WFA 
immunoreactivity 
found  

No Acan 
positive 
PNNs were 
detected   

           
Giamanco et al. 
(2010);  
Suttkus et al. 
(2014)  

Bcan KO   

Slightly fuzzy, but 
WFA staining was 
not greatly 
disturbed   

               

Suttkus et al. 
(2014)  

Ncan KO   No detectable 
changes   

Diffuse Acan 
accumulation
   

           
Hunyadi et al. 
(2020)  

Ptprz1 KO   
 

↓  
  

 
↓ 
   

   

 ↓ (not 
significant), 
but the 
staining 
became 
granular   

    

Eill et al. (2019)  

TnR KO   

The staining 
became granular, 
but not fully 
disturbed   

↓          ↓ 

Suttkus et al. 
(2014);  
Eill et al. 
(2019)   

Has3 KO   No matrix structure 
found  

Diffused 
expression         

No 
detectable 
changes   

Kwok et al. 
(2010)  

Hapln1 KO   

WFA labelled PNN 
were attenuated or 
disturbed (no 
staining around 
cells or dendrites).   

↓   ↓   ↓   ↓   

Suttkus et al. 
(2014);   
Carulli et al. 
(2010)  

Table 1.1: The structural roles and interactions of PNN components for PNN stabilisation. 
Impairments of some of PNN components were shown to affect other component’s expression 
and disrupt PNN formation (mainly WFA labelled).   

1.2.1.4. Neurons covered by PNN 

PNNs mainly cover gamma-aminobutyric acid (GABAergic) interneurons (Härtig et al., 1992). 
The inhibitory GABAergic interneurons can be divided into several subtypes (DeFelipe et al., 
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2013). Based on molecular properties, GABAergic interneurons could be classified into 5 groups, 
including Pv-, somatostatin (SST)-, neuropeptide Y (NPY)-, vasoactive intestinal peptide (VIP)-, 
and cholecystokinin (CCK)- expressing interneurons (DeFelipe et al., 2013). The latter 3 groups 
share the property of expressing 5-HT-3 receptors. Based on physiological properties, 
GABAergic interneurons are classified into 6 subgroups, the subgroups were listed as follows 
(DeFelipe et al., 2013): 

a. Fast-spiking (FS) interneurons with high frequency of firing rates (more than 50 Hz).  

b. Non-fast-spiking interneurons with no increased frequency of firing rates at the steady state. 

c. Adapting interneurons with increased spiking intervals at burst stage and a steady rate at 
the continuous stage. 

d. Irregular spiking interneurons with irregular spiking intervals at burst and continuous stage. 

e. Intrinsic bursting interneurons with the production of 2 or more spikes in depolarisation and 
followed by a hyperpolarisation at the continuous stage. 

f. Accelerating interneurons with decreased spiking intervals at steady-state and delayed 
stage.     

Converging evidence reported that WFA-labelled PNNs mostly enveloped fast-spiking 
GABAergic inhibitory interneurons, mainly Pv-expressing neurons found widely in brain regions, 
including cortex, hippocampus and striatum areas (Nahar et al., 2021). Pv-expressing 
interneurons can be divided into 2 classes of cells, including chandelier cells which target the 
axons of pyramidal neurons, and basket cells which target the proximal dendrites of pyramidal 
neurons (DeFelipe et al., 2013). Although it is clear that PNNs mostly cover Pv-expressing 
GABAergic interneurons, whether PNNs surround chandelier cells or basket cells still remains 
unclear (Favuzzi et al., 2009). Apart from Pv-expressing interneurons, a small amount of WFA-
labelled PNNs also cover the calcium-buffering protein calbindin-expressing neurons 
(Pantazopoulos et al., 2006), and 30% WFA-labelled PNNs were shown to cover SST-
expressing neurons (Berretta et al., 2015). Among all the types of cells covered by WFA-labelled 
PNNs, GABAergic interneurons make up the largest proportion in most brain areas, including 
cortical, hippocampal, inferior colliculus, septum and amygdala regions (Pantazopoulos et al., 
2006; Lee et al., 2012; Foster et al., 2014).   

Although PNNs mainly cover fast spiking Pv-expressing interneurons, PNNs are also suggested 
to envelop non-Pv expressing neurons. For example, in rat hippocampus, PNN-like structures 
covered CamKII-expressing glutamatergic pyramidal neurons (Lensjø et al., 2017).  

Approximately 50% of glutamatergic pyramidal neurons in the neocortex, amygdaloid nuclei, 
parietal and piriform cortex, and dorsal taenia tecta are surrounded by PNNs (Hu et al., 2014; 
Morikawa et al., 2017), and WFA labelled PNNs were found to be colocalised with vesicular 
glutamate transporter 2 (VGLUT2) in hypothalamic neurons (Méschizophreniaár et al., 2012). In 
human prefrontal cortex (PFC), some PNNs were formed around neurons with a typical 
pyramidal morphology, which further supported the idea that PNNs not only covered GABAergic 
but also glutamatergic pyramidal excitatory neurons (Enwright et al., 2016; Alcaide et al., 2019). 
The observation of pyramidal neurons covered by PNNs raised the possibility that PNNs could 
be classified into 2 different types by the morphological structure, that is pyramidal and non-
pyramidal types of PNN (Wegner et al., 2003). The PNNs covering pyramidal neurons showed a 
faint appearance with weak intensity, whereas PNNs covering non-pyramidal neurons showed a 
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clear net-like structure (Wegner et al., 2003). However, the specific classification and structure of 
PNN surrounded excitatory interneurons remains to be addressed.   

More additional studies demonstrated that WFA-labelled PNN also surround a small percentage 
of pyramidal cells in cortical areas, motor neurons in spinal cord and Purkinje cells in cerebellum 
(Hartig et al., 1992; Wegner et al., 2003; Pantazopoulos et al., 2006). In addition to neurons, glial 
cells can also be covered by PNNs in cortical and hippocampal regions (Bruckner et al., 1993; 
Patel et al., 2019; Chaunsali et al., 2021). In medial entorhinal cortex, reelin-expressing stellate 
cells were also demonstrated to be enwrapped by PNN (Lensjø et al., 2017). Thus, quite a 
diverse range of different cell types can be enveloped by PNNs.  

The expression of PNNs is reported to be highly variable in hippocampus, with several distinct 
cell types surrounded by PNNs. For example, in hippocampus and dentate gyrus, PNNs were 
shown mostly to cover glutamatergic pyramidal neurons (Celio, 1993; Brückner et al., 2003). 
Specifically, in stratum oriens (OR) and pyramidale of the CA1 and CA3 areas, WFA-labelled 
PNNs covered neurons with non-pyramidal phenotypes (Brückner et al., 2003), which was in 
accordance with the later findings from Yamada and Jinno (2013) that more Pv positive neurons 
with PNNs were observed in strata oriens in Cornu Ammonis1 (CA1) and CA3. In CA2, PNNs 
were shown to ensheath neurons with pyramidal morphology (Brückner et al., 2003). Similar 
findings were reported in later research, which suggested that PNNs in CA2 area were not 
dominantly localised around Pv-expressing GABAergic neurons, but colocalised with CamkII-
expressing pyramidal neurons (Lensjø et al., 2017).  However, no PNNs were detected in 
hippocampal strata radiatum or lacunosum moleculare regions (Brückner et al., 2003). 
Compared to the expression of PNNs in cortical regions, the general density and intensity of 
PNNs in hippocampus were sparse and weak (Yamada and Jinno, 2013), although the structure 
of PNNs could still be defined clearly across different hippocampal regions, especially in CA1 
(Lensjø et al., 2017).   

In some other brain regions, PNNs were also found to be primarily expressed around excitatory 
neurons rather than inhibitory neurons, including ventromedial hypothalamus and some 
amygdala regions, such as, lateral amygdala, the basolateral amygdala, and the basal medial 
amygdala (Morikawa et al., 2017). In hypothalamus, the general intensity of PNNs was quite 
weak and with lower density compared to other brain regions (Morikawa et al., 2017; Zhang et 
al., 2021). Furthermore, in cerebellum, PNNs were reported to surround mostly excitatory 
neurons, 96% of excitatory neurons expressing Kv3.1b which is a marker for excitatory neurons 
(Weiser et al., 1994; Kelly et al. 2019) were detected to be enwrapped by WFA-labelled PNNs in 
cerebellum (Carulli et al., 2005).    

Notably, PNNs are suggested to cover not only neurons, but also glial cells, including astrocytes, 
oligodendrocytes and microglial cells. Several studies illustrated that in addition to neurons, PNN 
structure and components are produced around glial cells (Wiese et al., 2012; Crapser et al., 
2021; Ribot et al., 2021), which raised the suggestion that PNN components could originate from 
both neurons and glial cells. For example, although CSPGs are suggested as neuronal 
proteoglycans, only Ncan was reported to be synthesized by neurons (Margolis and Margolis, 
1994), whereas Acan, Bcan, Vcan, Ptprz1 originated from astrocytes (Yamada et al., 1994; 
Carulli et al., 2006). Furthermore, astrocytes were also suggested to synthesize hyaluronan 
components, including Has and Haplns. In cultured astrocytes, hyaluronan matrix was formed, 
while in cultured neurons, the hyaluronan matrix was not observed (Maleski and Hockfield, 
1998). In addition, Hapln, especially Hapln1 expression was shown to be dependent on glial cells 
(Giamanco and Matthews, 2012). However, the studies observed hyaluronan immunoreactivity 
around Pv-expressing interneurons, and the CSPG components were shown to be present in 
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neurons but not glial cells, indicating the possibility that hyaluronan and CSPGs components 
could also be synthesised by neurons (Miyata et al., 2005; Giamanco and Matthews, 2012).   

In the adult CNS, some PNN components, including Bcan, Vcan (particularly V2 isoform), Ptprz1, 
TnR and Hapln2, are predominant components in white matter ECM, and are accumulated at 
nodes of Ranvier (Schmalfeldt et al., 1998; Oohashi et al., 2002; Melendez-Vasquez et al., 
2005). In white matter, oligodendrocytes are the predominant cell type and contribute to the 
function of white matter by developing myelin sheaths (Ohtomo et al., 2018). Therefore, Bcan, 
Vcan (particularly V2 isoform), Ptprz1, TnR and Hapln2 could also be originating from 
oligodendrocytes, which is consistent in several findings (Schemalfeldt et al. 2000; Asher et al. 
2000; Pesheva and Probsmeier, 2000).   

To conclude, PNN structure is developed originally from hyaluronan synthesised by Has on the 
cell membrane. Hyaluronan which synthesised by Has binds to CSPGs by connecting to Haplns, 
and the terminus of different CSPG components binds to TnR and CS-GAG chains (Kwok et al., 
2010). This complex structure forms the whole PNN in the extracellular region of cells. PNNs 
mostly cover fast-spiking GABAergic interneurons, including Pv-expressing and SST-expressing 
interneurons. Apart from GABAergic interneurons, PNNs also cover almost half of glutamatergic 
pyramidal cells, and other subtypes of cellular or neuronal populations, such as motor neurons 
and Purkinje cells. In cortical and hippocampal regions, PNNs mainly surround GABAergic 
interneurons (mainly Pv-expressing) and glutamatergic pyramidal neurons.    

 

1.2.2. Distribution of PNN in different brain regions 
 

1.2.2.1. General distribution of PNN in CNS 

PNNs surround approximately 15% of neurons throughout the brain (Guimarães et al., 1990; 
McRae et al., 2007). In terms of the cellular structure, WFA-labelled PNNs surround somata and 
proximal dendrites, while no PNNs are detected around axon terminals and axons (Miyata et al., 
2005; Hendry et al 1988, Brückner et al., 2000).    

PNNs are distributed in various brain areas with different expression patterns or morphologies. 
For example, in cortical areas, PNNs present mostly in neocortex, especially motor and primary 
sensory cortex (Brückner et al 1993, Hausen et al 1996). In the sensory cortex, approximately 
40% of Pv-expressing neurons were ensheathed by PNN mainly in layer 2/3 and layer 4/5 
(Nowicka et al., 2009). Similarly, in PFC, PNN were also shown to express mostly in layer 2/3 
and layer 4/5 with Pv-expressing neurons (Sultana et al., 2021), but with a more discrete and 
granular expression rather than a net-like structure (Ueno et al., 2017; Sultana et al., 2021). The 
intensity of Pv-expressing neurons was also lower in PFC compared to other cortical areas. It 
has been illustrated that the granular and discrete structure of PNNs might be attributed to the 
lack of tenascins or Hapln components in PFC with no TnR and Hapln1 detected in mouse PFC 
(Ueno et al., 2017). Furthermore, PNNs also enwrapped pyramidal neurons in rat cortex (Alpár et 
al., 2006). For example, it has been demonstrated that more pyramidal neurons were enwrapped 
by PNNs in primary sensory cortex compared to other cortical regions, although the structure of 
PNNs around pyramidal cells was sparse and less condensed (Brückner et al., 1999).   

In the entorhinal cortex (ECx), in humans, PNNs were detected in the layer 2 and layer 3 of ECx, 
and were observed without the presence of surrounded Pv-expressing neurons, but with glial 
cells being surrounded instead (Pantazopoulos et al., 2010), which was consistent with another 
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finding that PNNs were detected mainly in layer 2 and layer 3 of ECx in human brains (Lendvai et 
al., 2013). In the rodent brain, a high density of Pv-expressing neurons with PNNs was found in 
layer 2 and layer 3 of medial ECx (Lensjø et al., 2017), and in another study, colocalisation of Pv-
positive neurons and PNNs was also detected in layer I of ECx (Uneo er al., 2017). Apart from 
the observation of PNNs covering Pv-expressing neurons in ECx, converging evidence further 
suggested that PNNs also enwrapped a part of reelin-expressed stellate cells and calbindin-
expressed pyramidal cells in layer 2 of ECx (Sun et al., 2015).   

Inhibitory GABAergic neurons are the main neuronal population in the thalamic reticular nucleus 
(TRN). In human brain, a high density of Pv- and calbindin-expressing neurons is found in TRN, 
and part of them (around 50% of Pv-expressing interneurons) are ensheathed by WFA-labelled 
PNNs (Steullet et al., 2018), just as PNNs in cortex mainly cover GABAergic Pv-expressing 
interneurons. Similarly, in mouse brain, higher expression of PNNs is found in thalamic reticular 
nucleus (TRN) compared to other subcortical regions (Ciccarelli et al., 2021). 

1.2.2.2. Distribution of CSPG in CNS 
Different PNN components are expressed with different density or intensity in different brain 
areas. CSPGs, including Acan, Bcan, Ncan, Vcan and Ptprz1 were found to colocalise with 
WFA-labelled PNNs in mouse PFC and motor cortex, but the intensities of staining for Ncan in 
PFC and Vcan in motor cortex were weaker than other CSPGs (Ueno et al., 2017). However, 
Acan could not be detected by immunohistochemistry in WFA-labelled PNNs in PFC (Ueno et al., 
2017).  This is interesting considering the evidence noted earlier (Table 1,1) that Acan appears to 
be essential for PNN formation.  

Specifically, Acan showed the highest immunohistochemical signal in hippocampus areas and 
the lowest signal in hypothalamus and amygdala (Dauth et al., 2016). In general, Acan 
expression in PNNs had the highest density in isocortex compared to other brain regions, and 
had the lowest density in thalamic areas (Dauth et al., 2016). Several studies used Cat301, 
Cat315 and Cat316 (Acan) antibodies to mark PNNs in primate CNS, demonstrating PNN 
expression of Acan in visual cortex, motor cortex, hippocampal regions (dentate gyrus, CA1, CA2 
and CA3) (Hockfield et al., 1983; Hockfield et al., 1990; Matthews et al., 2002). In human brain, 
within the hippocampus region, Acan expression was higher in CA1 areas and colocalised mainly 
with GABAergic interneurons, whereas pyramidal neurons were found to be devoid of Acan 
(Lendvai et al., 2012). This suggests that PNNs with distinct functional roles may have distinct 
compositions.  

Similarly, in rats, Bcan is expressed with the highest intensity in hippocampus and with lowest 
intensity in hypothalamus (Dauth et al., 2016).  Bcan expression was found in all parts of brain, 
colocalising with pyramidal neurons in hippocampus, and with granule and Purkinje cells in 
cerebellum (Seidenbecher et al. 1995). Compared to Acan, the overall Bcan expression in PNNs 
was quite low (Dauth et al., 2016). Ncan was expressed widely throughout cortical areas, such 
as, cerebral cortex, somatosensory cortex and barrel field cortex (Watanabe et al., 1995). The 
expression of Ncan in the outer layers (layer I and II) showed higher intensity than the inner 
layers (layer IV and V). Ncan mRNA expression was also measured and was restricted to CNS; 
in rat brain, Ncan mRNA expression was most abundant in cortex, and in granule cells and 
Purkinje cells in cerebellum (Engel et al., 1996). Vcan was also expressed across all brain 
regions, especially around cortical and hippocampal pyramidal neurons, and cerebellar Purkinje 
cells (Horri-Hayashi, et al., 2008). However, Vcan was not detected around Pv-expressing 
GABAergic neurons (Horri-Hayashi, et al., 2008), while other CSPG components in PNNs were 
all observed to surround both glutamatergic and GABAergic neurons (Matthews et al., 2002; 
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Okamoto et al., 2001).  Ptprz1 was widely distributed across brain regions. Ptprz1 was 
expressed in layer 2/3 cerebral cortex with high intensity in mice, and in hippocampus, Ptprz1 
was localised in CA1 and CA3. In both cerebral cortex and hippocampus Ptprz1 covered mainly 
pyramidal neurons (Hayashi et al., 2005) with levels higher in hypothalamus (Engel et al., 1996). 
In the cerebellum, Ptprz1 mRNA was also detected in the cell bodies of the Bergmann glia 
(Engel et al., 1996).   

1.2.2.3. Distribution of TnR in CNS 
In the CNS, TnR colocalised with PNNs in isocortex and hippocampus in mice, with lower 
abundance in thalamus (Dauth et al., 2016). TnR could also be observed in cultured mouse 
cortical neurons (Dickens et al., 2022).  

1.2.2.4. Distribution of hyaluronan and link proteins in CNS 
HA is a non-sulfated glycosaminoglycan chain which is found during the earliest period of 
neuronal development in CNS, peaking in the embryonic stages and declining after adulthood 
(Margolis, et al., 1975). Has1, Has2 and Has3 are expressed in various brain regions with 
different expression levels. In general, HAS1 is expressed at lower concentrations than HAS2 
and HAS3, while HAS2 is highly expressed in all cell types in humans (Nishida et al., 1999). In 
mouse cortical neurons, Has expression is observed in cortical and hippocampal neurons 
coinciding with PNN expression (Fowke et al., 2017); in addition, the mRNA expression of Has2 
and Has3 is abundant throughout cortical areas, whereas Has1 mRNA expression is very low, 
with no detectable Has1 immunoreactivity in mice cultured cortical neurons (Fowke et al., 2017). 
The mRNA expression of Has2 and Has3 has been shown in rat cerebellum and visual cortex, 
and in cultured cortical neurons, while Has1 mRNA was not found in these areas (Carulli et al., 
2006; Carulli et al., 2007).    

In human and rodents, expression of Hapln2 and Hapln4 is reportedly restricted to the CNS, 
while Hapln3 is expressed widely throughout all tissues (Spicer et al., 2003). Hapln1 is the most 
investigated Hapln isoform, and is suggested to be the main Hapln molecule in PNNs. In human 
brain, HAPLN1 is expressed in neocortex and hippocampus (Long et al., 2018; Lendvai et al., 
2013). Specifically, in human hippocampal regions, HAPLN1 is less densely expressed in CA1, 
CA2 and CA3, with expression restricted to strata oriens and radiatum (Lendvai et al., 2013). 
Hapln2 and Hapln4 may also be necessary components in PNN formation. Hapln2 is present in 
various brain regions, including olfactory bulb, hippocampus, brain stem and cerebellum with 
relative high intensity, while in cerebral cortex, Hapln2 is expressed with weaker intensity (Bekku 
et al., 2012; Wang et al., 2016). However, in human cerebral cortex, HAPLN4 is suggested to be 
the most strongly expressed member of the HAPLN family (Sim et al., 2009). In mice brain 
tissues, Hapln4 is expressed widely in various regions, including cerebellar cortex, inferior 
colliculus and deep cerebellar nuclei (Bekku et al., 2012).   

Therefore, it could be seen that all the PNN components are expressed differentially across 
various brain regions. This may suggest some heterogeneity in PNN composition in different 
brain regions.   

Apart from this spatial variability in expression levels, PNN component expression also shows 
dynamic temporal changes accompanied by the development of the neurons enwrapped by the 
PNNs.    
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1.2.2.5. Temporal expression of PNN components 
PNNs are mainly expressed around Pv-expressing GABAergic interneurons (Caballero et al., 
2014). In the mouse cortex, Pv expression starts to develop at postnatal day (P) 10 in sensory 
cortex, P13 in visual cortex and P14 in PFC (Gonchar et al., 2008; Nowicka et al., 2009; Ueno et 
al., 2017). At around the same time, PNNs start to occur around these neurons. The specific time 
of PNN development varies between brain regions, accompanied with the development of 
neurons they surrounded, usually between P10 to P56 in rodents, and 1 month and 20 years in 
humans. For example, PNNs start to develop at P10 in sensory cortex and P14 in PFC, but 
appeared with lattice-like or diffuse reticular-like structures (Nowicka et al., 2009; Ueno et al., 
2017). At P56, PNN exhibited a condensed reticular-like structure in cortical regions (Ueno er al., 
2017). PNNs develop at a similar stage in cultured neurons as in vivo, usually being visible after 
10 days in vitro (DIV) (Miyata et al., 2005). In humans, PNNs develop at 8 weeks and became 
mature around 8 years (Rogers et al., 2018). The maturation of PNNs usually accompanied by 
the closure of critical period.       

During the developmental period, the expression of PNNs increases and peaks at various time 
points. The peak time points vary among different PNN components (Galtrey et al., 2008; Carulli 
et al., 2007). For example, in rats after birth, Acan expression peaked at P10 to P21 (Galtrey et 
al., 2008). Bcan expression increased steadily after birth, and remained unchanged after 5 
months (Milev, et al., 1998). Ncan expression changed quite differently; Ncan expression in 
mouse brain started at embryonic day 10 (E10), and peaked around the day of birth and 
decreased postnatally (Milev, et al., 1998). Vcan is expressed as 2 main isoforms, V1 and V2, 
which showed different dynamical changes. V1 expression increased from E10 and peaked at 
birth whereas V2 increased after birth and peaked at around 3 months (Milev, et al., 1998). 
Ptprz1 also showed steadily increasing expression after birth peaking at approximately 3 weeks 
(Milev, et al., 1998). Thus, in the developing brain, the levels of Vcan and Bcan increase during 
the neuronal development period and remain stable in the adulthood, while the levels of Ncan 
peaked at the early developmental stage, decreased afterwards, becoming hardly detectable in 
the mature brain. This suggests that Ncan might be important in early brain development (Matsui, 
1994).    

In addition, TnR expression was also suggested to increase in rat brain after birth, accumulating 
during the first 2 weeks in interneurons surrounded by PNNs, but the expression of TnR started 
to decrease in adulthood (Fuss et al., 1993).    

With regard to Has components, limited studies investigated the developmental changes in brain, 
however, in cultured cortical neurons, Has1, Has2 and Has3 mRNA expression gradually 
increased from 0 DIV and peaked at 21 DIV, 3 DIV and 7 DIV, respectively (Fowke et al., 2017). 
The expressions of Has2 and Has3 decreased after the peak time points (Fowke et al., 2017). 
Haplns also showed dynamic changes during brain development, Hapln1 expression increased 
from the embryonic period and peaked at juvenile ages; while Hapln2 and Hapln4 increased 
gradually after birth and remained steady after adulthood, which was more consistent with Acan, 
Bcan and Vcan (V2) development (Oohashi et al., 2015). The overview of temporal distribution of 
PNN component expression is shown in Table 1.2.  
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PNN components/PNN-
covered neurons  

Developing time in 
CNS  

Peak time in CNS  Citation  

Pv-expressing 
interneurons  

P10-P14  P28  Gonchar et al. (2008); 
Nowicka et al. (2009); 
Ueno et al. (2017). 

Acan  P10  P21  Galtrey et al. (2008) 
Bcan  After birth  Increased steadily and 

then unchanged after 5 
months  

Milev, et al. (1998) 

Ncan  E10  Around birth  Milev, et al. (1998); 
Matsui (1994) 

Vcan (V1)  E10  Around birth  Milev, et al. (1998) 
Vcan (V2)  After birth  3 months  Milev, et al. (1998) 
TnR  After birth  14 DIV Fuss et al. (1993) 
Has1  After birth  21 DIV Fowke et al. (2017) 
Has2  After birth  3 DIV Fowke et al. (2017) 
Has3  After birth  P7  Fowke et al. (2017) 
Hapln1  Embryonic stages  Juvenile age  Oohashi et al. (2015) 
Hapln2  After birth  Adulthood   Oohashi et al. (2015) 
Hapln4  After birth  Adulthood   Oohashi et al. (2015) 
Table 1.2: temporal expression of PNN components and PNN-covered Pv-expressing 
interneurons. The temporal development of different PNN components and Pv cells were 
investigated in rodents or using cortical neuronal cultures from mouse brains.  

To conclude, PNNs were shown to enwrap around not only neurons but also glia, which indicated 
the origination of PNN components, synthesising by neurons, astrocytes and oligodendrocytes; 
and expression of PNNs varied across brain regions in terms of density and intensity, including 
cortex, hippocampus, cerebellum, amygdala and spinal cord. Apart from the spatial expression 
differences throughout these brain regions, PNNs and their components also showed temporal 
differences as the brain developed, generally increasing at P10 and becoming mature around P21 
in mammalians brain. Some PNN components, such as Ncan and Vcan, start to develop at 
embryonic periods (E10) and other components developed after birth, the peak timing was different 
depending on the specific components, ranging from P10 to adulthood.    

 

1.2.3. Expression of PNN in different species and males and females 
 

1.2.3.1. Different expression of PNN and components among species 
PNNs have a wide distribution across all brain regions of mammals, from cortex to spinal cord, 
covering both excitatory and inhibitory neurons. Growing evidence illustrated that PNNs are 
present across species, including mice, rats, guineapigs, cats, sheep, monkeys (marmosets) and 
humans; apart from the mammals, PNNs are also present in birds and zebrafish. PNN 
distribution differences among species are related to whether PNNs developed around excitatory 
or inhibitory neurons in relative brain regions.   

Most studies investigated PNNs in rodents, such as mice and rats. In general, in rodents, PNNs 
mainly cover Pv-expressing GABAergic interneurons in cortical regions, and mainly cover 
glutamatergic pyramidal neurons in hippocampus and excitatory glutamatergic neurons in 
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cerebellum (Celio, 1993; Brückner et al., 2003; Lensjø et al., 2017). However, the expression of 
PNNs was found to be different in hippocampal regions and amygdala between mice and rats. In 
mouse dorsal hippocampus, especially in CA1, PNNs are expressed sparsely but with clear 
formation and high intensity, colocalising with more Pv-expressing interneurons; on the contrary, 
in rat hippocampus, PNN in CA1 are expressed with lower intensity and colocalised with fewer 
Pv-expressing interneurons compared to mice (Lensjø et al., 2017). In amygdala, in mice, PNNs 
only enwrapped excitatory interneurons; while in rats, PNNs covered both GABAergic and 
glutamatergic interneurons (Baker et al., 2017; Morikawa et al., 2017).    

In primates (humans and monkeys) PNNs mainly covered Pv-expressing interneurons and 
frequently express in cortical areas. For example, in human cortical areas, the cells surrounded 
by PNNs were interneurons, with a smaller proportion of pyramidal neurons (Mauney et al., 
2013), and the PNNs were shown to be present mostly in layer 3 but not present in layer 1 
(Mauney et al., 2013). Rogers et al. (2018) further supported that in PFC, PNNs were frequently 
observed in layer 3 in mPFC and were less densely presented in hippocampus compared to 
cortical regions. The 2 studies also consistently reported that in mPFC, PNNs mostly covered Pv-
expressing neurons. A similar distribution was found in monkeys: in macaque, PNNs were also 
found to mostly enwrap Pv-expressing neurons in cortical regions. Consistent evidence 
demonstrated similar expression of Acan-labelled PNNs in visual cortex in both human and 
macaques, with expression primarily in layer 3 (DeYoe et al., 1990; Hockfield et al., 1990).  In 
addition to cortical areas, the expression of PNNs showed similar patterns in other brain areas, 
such as basal forebrain, with similar number, intensity and size of PNNs (Adams et al., 2001).    

Thus, it could be seen that human and monkey have similar PNN distribution across brain 
regions. PNN expression also showed similarities between rodents and primates. For example, 
humans and mice showed a similar PNN staining pattern in cortical and hippocampus areas, with 
a higher proportion of PNNs labelled in mPFC and ECx compared to hippocampus (Belliveau, et 
al., 2024). Moreover, in the subcortical regions, PNNs were shown to be expressed in discrete 
nuclei in both mice and marmosets, especially in amygdala and hypothalamic nuclei (Ciccarelli, 
et al., 2021). However, differences of PNN distribution were detected from rodents to primates. 
High expression of PNNs was found in TRN in mouse brain, but no PNNs were found in TRNs in 
marmosets (Ciccarelli et al., 2021). In motor and somatosensory cortex, a number of pyramidal 
neurons were covered by PNNs in layer 3 and layer 5, similar expression was found in 
cynomolgus and Japanese monkeys (Hausen et al., 1996; Hendry et al., 1988; Watanabe et al., 
1989), while the pyramidal neurons covered by PNNs in somatosensory and motor cortex were 
less detected in rodent brain (Brückner et al 1994, Hausen et al 1996; Nowicka et al., 2009; 
Sultana et al., 2021). Moreover, in human hippocampus and amygdala, PNNs were observed to 
surround a subpopulation of GABAergic interneurons, including calretinin-expressing 
interneurons (Lendvai et al., 2013). Although calretinin-expressing interneurons were also found 
to exist in amygdala in other species, such as moneys, mice and rats, the neurons were devoid 
with PNNs (McDonald, 1994; Härtig et al., 1995).  

PNNs are also present in other animals in addition to mammals, such as birds and fish. In zebra 
finch, PNNs were found in pallial (cortex), and song nuclei, including, the robust nucleus of the 
archistriatum, lateral magnocellular nucleus and the hyperstriatum ventrale (HVC) song nuclei, 
covering Pv-expressing interneurons (Balmer et al., 2009). PNNs were also demonstrated in 
zebrafish, with critical PNN components in pretectal brain nuclei, diencephalon (Becker and 
Becker, 2002; Kang et al., 2008).   

Therefore, PNNs are distributed widely among different species, especially in mammalian brains, 
mainly covering Pv-expressing GABAergic interneurons in cortical areas and pyramidal neurons 
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in hippocampus and amygdala. However, in human amygdala, PNNs exclusively covered 
calbindin- expressing GABAergic interneurons, whereas the neurons were not found to be 
covered by PNNs in other mammals. In human motor and somatosensory cortex, more 
pyramidal neurons were enwrapped by PNNs compared to rodents. Additionally, PNN 
differences in rodents mainly presented in hippocampus, with less intensity of PNNs and fewer 
Pv-expressing neurons covered in CA1 region in rats than mice. Apart from mammals, PNNs 
were also present in zebrafish and zebra finch, mainly covered Pv-expressing neurons in related 
cortical regions. As the brain structure in birds and fish are different from mammals, it is difficult 
to compare PNN in specific brain regions.   

1.2.3.2. Different expression of PNN components among species 

In addition to the general expression similarities or differences of PNN among various species, 
specific molecular components of PNN were also suggested to be present differently in different 
species. However, limited studies were conducted to investigate specific PNN molecular 
components among different species. Has isoforms, including Has1, Has2 and Has3, were highly 
enriched in humans, mouse, rats and zebrafish (Tien and Spicer, 2005). TnR expression was 
observed in the CNS of human, rodents, monkeys and zebrafish (Morawski et al., 2014; Becker 
et al., 2003; Dufresne et al., 2012). The expression of CSPGs was widely detected in various 
species, including human, mice, rats, monkeys, guinea pigs, zebra finches and zebra fish (Horri-
Hayashi et al., 2015; Mukherjee et al., 2020; Becker & Becker, 2002; Kang et al., 2008; Ojima et 
al., 1998; DeYoe et al., 1990; Hockfield et al., 1990; Meyer et al., 2014).    

1.2.3.3. Sex differences of PNN 
There are some indications of sex differences in PNN expression. In hippocampal regions, more 
numerous and better-developed PNNs were detected in hippocampus CA1 region in adult male 
rats compared to female rats, while in the neocortex, no PNN distribution differences were found 
between male and female rats; additionally, the proportion of Pv-enveloping PNNs was similar 
between male and female rats in hippocampus (Griffiths et al., 2019). On the contrary, in mice, 
no PNN density sex differences were reported in hippocampus CA1 and CA2 regions (Rahmani 
et al., 2023), which was in line with the findings that no differences of the proportion of PNNs and 
Pv-expressing neurons were exhibited in hippocampus and retrosplenial cortex (RSC) between 
male and female mice (Mayne et al., 2024); however, PNNs presented with higher intensity in 
retrosplenial agranular (RSA) and retrosplenial granular (RSG) regions in female mice than male 
mice (Mayne et al., 2024). In medial amygdala, PNNs were found to be expressed with higher 
density and intensity around neurons in male mice than female mice (Ciccarelli et al., 2021). 
Additionally, in zebra finches, highly enriched, more densely CS-labelled PNNs were reported in 
anterior cortical basal ganglia and RA song nuclei in male zebra finches compared to females; 
conversely, female zebra finches expressed more Pv cells than males in HVC nuclei. (Meyer et 
al., 2014).   

Thus, it could be concluded that PNNs can be expressed differently in males and females in 
particular brain regions, with mainly differences expressed in PNN intensity in cortical areas such 
as RSC; the sex differences of PNNs also showed a species variation that PNNs reportedly 
showed similar density or proportion in hippocampus regions in mice but not rats. Moreover, the 
sex differences of PNN were mainly expressed in terms of staining intensity, with males generally 
showing higher intensity than females, but with similar densities between males and females.   

 



 32 

1.2.4. PNN functions in CNS 
The complex formation of PNNs by various molecular components, and the wide but 
heterogenous distribution of PNNs throughout brain regions during postnatal period, leads to the 
suggestion that PNNs and their underlying molecular components might have varying functional 
roles in the CNS.  

1.2.4.1. General functions of PNN 

In the neuronal development period, PNNs are suggested to be involved in synaptic or neural 
plasticity at the end of the critical periods. Synaptic plasticity refers to the ability of synaptic 
connections between neurons to modulate their efficiency (Bassi et al., 2019) and neural 
plasticity refers to the ability of neurons to modify their functional or structural capacities 
(Berlucchi and Buchtel, 2009). The critical period is a postnatal time when the functional 
development or maturation of CNS properties is especially susceptible to alterations in the 
external environment (Rice and Barone, 2000). After the critical period, the plasticity becomes 
reduced or even absent (Pizzorusso et al., 2002). PNNs become completely formed at 
approximately the same time when the critical periods end accompanied with the maturation of 
neuronal functions and synaptic connections (~P24-P28 in mice) (McRae et al., 2007; McRae 
and Porter, 2012), indicating PNN maturation could be a marker of the closure of critical period. 
However, PNNs were suggested not only to act as a marker for the closure of critical period, but 
also to potentially control the closure of the critical period. This suggestion came from and was 
supported by the removal of the PNNs using Chondroitinase ABC (ChABC) which digests CS-
GAG chains of PNNS. For example, degradation of PNNs using ChABC in the visual cortex 
resulted in the reactivity of ocular dominance plasticity (Pizzorusso et al., 2002), which in turn 
indicated the delay of critical period closure after PNN degradation. Apart from the influence of 
PNN removal on the plasticity in visual cortex, increased synaptic or neural plasticity has also 
been found across various brain regions, such as, auditory cortex (Happel et al., 2014), 
hippocampus (Hylin et al., 2013), and amygdala (Gogolla et al., 2009). Similarly, in cultured cells, 
PNN degradation by ChABC led to increased peri-synaptic and post-synaptic connections in 
hippocampal neurons, illustrating increased synaptic plasticity after removal of PNNs (Pyka et al., 
2011). In addition to controlling neural plasticity, the PNN formation and development are 
dependent on neural activity, which has been supported by several studies. Monocular 
deprivation, by inducing cortical response plasticity in visual cortex, also resulted in 
reduced density and intensity of PNNs, in cats and rats (Guimaraes et al., 1990; Pizzorusso et 
al., 2002). Similarly, in cultured cells, blockage of action potentials (AP) by blocking sodium 
channels resulted in reduced number of WFA-labelled PNNs and impaired PNN structure 
(Dityatev et al., 2007).    

PNNs surround mainly GABAergic inhibitory neurons, specifically Pv-expressing neurons which 
contribute to synchronised oscillations, especially gamma oscillations (Cabungcal et al., 2013; 
Morishita et al., 2015). PNNs were thought to inhibit synaptic plasticity during development or 
maturation stages by inhibiting lateral diffusion of receptors, such as α-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid (AMPA) receptors, to different synaptic regions (Frischknecht et 
al., 2009); or by inhibiting the signal pathways that occur in presynaptic or postsynaptic 
membranes, to prevent the formation of synaptic contacts. Pv-expressing interneurons are also 
suggested to be a critical regulator in plasticity (Hensch, 2005; Donato et al., 2013), so the 
function of PNNs in plasticity could also be associated with the functions of Pv-expressing 
neurons. This suggestion was proved and supported by several studies where removal of PNNs 
during the critical periods led to increased activities of putative Pv-expressing neurons (Balmer, 
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2016; Lensjø et al., 2017), and increased inhibitory GABAergic currents in rat critical period in 
cortical regions (Liu et al., 2013). These studies indicated that loss or disruption of PNNs was 
linked to the altered activities of Pv-expressing neurons, which could result in abnormal neuronal 
activities or plasticity.  

In addition to being involved in the critical period and regulating synaptic or neural plasticity. 
PNNs perform other functions. At early stages of PNN development, PNNs were suggested to 
attract several neurotrophic substances, such as growth factors. Basic fibroblast growth factors in 
PNNs were shown to be responsible for neuronal survival and neurite extension, which indicated 
that PNNs might be involved in regulating neuronal maturation and stimulating axonal growth 
(Celio and Blumcke, 1994). At developed stages, the mature PNN enwraps cell bodies, proximal 
dendrites, and initial axons tightly, and it has been demonstrated that proteoglycans and TnR 
could inhibit adhesion between neurons, suggesting that PNNs create a barrier for neurons 
against the formation of new synaptic contacts (Pesheva et al., 1993). Therefore, it could be 
seen that PNN play a critical role in regulating and protecting synaptic functions.      

Furthermore, PNNs also provide protective functions for neurons from being damaged by 
external or harmful substrates. For example, PNNs were shown to protect neurons from oxidative 
stress. Under conditions of elevated oxidative stress, a lower number of Pv-expressing neurons 
was detected in brain regions showing PNN degradation as compared to regions without PNN 
degradation (Cabungcal et al., 2013); and neurons enveloped by PNNs were less frequently 
affected compared to neurons devoid of PNNs (Morawski et al., 2004); moreover, with iron-
induced oxidative stress, PNN-covered neurons showed a slower degeneration rate than PNN-
devoid neurons (Suttkus et al., 2012). These lines of evidence demonstrated the protective effect 
of PNNs on neurons from being disrupted by oxidative stress. In addition, superoxide dismutase, 
which binds to CS-GAG chains in PNNs, may be a critical enzyme to protect neurons against 
oxidative stress (Karlsson et al., 1988; Antonyuk et al., 2009).   

As synaptic plasticity can be regulated by PNN, and memory is dependent on short-term and 
long-term synaptic plasticity, PNNs may play a role of in cognitive functions. Enhanced memory 
extinction was observed in mice with PNN loss in amygdala, resulting in the erasure of fear 
memory (Gogolla et al., 2009). A similar effect of PNN degradation has been observed in 
auditory and visual cortex, where inhibition of auditory fear learning or consolidation and visual 
fear memory recall was detected in mice and rats, respectively (Thompson et al., 2018; Banerjee 
et al., 2017).   

Therefore, PNNs are multi-functional structures, generally being a marker of critical period 
closure and the control of neural plasticity, also providing a neuroprotective role to prevent 
neurons from being damaged by external stimuli or substrates, and being involving in cognitive 
functions, especially enhancing fear learning and memory consolidation.   

1.2.4.2. Functions of CSPGs 
CSPGs fundamentally contribute to maintenance and stabilisation of PNN structure by interacting 
with other PNN molecules. For example, Eill et al. (2020) reported a new function of Ptprz1 that 
could interact with Acan and Ncan to stabilise PNN structure by binding with TnR.    

As PNNs play a critical role in regulating neural plasticity and the closure of the critical period, 
CSPGs generally exert similar functions. As a major component of PNNs, Acan was suggested 
to be a marker for the closure of critical period and a key regulator of neural plasticity, and 
increased expression of Acan was accompanied by reduced neural plasticity (McRae et al., 
2007). In the perisynaptic cellular spaces, Bcan is one of the predominant components, which 
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suggests a role for Bcan in synaptic transmission (Blosa et al., 2015). Bcan interacts with AMPA 
receptors and potassium channels, and removal of Bcan compromised synaptic plasticity and 
excitatory connections onto the Pv neurons that the PNNs surrounded (Favuzzi et al., 2017). By 
interacting with AMPA receptors and potassium channels, high concentrations of Bcan molecules 
were shown to surround excitatory synapses of Pv –expressing basket cells rather than 
chandelier cells (Favuzzi et al., 2017; Klueva et al., 2014), indicating Bcan could regulate the 
afferent synapse signalling of Pv-expressing interneurons. Bcan expression was shown to be 
suppressed in an Alzheimer’s disease (AD) mouse model, along with increased synaptic activity 
in the hippocampus (Scheff et al., 2006; Mufson et al., 2015). Vcan was also demonstrated to 
bind to the GluR1 subunit of the AMPA receptor, and the expression of Vcan and Bcan in rat 
hippocampus increased after spatial memory training, further indicating a role for Bcan and Vcan 
in neural plasticity related to memory recall (Saroja et al., 2014).     

Additionally, the molecular components of PNN, CSPGs, act as promoters or inhibitors of neurite 
or axonal growth, providing a role for PNN in regulating neurite growth. Converging evidence 
suggests that axonal outgrowth is promoted after CSPG removal. Degrading CSPGs by ChABC 
in rat after spinal cord lesions resulted in axonal recovery, with regeneration of injured axons 
(Bradbury and Carter, 2011). After CNS injury, upregulated CSPGs were also found. For 
example, more CSPGs were presenting in the injured areas, with colocalisation of glial fibrillary 
acidic protein (GFAP)-positive astrocytes in glial scars (Fawcett et al., 1989), further supported 
by Dyck and Karimi-Abdolrezaee (2015). Specific CSPG molecules were investigated as 
contributing to the inhibitory effect on axonal or neurite growth. Ptprz1 activated the RhoA 
pathway which in turn led to inhibition of axonal growth (Liu et al. 2015; Wu and Xu, 2016). In 
cultured rat retina ganglion cells, purified Ncan and Ptprz1 inhibited neurite growth, with 
decreased dendritic and axonal length detected, indicating that both Ncan and Ptprz1 had an 
inhibitory effect on neurite growth in cultured retina cells (Inatani et al., 2001).    

1.2.4.3. Functions of TnR 

TnR stabilises PNN structure mainly by binding Acan (Morawski et al., 2014). TnR-deficient mice 
showed damaged Acan labelling and altered PNN structure, with reduced WFA-labelled PNNs 
covering cell soma and proximal dendrites (Weber et al., 1999; Bruckner et al., 2000; Morawski 
et al., 2014). Pv interneurons were less covered by PNNs, and a reduction in synaptic 
GABAergic innervation of CA1 pyramidal neurons was observed in the TnR deficiency animal 
model (Morawski et al., 2014). Reduced levels of Ncan and Ptprz1 were also detected in TnR 
deficient mice (Haunso et al., 2000), which further supported the concept that TnR could stabilise 
PNN structure by interacting with Ptprz1 (Eill et al., 2020).   

TnR was suggested to exert functions in synaptic and neural plasticity depending on the targeted 
brain regions and cell types. For example, in mice, lack of TnR, TnC, Bcan and Ncan increased 
hippocampal synaptic density, enhanced excitatory synaptic transmission and upregulated neural 
network activity, suggesting deficiency of the 4 molecules enhanced synaptic plasticity (Geissler 
et al. 2013; Gottschling et al. 2019). TnR could regulate synaptic plasticity by altering related 
CSPG expression. Cultured hippocampal neurons from TnR KO mice showed reduced Acan 
clusters and decreased association between Acan and hyaluronan, which in turn disrupted the 
PNN organisation around cell dendrites (Morawski et al., 2014). Reduced expression of Ptprz1 
was also found in TnR deficient mice (Eill et al., 2020). With the absence of Acan clusters and 
Ptprz1, abnormal PNN formation was observed in TnR deficient mice, resulting in deficits of long-
term potential (LTP) and long-term depression (LTD) in hippocampus along with increased 
synaptic transmission (Freitag et al., 2003).   
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TnR, as one of the components of PNNs, is also involved in inhibiting axonal or neurite growth. In 
cultured retina neurons, cells with TnR expressed were unable to extend axons, and elevated 
expression of TnR was shown after optical nerve injury with inhibited axonal regeneration 
(Becker et al., 2000). A similar inhibitory effect of TnR was also detected in spinal cord with 
enhanced axonal outgrowth and regeneration caused by TnR antibody induction after spinal cord 
injury (You et al., 2012).    

TnR not only inhibited axonal growth after injury, but could also recruit neurons and promote 
neural differentiation. TnR over-expression in stem cells could induce GABAergic interneurons 
differentiation (Hargus et al., 2008) 

1.2.4.4. Functions of hyaluronan and link proteins 
HA is required for neuronal development, playing a critical role in neocortical folding in late 
neurodevelopmental stages (Long et al., 2018). HA also has a role in dendrite extension and 
axonal sprouting, for example in axonal extension in primary visual cortex (Lin et al., 2007), and 
a role in cell migration and proliferation in cerebellum (Baier et al., 2007).    

As HA and its synthetic enzymes Has1, Has2 and Has3 are the critical structure in PNN 
formation along with CSPGs and link proteins, HA function in PNN has been studied. Kwok et al. 
(2010) suggested HA functioned as a scaffold for PNNs, which in turn could organise other 
components to form a fully structured net. The Haplns then stabilise PNNs by binding to HA and 
CSPGs components (Spicer, 2003).    

As critical parts of the PNN structure, HA and the link proteins were suggested to promote similar 
functions as other PNN components, such as synaptic plasticity. In cultured hippocampal 
neurons, removal of HA resulted in epileptiform activities with super bursts and spikes, leading to 
lateral diffusion of AMPA receptors (Vedunova et al., 2013), with decreased synaptic AMPA 
receptor density and increased synaptic plasticity (Frischknecht et al., 2009). Moreover, after 
inhibition of HA synthesis, astrocytic glutamate transporters, which remove glutamate at 
excitatory synapses, were depleted from synaptic regions, indicating HA might be involved in 
regulating excitatory synaptic signal transmission by controlling glutamate presence through 
glutamate transporters (Hayashi et al. 2019).    

Unlike HA or Has components, limited functions of Haplns in the CNS have been reported, 
generally restricted to neuroprotective roles. Hapln1 was demonstrated to protect neurons from 
oxidative stress, and in Hapln1 deficient mice, more neural degeneration was found after iron-
stress induction, compared to WT mice, suggesting a neuroprotective role of Hapln1 (Suttkus et 
al., 2014). Furthermore, Hapln expression affected other PNN components. For example, 
mutation of Hapln4 was accompanied by decreased expression of Bcan (Bekku et al., 2012); and 
in Hapln1 KO mice, Acan labelling was disrupted (Suttkus et al., 2014).   

A summary of PNN and PNN component functions and synthesis sources are listed in Table 1.3.  
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PNN 
components/PNN-
covered neurons  

Expression/sources  Functions   Citations   

PNN  Neurons, glial cells 
(astrocytes and 
oligodendrocytes)  

Marker of closure of critical 
period, regulating synaptic 
plasticity, maintaining 
memory learning and 
consolidation, 
neuroprotection.  

Pizzorusso et al. (2002); 
Cabungcal et al. (2013); 
McRae et al. (2007); 
Pesheva et al. (1993); 
Suttkus et al., (2012); 
Gogolla et al., (2009).  

CSPGs  Neurons, glial cells 
(astrocytes and 
oligodendrocytes)  

Stabilising and maintaining 
PNN formation, regulating 
synaptic plasticity, 
maintaining memory 
learning and consolidation, 
neuroprotection.  

Fawcett et al, (1989); 
Liu et al. (2015); 
Bradbury and Carter 
(2011)  

Acan  Neurons, astrocytes  Stabilising and maintaining 
PNN formation, cell 
signalling, neural plasticity, 
neuroprotection  

McRae et al. (2007)  

Bcan  Neurons, astrocytes  Stabilising and maintaining 
PNN formation, synaptic 
plasticity, ion channels 
expression, regulating Pv-
expressing interneurons  

Favuzzi et al. (2017); 
Scheff et al. (2006); 
Mufson et al. (2015)  

Ncan  Astrocytes   Stabilising and maintaining 
PNN formation, cell 
adhesion, regulating 
synaptic plasticity, inhibiting 
axonal growth  

Oohira et al (1994) ; 
Mckeon et al (1999)  

Vcan  Neurons, astrocytes  Stabilising and maintaining 
PNN formation, regulating 
synaptic plasticity (related to 
memory recall)  

Saroja et al. (2014)  

Phcan / Ptptz1  Neurons, astrocytes  Stabilising and maintaining 
PNN formation, inhibiting 
axonal growth, 
neuroprotection  

Liu et al. (2015); Wu 
and Xu (2016)  

TnR  Neurons, astrocytes, 
oligodendrocytes  

Stabilising and maintaining 
PNN formation, inhibiting 
axonal growth, regulating 
synaptic plasticity, 
neuroprotection  

Morawski et al. (2014); 
Haunso et al. (2000); 
Freitag et al. (2003); 
Becker et al. (2000)  

Has  Neurons, astrocytes  Stabilising PNN formation, 
promoting axonal growth, 
cell migration and 
proliferation  

Lin et al. (2007); Baier 
et al. (2007); Hayashi et 
al. (2019); Vedunova et 
al. (2013)   

Haplns  Generally, from 
neurons (however, 
Hapln1 is mainly 
expressed by 
astrocytes, and 
Hapln2 by 
oligodendrocytes)  

Stabilising and maintaining 
PNN formation, 
neuroprotection, regulating 
synaptic plasticity  

Suttkus et al. (2014); 
Bekku et al. (2012)  

Table 1.3: Functions and expression origin of PNN and PNN components.  
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To conclude, in general, PNNs exert multiple roles in cellular and regional functions, including 
controlling the closure of the critical period, regulating synaptic or neural plasticity and 
transmission, being involved in cognitive processes such as fear memory learning and 
consolidation, and protecting neurons from being damaged. The underlying components 
of PNNs, CSPGs, TnR, Has isoforms and Haplns, also showed similar functions, particularly in 
synaptic plasticity, inhibiting axonal growth or regeneration and neuroprotection. Instead of 
promoting the functions on their own, PNN components could also maintain the whole PNN 
structure and regulate synaptic transmission by interacting with each other. For example, the 
aggregates of TnR and Acan interacting with HA were shown to stabilise PNNs and regulate 
synaptic contacts, and the interaction of TnR and Ptprz1 also acted as a critical substrate to 
maintain PNN formation. Investigating the alterations of PNNs in several mouse models of brain 
disorders, such as Alzheimer’s and epilepsy, suggested that PNN dysfunction could be 
associated with the onset of brain diseases. In the current study, we aimed to investigate the 
association of PNN expression with schizophrenia disorder as related to external stress 
stimulation. The overall introduction of how PNNs are related to schizophrenia and stress is 
presented in following sections. 

 

1.3. Background of schizophrenia 
 

1.3.1. Epidemiology and symptoms of schizophrenia 
Schizophrenia is a complex, common and severe psychiatric disorder, affecting approximately 
1% of the population worldwide and having a profound effect on both individuals and society 
(Owen, Sawa & Mortensen, 2016). The prevalence rate for schizophrenia over the lifetime is 
between 0.3% and 0.7% worldwide, with age of onset typically ranging from 15 to 35 ages (van 
Os and Kapur, 2009). The patients diagnosed with schizophrenia commonly exhibit symptoms 
throughout their lifetime, with more than 80% of patients presenting social dysfunctions and 
behavioural deficits (Thornicroft et al., 2004).    

The onset of schizophrenia and the first episode of schizophrenia usually occurs during late 
adolescence or early adulthood, but a prodromal phase is often reported to precede the onset of 
schizophrenia. For example, cognitive impairments or disabled social functioning were suggested 
to appear before the onset of schizophrenia (Addington and Heinssen, 2012). Moreover, the 
onset of schizophrenia shows sex differences. The incidence of schizophrenia is higher in men 
than women, with the ratio of 1.4:1 (Li et al., 2022). The onset of schizophrenia in men is also 3 
to 4 years earlier than women, which raised a perception that in the first half of life, before 40 
years of age, the incidence rate is higher in males, and in the second half of life, the incidence 
rate is higher in females (Li et al., 2016; Li et al., 2022).    

The core features of schizophrenia include positive and negative symptoms (Davey, 2014). 
Positive symptoms refer to psychotic symptoms which tend to reflect an excess or distortion of 
normal functions (Davey, 2014), including delusions, hallucinations, disorganised thinking or 
speech and abnormal motor behaviour (Davey, 2014). Delusions usually involve the 
misunderstanding of others' perceptions or experiences, which are exhibited in 75% of patients 
who are diagnosed with schizophrenia disorder (Masher, 2005). Hallucinations refers to an 
external sensory experience perceiving a thing which does not exist, among all the sensory 
experiences, auditory hallucinations are the most commonly experienced in patients diagnosed 
with schizophrenia, with 70% of patients suffering from auditory hallucinations (Cleghorn et al., 
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1992). Disorganised thinking is another positive symptom, usually inferred from disorganised 
speech, for example speech with loose associations, no relevant answers to questions, or 
disorganised words or sentences (Davey, 2014). Abnormal motor behaviours are manifested in 
various ways, such as unpredictable behaviours or difficulty to complete goal-directed activities 
(Davey, 2014).   

Negative symptoms refer to the characteristics of a loss or diminution of individuals’ normal 
functions, including diminished emotional expression, affective flattening, avolition, alogia, 
anhedonia and asociality (Davey, 2014). Diminished emotional expression shows similar 
symptoms as affective flattening, which refers to the inability to show facial expression related to 
emotions. Avolition represents the inability to complete and follow goal-oriented tasks. Alogia is 
presented by individuals’ simple and short speech, which lacks fluency. Anhedonia is 
characterised by lack of interest in usually pleasurable experiences and an inability to response 
to positive stimuli. Asociality shows as a lack of interest in social interactions and withdrawal from 
social activities. These are interconnected – for example anhedonia is likely to contribute to 
avolition and asociality.  

Patients with schizophrenia also exhibit cognitive deficits, including impairments in working 
memory performance, attention and executive functioning. Deficits of attention were suggested 
as the primary cognitive symptoms damaged in schizophrenia patients (Cornblatt et al., 1985), 
with inability to focus on events/stimuli. Dysfunction of working memory is also a core impairment 
in cognitive functions in schizophrenia patients. Working memory is mainly characterised as the 
ability to process, manipulate and retain information, and schizophrenia is associated with 
impaired performance in tasks such as the “N-back” task. Executive functions consist of a range 
of cognitive processes necessary to plan and complete goal-directed tasks. In schizophrenia 
patients, impaired ability to perform tasks such as the Wisconsin Card Sorting Test, which probes 
aspects of executive function and cognitive flexibility, was reported (Gold et al., 1997; McGurk, et 
al., 2004)  

The symptoms of schizophrenia also show some sex differences. Male patients were suggested 
to exhibit more severe negative symptoms, such as social withdrawal, diminished speech or lack 
of motivations, than female patients; while female patients exhibited more affective symptoms 
and emotional disturbances, such as depression or anxiety (Li et al., 2016; Li et al., 2022). These 
gender differences in symptoms associate with cognitive functions. For example, the negative 
symptoms were more linked to speech fluency and recall in male patients rather than female 
patients (Strauss et al., 2013). In addition to negative and positive symptoms, male and female 
patients presented cognitive differences. For example, male schizophrenia patients performed 
worse in several cognitive tests than females, such as Colour-Word Interference, and 
Interference/Switching tests and card sorting tests (Vaskinn et al., 2011). Moreover, in memory 
and language tests with schizophrenia patients, female patients performed better than male 
patients, indicating females tend to express less cognitive impairment (Han et al., 2012). Thus, 
schizophrenia symptoms were suggested to present in a gender-based format. A summary of the 
symptoms and the epidemiology of schizophrenia, and the gender difference, is presented in 
Table 1.4.  

In the fifth edition of Diagnostic and Statistical Manual of Mental Disorders (DSM), schizophrenia 
was included with psychosis disorders, which are divided into affective psychosis and non-
affective psychosis. Affective psychosis disorders contain bipolar disorder, and major depressive 
disorder with psychotic features; while the non-affective psychosis contains schizophreniform 
disorder, and psychotic disorder. Different types of psychosis are differentiated based on the 
diagnosis of duration of symptoms, the exhibition of somatic symptoms, co-occurrence of other 
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psychiatric disorders symptoms, such as depression or anxiety, and whether the pattern of 
symptoms is associated with substance abuse. According to DSM-5 (2013), the diagnosis of 
schizophrenia requires the exhibition of symptoms, presenting impairments in both social and 
behavioural functions, for more than 6 months.    

   Schizophrenia    Gender differences   Citation  
Core 
symptoms   

Positive: delusions, hallucinations, 
grossly disorganised speech and 
abnormal motor behaviour.   
Negative: diminished emotional 
expression, affective flattening, 
avolition, alogia, anhedonia and 
asociality   

Female patients 
express more positive 
symptoms, male 
patients express more 
negative symptoms.   

Thornicroft et al. (2004);  
Li et al. (2016); Li et al. 
(2022); Davey, (2014). 

Additional 
symptoms   

Cognitive impairments and 
depressive emotions   

Female patients tend to 
present more 
depressive emotions.   

Thornicroft et al. (2004);  
Li et al. (2016); Li et al. 
(2022); Davey, (2014); 
Cornblatt et al. (1985); 
Han et al. (2012). 

Heritability    Approximately 80%      Thornicroft et al. (2004).  

Prevalence 
rate   

Approximately 0.3% to 0.7% 
worldwide   

The ratio of 
schizophrenia patients 
in males and females 
were 1.4:1.   

Thornicroft et al. (2004);  
Li et al. (2016); Li et al. 
(2022); Davey, (2014). 

Age of 
onset   

Late adolescence and early 
adulthood, usually from the age of 
15 to 36 years.   

Men are 3 to 4 years 
earlier than women.   

Addington and 
Heinssen (2012);  
Li et al. (2016); Li et al. 
(2022). 

Table 1.4: Summary symptoms and prevalence of schizophrenia with gender differences.  

1.3.2. Aetiology of schizophrenia 
Risk of schizophrenia is influenced by the combination of genetic factors and external 
environmental factors, indicating that an individual with a significant burden of genetic risk of 
variants for schizophrenia might not develop schizophrenia-like symptoms unless the individual 
was also affected by environmental factors, particularly, environmental stressors.   

1.3.2.1. Genetic factors 

Based on genetic epidemiological studies, genetic factors contribute to the risk of schizophrenia, 
and individuals who have a family history of schizophrenia have a higher risk for schizophrenia. 
For example, individuals who have first-degree relatives who were diagnosed with schizophrenia 
were 10 times more likely to develop schizophrenia (Schneider and Deldin, 2001). In addition, 
consistent evidence showed that twins had a higher heritability rate for schizophrenia, of 
approximately 80% (Cardno and Gottesman, 2000; Sullivian et al., 2003). Monozygotic (MZ) 
twins who shared 100% genetic material had higher risk of developing schizophrenia than 
dizygotic (DZ) twins who shared 50% of genetic materials (Cardno and Gottesman, 2000; 
Sullivan et al., 2003). The concordance percentage of schizophrenia diagnoses in MZ twins was 
44%, while the percentage in DZ twins was 12% (Gottesman et al., 1987). 16.8% of offspring of 
MZ twins who were diagnosed with schizophrenia were possible to develop schizophrenia, 
whereas 17.4% offsprings of MZ twins with schizophrenia were not diagnosed with schizophrenia 
or relative psychosis symptoms (Gottesman et al., 1987). This evidence demonstrated that 
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schizophrenia is heritable, and individuals who shared more genetic material with schizophrenia 
patients had higher risk of developing schizophrenia, and this genetic risk was also passed on to 
the offspring.   

In general, no specific single gene variant could cause schizophrenia; however, the genome wide 
association studies (GWAS) also illustrated that multiple common genetic variants were 
associated with schizophrenia (Ripke et al., 2014). Currently, more than 280 loci are associated 
with schizophrenia risk (Trubetskoy et al., 2022), indicating that schizophrenia is a polygenic 
disorder. Several mutations have also been identified related to schizophrenia, in particular copy 
number variations (CNV), which represent deletion or duplication of usually a small number of 
genes. One of the most studied genes associated with schizophrenia was the deletion at 
chromosome 22q11.2 (Bassett and Chow, 2008). The deletion at 22q11.2 was found in 1% of 
patients diagnosed with schizophrenia, and people carrying the deletion are at around 30% risk 
of developing schizophrenia (Bassett and Chow, 2008). Other CNVs also markedly increased 
risk of schizophrenia. For example, the international schizophrenia consortium reported that large 
deletions of chromosome 1q21.1 were associated with schizophrenia, and the deletions at 
15q13.3 were also significantly associated with schizophrenia (Stefansson et al., 2008). In 
addition, duplications at 16p11.2 increased risk of schizophrenia, whereas the deletions at 
16p11.2 were linked to the increased risk of autism (McCarthy et al., 2010). Duplications at 
16p11.2 increased the risk with 8 to 24 fold, while the deletions at 15q13.3 and 1q21.1 increased 
the risk with 7 to 18 fold (McCarthy et al., 2010), suggesting the duplications at 16p11.2 
contribute to higher risk of development of schizophrenia compared to other CNVs.    

1.3.2.2. Environmental factors 

Genetic factors alone are not sufficient to explain the increased risk of schizophrenia. 
Environmental factors, including prenatal stress exposure or infection, birth complications, 
childhood trauma, substance addiction and social isolation, were also suggested to contribute to 
the increased risk of schizophrenia.   

Increased risk of schizophrenia is associated with exposure to maternal stress. For example, 
where mothers experienced severe stressful life events during pregnancy, such as loss of 
relatives or serious illnesses, there was increased risk of schizophrenia in the offspring (~2x) 
(Khashan et al., 2008). Individuals who were exposed prenatally to natural disasters, such as the 
Tangshan Earthquake in 1976, or the Netherlands flood in 1953, had a higher risk of exhibiting 
schizophrenia symptoms (~2x), indicating that severe maternal stress has a long-lasting effect on 
offspring risk of schizophrenia in later life (Guo et al., 2010; Selten et al., 1999). Prenatal 
inflammation or virus infection has a similar effect. Various studies suggested that increased 
maternal immune responses after exposure to viruses or infectious agents, such as, 
cytomegalovirus, rubella virus or Toxoplasma gondii (Toxo), was associated with a higher risk of 
schizophrenia and schizophrenia spectrum disorders in offspring: roughly 5 times more likely to 
develop schizophrenia compared with individuals who did not experience prenatal inflammations 
(Babulas et al., 2006; Buka et al., 2001). Moreover, elevated expression of inflammation 
markers, such as interleukin 8, was observed in mothers of schizophrenia patients (Canetta et 
al., 2014). The studies consistently reported that the increased risk of schizophrenia was more 
likely to link to the maternal stress exposure during the first trimester which is a critical time for 
embryonic neurodevelopment and fetal brain was more vulnerable and susceptible to external 
stress than later periods in pregnancy (Seckl, 2001).   

Apart from maternal stressors, experience of trauma and adversities in both childhood and 
adulthood are another potential risk factor for schizophrenia. A meta-analysis reported a strong 
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correlation between early childhood abuse (including bullying, neglect and parental death) and 
increased risk of schizophrenia or other psychosis disorders developed in adulthood (Varese et 
al., 2012). Several consistent findings also reported a robust association between early life 
adversities and higher risk of schizophrenia, for example, individuals who experienced childhood 
trauma were reported to express positive symptoms of schizophrenia in later life, especially 
auditory hallucinations and affective symptoms (Janssen et al., 2004; Bentall et al., 2014). In 
addition, adults who experienced adverse life events were 3 times more likely to develop 
psychosis (Beards et al., 2013). The time period when individuals experience life adversities or 
abuse was also suggested to link to the onset of schizophrenia or other psychosis disorders: a 
meta-analysis revealed that before the diagnosis of psychosis, elevated adverse life events 
occurred in patients with the time periods ranging from 3 months to 3.5 years (Beards et al., 
2013).    

1.3.2.3. Interaction of genetic and environmental factors  

Prenatal stressors, such as prenatal infection and inflammation, are a risk factor increasing the 
risk of schizophrenia. Infectious agents, including cytomegalovirus, rubella virus and Toxo, are 
associated with higher risk of schizophrenia in offspring by increasing the maternal immune 
response (Sutterland et al., 2015). Thus, studies have investigated genetic and environmental 
interactions using Toxo induction. Expression of various genes was reported to be affected by 
Toxo in relation to the risk of schizophrenia. For example, C-reactive protein (CRP), which is 
elevated by Toxo-induced inflammation, was detected to elevate in schizophrenia patients 
(Dickerson et al., 2013; Avramopoulos et al., 2015). Additionally, another gene matrix 
metallopeptidase-9 (MMP-9) also responded to neuroinflammation, and a promoter allele of the 
MMP-9 gene, MMP-9 -1562C/T, was reported to be associated with elevated MMP-9 levels in 
schizophrenia patients infected by Toxo (Mouhawess et al., 2020). Furthermore, the glutathione 
S-transferase theta 1 (GSTT1) gene is located at chromosome 22q11.2 (a risk locus for 
schizophrenia), and patients diagnosed with schizophrenia with signs of Toxo infection showed 
increased prevalence of GSTT1 deletions (Ansari-Lari et al., 2021), indicating increased risk of 
schizophrenia was related to GSTT1 deletion and Toxo infection. Therefore, several genes 
responded to inflammation or infection by Toxo induction, including CRP, MMP-9 1562C and 
GSTT1, are potentially involved in the increased risk of schizophrenia, suggesting the interaction 
of genes responsible for inflammation and prenatal infection could be a factor influencing the risk 
of schizophrenia.   

Environmental stress and childhood abuse are associated with increased risk of schizophrenia. 
Several studies have investigated the relationship between candidate schizophrenia risk genes 
and susceptibility to environmental stress in the development of schizophrenia and related 
psychosis symptoms. One of the candidate genes, catechol-O-methyltransferase (COMT), was 
suggested to be involved in the development of schizophrenia and susceptible to external 
stressors. COMT is a gene located on chromosome 22q11.1, and the deletion of 22q11.1 
increases risk of schizophrenia (Bassett and Chow, 2008). COMT plays a role in the 
dopaminergic system by mediating breakdown of dopamine (Chen et al., 2004). As the release of 
dopamine is suggested to be upregulated after exposure to environmental or psychological 
stress in the striatum (Pruessner et al., 2004) this could be exacerbated by deletion of COMT, 
and thus contribute to risk of schizophrenia. It has been suggested that an allele of the COMT 
gene, Val158Met, affected susceptibility to stress (Chen et al., 2004). Patients with psychosis 
homozygous for the COMT Met158 variant were suggested report more stressful life events 
compared to other genotypes (Winkel et al., 2008). Conversely, another study reported that 
homozygosity for the COMT Met158 allele was protective against the tendency of stressful events 
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to precipitate psychosis (Stefanis et al., 2007), which nevertheless suggests that an interaction of 
gene-environment factors played a role in the aetiology of psychosis. In addition to the stressful 
life events, COMT was also shown to affect vulnerability to childhood trauma or adversity. 
Individuals who carried COMT Val158 allele and a MTHFR T allele, and experienced childhood 
adversities were more likely to develop schizophrenia compared to those with other genotypes 
(Debost et al., 2017). Thus, while the data are not totally consistent, the interaction between 
COMT genes and life stress or childhood abuse could be relevant for the genetic and 
environmental interaction influencing the risk of schizophrenia and psychosis disorders.   

To conclude, genetic and environmental risk factors were associated with the increased risk of 
schizophrenia and other psychosis disorders. However, no single genetic or environmental factor 
is sufficient to cause schizophrenia. Therefore, it has been suggested that the interaction of 
genetic and environmental factors is essential. The candidate genes, such as COMT, GSTT1and 
MMP-9, were suggested to be associated with risk of schizophrenia and psychosis by interacting 
with several environmental factors, such as prenatal stress, early-life adversity, childhood trauma 
and substance abuse. Consistent studies reported a link between schizophrenia or psychosis 
risks and the interactions of potential genes and prenatal stress, early-life adversity, childhood 
trauma factors. However, the details as to how substance abuse interacts with potential genes 
still remains controversial.    

 

1.3.3. Neurobiology of schizophrenia 
The underlying neurobiological changes in the CNS of schizophrenia patients includes abnormal 
cellular processes, dysregulated neurotransmitter system and alterations in neuroanatomy.  

1.3.3.1. Abnormal cellular processes and synaptic formation 
The onset of schizophrenia commonly occurs during late adolescence or early adulthood. 
Adolescence is a time when cognitive and behavioural functions develop 
dramatically (Huttenlocher et al., 1979; Blakemore and Choudhury, 2006). As synchronised 
neural oscillations are crucial for synaptic plasticity and cognitive processes, disrupted neural 
oscillations may be a fundamental pathology in the disease.    

In human PFC, spatial working memory involves approximately 40Hz synchronised neural 
oscillations, defined as high gamma synchronisations (Alekseichuk et al., 2016). These 
synchronised oscillations can be detected by EEG or MEG, and can monitor brain activity while 
individuals are performing cognitive tasks (Alekseichuk et al., 2016; Schirner et al., 2018). In 
healthy subjects, the synchronised neural oscillations are related to several cognitive processes. 
For example, the generation of gamma oscillations is observed in various brain regions, including 
PFC, hippocampus, amygdala and striatum, associated with recognition, memory, and emotion 
regulation (Guan et al., 2022). However, in schizophrenia patients, abnormal neural oscillations 
are detected while processing cognitive tasks, for example a reduction of amplitude of evoked 
gamma oscillations in frontal regions while performing working memory tasks (Uhlhaas and 
Singer, 2010). Additionally, the detected amplitude of evoked gamma oscillations was correlated 
with the degree of positive symptoms (auditory hallucinations) (Spencer et al., 2009); whereas 
the reduction in gamma oscillations was associated with the negative or disorganised behaviours 
(Cho et al, 2006; Haenschel et al., 2009). Moreover, in image detection tasks, a longer time was 
required for schizophrenia patients to respond to the images compared with the healthy subjects, 
and this longer reaction time correlated with reduced synchrony of beta oscillations (20Hz to 30 
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HZ) and increased power of gamma oscillations (Uhlhaas et al., 2006); and patients with 
schizophrenia showed working memory deficits along with reduced amplitude of theta and 
gamma oscillations (Schmiedt et al., 2005; Cho et al., 2006). Therefore, disrupted neural 
oscillations are observed in patients with schizophrenia, especially gamma oscillations, and the 
disruptions are associated with schizophrenia symptoms.    

The generation of synchronised neural activity, and in particular gamma oscillations, is 
dependent on pyramidal cells modulated by the fast-firing Pv-expressing GABAergic inhibitory 
interneurons (Uhlhaas and Singer, 2010).  Converging evidence from post-mortem studies 
supports dysfunction of these neurons in schizophrenia patients, with lower dendritic spine 
density on pyramidal neurons, and reduced mRNA expression of Pv in PFC and hippocampus 
(Hashimoto et al., 2008). The mRNA and protein expression of glutamate decarboxylase 67 
(Gad67/GAD1), an enzyme mediating synthesis of GABA, were also demonstrated to be 
decreased in schizophrenia patients (Thompson et al., 2009; Woo et al., 2004). Taken together, 
the reduced dendritic spines around pyramidal neurons, altered expression of Pv-expressing 
interneurons and GAD67 suggest the disruption of inhibitory mechanisms in neural activities in 
schizophrenia patients.   

Microglia were suggested to contribute to synaptic pruning which could eliminate dysfunctional 
synapses, and maintain fundamental neural circuits (Mordelt and Witte, 2023). Overactivation 
and increased density of microglia were observed in brain tissue from people with schizophrenia 
(Doorduin et al., 2009; Petrasch-Parwez et al., 2020; Hill et al., 2021), indicating that the 
hyperactivation of microglia early in development might result in overactivation of synaptic 
pruning, leading to reduced dendritic spine density on pyramidal neuron dendrites, which could in 
turn alter the firing rates of pyramidal cells in schizophrenia subjects. As pyramidal neurons are 
excitatory, the altered firing rates of pyramidal neurons might result in disrupted excitatory 
transmission in schizophrenia patients. The expression of N-methyl-D-aspartate receptors 
(NMDAR), a receptor which played a role in excitatory glutamatergic signalling, was found to be 
decreased in PFC in schizophrenia patients, with reduced expression of several 
NMDAR subunits, including GluN1 and GluN2C (Catts et al., 2016; Weickert et al., 2013).    

Thus, based on the alterations of synaptic pruning and dendritic spines in schizophrenia patients, 
a hypothesis of schizophrenia aetiology has been derived, which is the synaptic hypothesis 
(Howes and Onwordi, 2023). The first version of the synaptic hypothesis suggested a causal role 
for synaptic alterations in schizophrenia, such as, reduced spine density and disorganised 
synaptic formation, accompanied by several abnormal neuronal transmissions, such as, deficits 
in synchronised oscillations and reduced synaptic plasticity (Feinberg, et al., 1984).   

The second version of the hypothesis further clarified the specific region of the synaptic 
alterations, suggesting the elimination of the synapses or dendritic spines in cortical regions with 
excessive synaptic pruning, and overexpression or production of synapses in the subcortical 
regions with reduced synaptic pruning activities (Keshavan, et al., 1994). In addition, the brain 
anatomy was also included in the second version, illustrating the reduction of the grey matter 
volume, cortical thinning and sulcal enlargement (Keshavan, et al., 1994).  

The third version of the hypothesis linked the genetic and environmental factors of schizophrenia. 
Several genes associated with schizophrenia risk were related to the synaptic development and 
formation, such as, complement component 4A (C4A) (Kim et al., 2021), indicating elevated 
expression of C4A was associated with the increased risk of schizophrenia, and the C4A-
expressed gene was also related to the synaptic and glial pathways with the regulation of 
synaptic pruning activities (Kim et al., 2021). As noted in previous contents, microglia could 
contribute to synaptic pruning (Mordelt and Witte, 2023), thus, with elevated expression of C4A, 
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increased expression of microglia could occur, with overactivation of synaptic pruning leading to 
reduced synaptic spine density. Moreover, various environmental factors associated with 
schizophrenia were also suggested to relate to synaptic alterations. Social isolations and 
prenatal infections were demonstrated to correlate to decreased synaptic or dendritic spine 
densities (Ciesilk, et al., 2020; Silva et al., 2003). Additionally, genetic variants in synaptic 
pathway-related genes were shown to associate with abnormal brain anatomy. For example, 
elevated C4A expression was related to reduced cortical and hippocampal surface (Silva et al., 
2021; Connell et al., 2021). 

Therefore, the synaptic hypothesis of schizophrenia initially suggested the involvement of the 
reduction of synapses or dendritic spines in the underlying neurobiology of schizophrenia. The 
second version further clarified the specific location and synaptic activities, with the elimination of 
the synapses in cortical region, and overexpression of synapses in subcortical regions, and 
provided a fundamental change of neuronal anatomy, such as reduced grey matter and enlarged 
sulci. Furthermore, the third version provided a link between the synaptic alterations and the risk 
factors for schizophrenia, such as genetic and environmental factors. 

Taken together, it could be concluded that the disrupted gamma oscillations, coordinated with 
compromised expression and functions of GABAergic and pyramidal neurons were suggested to 
contribute to the abnormal cellular and neural processes in schizophrenia. Gamma oscillations 
play a key role in cognitive functions, including information processing, attention, and cognitive 
flexibility (Kim et al., 2016; Cho et al., 2015), and were suggested as a fundamental impairment 
in schizophrenia. The alterations of synchronised oscillations have been related to different 
symptoms of schizophrenia, the evoked gamma oscillations with increased frequency linked to 
positive symptoms, such as hallucinations; and the reduced synchrony and power of beta and 
theta oscillations correlated with cognitive deficits, such as impaired working memory, indicating 
increased synchrony of oscillations might associate with positive symptoms and reduced 
synchrony of oscillations might relate to deficits of behaviours. The abnormal cellular activities 
were also related to the abnormalities of synaptic formation and dendritic spines, such as 
reduced dendritic spines and altered synaptic pruning ability in various brain regions of 
schizophrenia patients, which supported the development of the synaptic hypothesis of 
schizophrenia.  

1.3.3.2. Dysregulated neurotransmitter system 
There are more than 40 types of neurotransmitters in human CNS, and it has been suggested 
that 4 of them are associated with the altered neurotransmission in schizophrenia, contributing to 
abnormalities of neural oscillations: these are GABA, glutamate, dopamine and serotonin.   

It has been noted in the previous section that neural activities are abnormal in schizophrenia 
patients, particularly the abnormalities in generation and synchronisation of gamma oscillations. 
The network of GABAergic interneurons is crucial to the generation of high frequency oscillations 
by transferring inhibitory postsynaptic potentials to pyramidal neurons, regulating their firing rates 
(Uhlhaas and Singer, 2010). Pv-expressing GABAergic interneurons are suggested to mediate 
the generation of gamma oscillations (Sohal et al., 2009). Thus, in order to maintain the regular 
neural activities, GABAergic neurotransmission is a fundamental and critical factor.   

Converging evidence indicated that GABAergic neurotransmission is altered in schizophrenia 
subjects. For example, consistent studies reported the reduction of GAD1 expression in various 
cortical regions in schizophrenia patients, illustrating that decreased mRNA levels of GAD67 
were found in PFC in schizophrenia subjects compared with healthy subjects, accompanied by 
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the loss of GABAergic transporter1 (GAT1), the GABA reuptake protein (Akbarian et al., 1995; 
Volk et al., 2000). The reduced expression of GAD67 was mainly located in layer 2 and layer 3 of 
the cortical areas (Akbarian et al., 1995; Volk et al., 2000). GAD is a key component for GABA 
synthesis, so reduced expression of GAD67 combined with the loss of reuptake suggests 
decreased GABA neurotransmission in schizophrenia. Among all subtypes of GABAergic 
interneurons, Pv-expressing interneurons are involved in the impairments in GABA 
neurotransmission; the immunohistochemical staining intensity and mRNA levels of Pv-
expressing neurons are reduced in PFC in schizophrenia subjects, and the reduction of Pv-
expressing neurons is correlated with decreased GAD67 expression, with only 55% of Pv-
expressing interneurons expressing GAD67 in schizophrenia subjects (Hashimoto et al., 2003).   

Abnormal GABA transmission in schizophrenia subjects has been proposed to be directly 
associated with disrupted neural oscillations. In an auditory stimuli task, schizophrenia subjects 
responded to lower frequency auditory stimuli than healthy subjects, presenting decreased 
strength of GABA synaptic transmission and reduced expression of GAT1 (Vierling-Claassen et 
al., 2008). Decreased expression of Pv was shown to cause reduced gamma oscillations in PFC 
and ECx in schizophrenia mouse models (Lodge et a., 2009; Cunningham et al., 2006). Thus, 
Pv-expressing neurons are affected in schizophrenia subjects or animal models, and the altered 
expression seems to be linked to abnormal neural oscillations.    

Thus, based on the dysregulated GABA neurotransmission found in schizophrenia subjects, a 
hypothesis for GABA deficits in schizophrenia has been suggested, addressing the role of GABA 
in schizophrenia pathology. As noted in the previous contents, the alterations of GABA 
neurotransmission and GABA related markers were widely reported in various brain regions of 
schizophrenia patients, especially in the PFC and ECx (Lewis et al., 2012; Berretta et al., 
2015; Chung et al., 2016; Enwright et al., 2016; Schubert et al., 2015). The deficits of GABA 
neurotransmission and GABA related neurons and markers raised the importance of the 
GABAergic alterations in the underlying neuropathology of schizophrenia and supported the 
GABA hypothesis for schizophrenia. 

As Pv-expressing GABAergic interneurons receive excitatory input signals via glutamatergic 
receptors, especially NMDARs, in this case the alterations in the glutamatergic system might 
associated with disrupted GABAergic neurotransmission. The inhibition of NMDAR with ketamine 
administration, an NMDAR antagonist, produced schizophrenia-like symptoms in healthy 
volunteers, and decreased Pv and Gad1 expression, alongside suppressed inhibitory 
postsynaptic potentials and reduced power of gamma oscillations, in mice and rats (Krystal et al., 
1994; Zhang et al., 2008). However, increased gamma oscillations were found in human auditory 
cortex and rat neocortex after inhibiting NMDARs, which were correlated with positive 
hallucination symptoms of schizophrenia (Plourde et al., 1997; Pinault et al., 2008), suggesting 
that the changes in glutamatergic systems could up or down regulate GABA neurotransmission 
depending on the specific brain regions.    

Based on the abnormal glutamatergic transmission in schizophrenia, the glutamate hypothesis of 
schizophrenia has been suggested, indicating that the deficits of glutamatergic systems 
contributed to the onset of schizophrenia. For example, as noted in previous contexts, several 
antagonists of glutamatergic receptors, such as, phencyclidine (PCP) and ketamine have been 
used to induce schizophrenia-like phenotypes (Krystal et al., 1994; Zhang et al., 2008). Also, 
glutamate receptors, such as NMDARs, were consistently reported to be reduced in 
schizophrenia subjects, with both reduced mRNA and protein levels of the NMDAR subunits, 
including GRIN1, GRIN2A, and GRIN2C in various brain regions, including PFC, occipital cortex 
and ACC (Benetyo et al., 2008; Weicker et al., 2013; Akabarian et al., 1996). The vesicular 
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glutamate transporter (VGluT) is involved in the transport of glutamate into synaptic vesicles, and 
the subtypes of VGluT, such as VGluT1 and VGluT2 were also demonstrated to be reduced in 
schizophrenia patients, especially in PFC, hippocampus and subcortical regions (Eastwood and 
Harrison, 2004; Oni-orishan et al., 2008). The reduced expression of glutamatergic receptors and 
transporters could contribute to the downregulated glutamate transmission in schizophrenia. 
Thus, the glutamate hypothesis was one of the vital suggestions for investigating underlying 
neurobiology of schizophrenia. 

Apart from glutamatergic neurotransmission systems involved in the underlying mechanisms in 
schizophrenia, dopaminergic transmission is also suggested potentially to be dysfunctional in 
schizophrenia. Several studies indicated that dysregulation of the dopaminergic system 
contributed to the development of schizophrenia or schizophrenia-like symptoms. Amphetamine-
induced dopamine hyperfunction, with more activation of dopamine D2 receptors, led to more 
severe positive symptoms in patients with schizophrenia (Abi-Dargham et al., 1998). In the 
prodromal state of schizophrenia subjects, overactivity of dopaminergic functions was detected in 
striatum regions (Howes et al., 2009).  

As one of the main neurotransmitters affected in schizophrenia, with overactivation or over-
transmission of dopamine in various brain regions and accompanied by the overactivation and 
expression of related receptors, such as D2 or D3 receptors (Abi-Dargham et al., 1998; Howes et 
al., 2009). Based on this mechanism, the dopamine hypothesis has been established.  

The first version of dopamine hypothesis established a role for the overactivation of dopamine 
receptors, especially D2 receptors, correlated with upregulated dopamine transmission in the 
aetiology of schizophrenia (Howes and Kapur, 2009).  

The second version of the hypothesis further clarified the specific location of changes and 
expanded the receptors involved in dopaminergic activity, illustrating that schizophrenia could be 
characterised by the hypodopaminergic activities in prefrontal cortex and hyperdopaminergic 
activities in the striatum and other subcortical regions, with the predominant involvement of D1 
receptors in cortical regions and D2 receptors in subcortical regions (Howes and Kapur, 2009).   

The third version of the hypothesis further included the risk factors of schizophrenia. As noted in 
previous section 1.3.2, increased risk of schizophrenia is highly associated with genetic or 
environmental factors, and the interaction between these 2 factors. Thus, in the third version of 
dopamine hypothesis of schizophrenia, the associations between abnormal dopamine activities 
and genetic, environmental factors or the interaction of genetic and environmental factors had 
been incorporated. For example, sequence variants in 4 dopaminergic genes SLC6A3, DRD3, 
COMT and SLC18A2 were more frequently observed in schizophrenia patients compared to 
healthy individuals, and showed a high relationship to the risk of schizophrenia (Talkowski et al., 
2007). After exposure to environmental stress, such as social isolation, adversities, and stress 
induction, the schizophrenia symptoms were detected alongside the over-release of dopamine 
(Fulford et al., 1998; Howes et al., 2000). In addition, interactions between genetic variants and 
environmental factors had a higher association with dopaminergic dysfunctions. For example, 
increased risk of schizophrenia was highly correlated with the variants of the COMT gene 
(involved in dopamine catabolism) interacting with early life adversities (Chen et al., 2004; 
Stefanis et al., 2007). Moreover, apart from the dysregulated dopamine acting on dopaminergic 
receptors, the third version of hypothesis further indicated that accumulated release of dopamine 
was also occurring in presynaptic terminals, with elevated presynaptic synthesis in striatal 
dopaminergic neurons (Meyer et al., 2002). The elevated dopamine levels were not only 
associated with schizophrenia, but also some other psychosis disorders, such as bipolar 
disorders or mania (Reith et al., 1994).  
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Therefore, the 3 versions of dopamine hypothesis in schizophrenia illustrated that dopaminergic 
systems are critical to the underlying mechanisms of schizophrenia. Initially, hyperdopaminergic 
activity was suggested, followed by the further clarification of hypodopaminergic activity in 
prefrontal regions and hyperdopaminergic activity in striatal or other subcortical regions; 
furthermore, the latest version links the dopaminergic activities to the risk factors for 
schizophrenia, and provided a suggestion that the dopamine dysfunctions were also presenting 
in presynaptic terminals and the release of dopamine was also related to other psychosis 
disorders, rather than being restricted to schizophrenia. 

Furthermore, serotonergic systems are also thought to be disrupted in schizophrenia. Serotonin 
(5-HT) has been suggested to play a role in various behaviours and cognitive functions which are 
disturbed in schizophrenia.  

Consistent post-mortem studies reported alterations of different subtypes of 5-HT receptors in 
subjects with schizophrenia. For example, in PFC, increased expression of 5-HT1A receptors has 
been detected in schizophrenia patients, with the elevation rates ranging from 20% to 90% (Gray 
et al., 2006; Selvaraj et al., 2014). Conversely, decreased density of 5-HT2A receptor is observed 
in PFC in schizophrenia patients (Dean et al., 1999; Dean and Hayes, 1996), which was 
consistent with a later study that 5-HT2A receptor mRNA expression was also decreased in 
patients with schizophrenia (Cheah et al., 2017). Additionally, serotonin transporters (SERTs) 
were shown to be decreased in the frontal and cingulate cortex regions, but increased in striatum 
of schizophrenia subjects (Joyce et al., 1999; Laruelle et al., 1993). Thus, the changes of 5-HT 
receptors and transporters in schizophrenia are dependent on specific brain regions and 
receptors.   

Based on the serotonin deficits in schizophrenia, another hypothesis has been developed, which 
is the serotonin hypothesis (Eggers, 2013), suggesting that the increased or decreased 
expression of different subtypes of 5-HT receptors or transporters plays an important role in 
disease aetiology, and indicating an imbalance in neurotransmission by serotonin in 
schizophrenia patients. For example, increased 5-HT1A receptors and decreased 5-HT2A 
receptors in cerebral cortex regions were widely observed in schizophrenia patients (Gray et al., 
2006; Selvaraj et al., 2014; Dean et al., 1999; Dean and Hayes, 1996) 

In conclusion, the alterations of 4 different neurotransmission systems were suggested to be 
involved in the underlying neurobiology of schizophrenia, including GABAergic, glutamatergic, 
dopaminergic and serotonergic systems. Different hypotheses for schizophrenia were also 
developed and provided several implications and insight for the further treatment, especially the 
medical treatment, for schizophrenia, by targeting different receptors and regulating the 
neurotransmission systems. 

1.3.3.3. Abnormal brain anatomy 
A number of brain structural abnormalities are observed in patients with schizophrenia. 
Alterations in neuroanatomy develop in individuals with schizophrenia or schizophrenia-like 
symptoms throughout the lifetime, and the alterations are observed during the first episode of 
schizophrenia symptoms, suggesting that neuroanatomical abnormalities might be critical factors 
associated with schizophrenia symptoms (Olabi et al., 2011). Schizophrenia patients 
exhibit 2 major deficits in brain anatomy, which are reduced volume of prefrontal or temporal 
cortex, and enlarged brain ventricles.  

Firstly, reduction in brain volume was observed in schizophrenia patients, especially in prefrontal 
lobe, temporal lobe and hippocampus. For example, in MRI studies, a consistent reduction of 
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prefrontal cortex volume was detected in schizophrenia patients (Ho et al., 2003; Sun et al., 
2008; Sun et al., 2009). Hippocampus volumes were also demonstrated to be decreased in 
schizophrenia patients, in both left and right sides (Steen et al., 2006). Decreased volumes of 
internal capsule and thalamus regions were reported in subjects diagnosed with schizophrenia 
compared to healthy subjects (Lang et al., 2006), the reduction in volume of thalamus correlating 
with total symptom severity.   

Secondly, reduced volume of grey matter was found in schizophrenia in various brain regions, 
particularly in PFC and temporal cortex. Grey matter is a major component in CNS, present 
mostly in cortical layers and consisting of cell bodies, synapses, glial cells, and neuronal axons 
and dendrites which are mostly myelinated (Mercadante and Tadi, 2023). In general, the total 
volume of grey matter was found to be decreased in both first episode and chronic diagnosis of 
schizophrenia compared with healthy individuals (Zipursky et al., 1998; Gur et al., 2000). 
Consistent MRI evidence reported that reduction of grey matter was present across different 
brain regions in subjects who were in the first or middle episodes of schizophrenia. For example, 
decreased volume of grey matter was detected in temporal cortex in patients diagnosed with 
chronic schizophrenia, specifically in middle and inferior temporal gyrus (Sullivan et al., 1998; 
Onitsuka et al., 2004; Torres et al., 2016; Wright et al., 2000). Additionally, the volume 
of prefrontal grey matter was also shown to decline in dorsal or orbital regions of frontal cortex in 
schizophrenia patients in the first episode diagnosis (Gur et al., 2000; Hirayasu et al., 2001; 
Karlsgodt et al., 2010). Similar reductions of grey matter volume were also observed in 
hippocampus and amygdala by 8% and 4.5%, respectively (Nelson et al., 1998).    

Reduced grey matter volume in various brain regions was suggested to relate to schizophrenia 
symptoms. A smaller volume of grey matter in temporal cortex (including auditory cortex) was 
associated with the positive symptoms of schizophrenia, such as auditory hallucinations. 
Schizophrenia patients with prominent auditory hallucinations showed reduced grey matter 
volume in superior or middle temporal gyrus compared to patients with no or less exhibitions of 
auditory hallucinations (Onitsuka, et al., 2004). Similar grey matter reduction in superior and 
middle temporal gyrus were also detected in schizophrenia patients primarily exhibiting auditory 
hallucinations, and the decreased volume in temporal regions was correlated with reduced 
activation of temporal gyrus detected by fMRI methods, which supported the link between 
hallucination symptoms and temporal grey matter reduction (Barta et al., 1990; McGuire et al., 
1995; McCarley et al., 2002). Abnormalities in temporal cortex and connected regions, such as, 
limbic areas, cerebellum and basal ganglia were widely observed in schizophrenia (Gur et al., 
2000).   

Grey matter volume reductions are also exhibited in hippocampus (Nelson et al., 1998). 
Hippocampus is a critical region mediating learning, memory and emotional expression (Anand 
and Dhikav, 2012). Thus, reduced grey matter in hippocampus is likely to contribute to the 
impaired cognitive functions in schizophrenia, especially memory recall and restoration 
(Tamminga et al., 2010).    

PFC plays a critical role in executive cognitive processes, including planning, attention, goal-
oriented behaviours, speech mediation and memory. Disrupted PFC structure could lead to 
dysfunctional executive cognitive functions, which could be observed in schizophrenia 
symptoms, such as the cognitive impairments, including disorganised speech, damaged working 
memory processing; and negative symptoms, including abnormal motor behaviours and social 
withdrawal (Artiges et al., 2000; Pinkham et al., 2003). The prefrontal volume of grey matter is 
suggested to associated with spatial memory and attention, with larger volume in PFC correlated 
with better spatial memory and attention; the negative symptoms are associated with grey matter 
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volume reductions in PFC, with lower volume of prefrontal grey matter correlated with more 
severe negative symptoms, especially depressive mood and flattening emotional expression 
(Gur et al., 2000). In addition, another neuroimaging study showed consistent associations 
between grey matter reduction and degree of negative symptoms in schizophrenia (Chua et al., 
1997).   

Thirdly, apart from the decreased grey matter volumes, enlarged ventricles were widely and 
consistently detected in schizophrenia patients. Increased global ventricular volume was reported 
in several studies. For example, a meta-analysis reported that ventricular regions increased in 
schizophrenia patients with 16% larger volumes compared to healthy subjects (Wright et al., 
2000). In longitudinal studies, patient ventricular volume enlarged progressively, with a rate of 
increase of 3.7% per year in schizophrenia patients (Ho et al., 2003). Enlarged ventricles were 
mostly observed in patients who suffered from chronic schizophrenia (Haijma et al., 2013; Kuo et 
al., 2019). As grey matter volumes were shown to decrease in schizophrenia, the enlargement of 
the ventricular areas was observed with accompanied by general reductions of grey matter 
volumes in patients with schizophrenia (Andreasen et al., 1994). With increased volume of 
ventricles, the cortical volume tended to decrease with frontal and temporal grey matter reduction 
(Horga et al., 2011). Unlike grey matter reductions which could be detected in the first episode of 
schizophrenia, the enlargement of ventricles was difficult to detect in the first episode (Narr et al., 
2006), which could be supported by the suggestion that enlarged ventricles could only be 
detected in chronic patients.    

Enlargement of ventricular regions was suggested to correlate with higher scores on the Brief 
Psychiatric Rating Scale (BPRS) - negative symptoms, including the symptoms of blunted affect, 
emotional withdrawal and motor retardation (Mathalon et al., 2001; Saijo et al., 2001). However, 
ventricular enlargement was also reported to be associated with positive symptoms along with 
the decline of grey matter volumes (Mathalon et al., 2001). As ventricular enlargement developed 
progressively in schizophrenia patients, the enlarged ventricular volume was also shown to be 
correlated with worsening of negative symptoms, further suggesting that changes of symptoms in 
schizophrenic subjects were linked to progressively increased ventricular regions over time (Saijo 
et al., 2008).   

1.3.3.4. Sex differences of brain abnormalities in schizophrenia 

As males and females with schizophrenia showed a slightly different incidence rate, onset time 
and symptom profile, the sex differences of schizophrenia symptoms were suggested to be 
attributed to different brain structure in males and females (Goldstein et al., 2001).    

Converging studies illustrated the sex differences of brain anatomical disruptions in 
schizophrenia, suggesting that male patients presented with more severe brain structural 
abnormalities than females, including smaller volumes of frontal lobes, temporal gyrus and 
medial temporal lobe, and larger ventricular spaces (Andreasen et al.,1994; Bryant et al., 1999). 
Enlarged ventricular volumes with decreased frontal cortex volumes were found to be most 
obvious in male patients, while in female patients, less ventricular enlargement was reported 
(Andreasen et al.,1994). Although a reduction of several temporal regions was detected in both 
male and female patients, a smaller left temporal cortex was only detected only in males (Bryant 
et al., 1999). In a schizophrenia longitudinal study, the volume of ventricles increased more 
dramatically in male patients compared to females (Narr et al., 2001).   

Apart from the sex differences of morphology abnormalities, regional functions were also 
suggested to be different in males and females. Several functional MRI studies demonstrated 
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that male patients presented greater regional brain activities than female patients after exposure 
to negative stimuli, the intense activities were observed in the regions which were found to be 
abnormal in schizophrenia, such as temporal cortex, cingulate cortex and cerebellum (Mendrek 
et al., 2007). During emotional processing, females diagnosed with schizophrenia showed more 
intense activity in limbic areas compared to male patients, including anterior cingulate cortex and 
thalamus, which were correlated with emotional processing (Wager et al., 2003). This was 
consistent with the symptom exhibition that schizophrenic female patients presented with more 
emotional deficits, with more depressive or anxious mood.   

In addition to neuroanatomy sex differences, limited studies investigated sex differences in 
neurotransmitter systems potentially involved in schizophrenia, in either human subjects or 
animal models.    

Compared to healthy subjects, in the anterior cingulate cortex (ACC), the expression of GABAA 
receptors was decreased in male patients with schizophrenia, while in female patients, the 
GABAA receptors tended to be increased relative to controls (Bristow et al., 2015). GAD67 
expression is generally decreased in schizophrenia subjects (Akbarian et al., 1995; Volk et al., 
2000), however, Bristow et al. (2015) reported an increased expression of GAD1 in ACC in 
female schizophrenia patients. Additionally, the expression of GABAergic neurons showed sex 
differences, in healthy rat PFC, male rats expressed higher numbers of Pv-expressing 
GABAergic interneurons than females (Basta-Kaim et al., 2015; Leussis et al., 2012); and 
healthy female rats expressed higher Gad67 expression in PFC than males (Basta-Kaim et al., 
2015). In terms of glutamate transmission, in healthy rat and human PFC, males were shown to 
release higher levels of glutamate compared to females (Pena-Bravo et al. 2019; O'Gorman 
et al., 2011). The subunits of NMDARs also showed sex-based expression, for example, the 
GluN2A subunit showed higher expression in female PFC compared to male PFC; as GluN2A-
containing receptors have faster kinetics, females tended to show more rapid activation, while 
males showed much slower and prolonged activation of NMDARs (Wang, et al., 2015). In 
schizophrenia subjects, women showed higher NMDAR binding capacity than men (Nudmamud-
Thanoi and Reynolds, 2004).   

The dopaminergic system also showed sex differences. In healthy rats, females showed higher 
concentrations of D1 receptor in cortex and striatum than males (Orendain-Jaime et al., 2016); 
and in healthy human subjects, women showed higher D2 receptor levels than males in thalamus 
or frontal and temporal cortex (Kaasinen et al., 2001). Inconsistent results related to sex 
differences of serotonin were reported. Some studies suggested no sex differences of 
serotonergic systems (Arato et al., 1991; Dean et al., 1995), however, greater synthesis of 
serotonin in males than females throughout the brain were also suggested (Nishizawa et al., 
1997).     

To conclude, several neurological alterations were suggested to be related to schizophrenia, 
including abnormal neural or cellular processes, such as disrupted gamma, beta and theta 
oscillations, and the disrupted oscillations were associated with abnormal brain anatomy, such as 
reduced volumes of temporal or frontal cortex accompanied with reduced grey matter volumes 
and enlarged ventricular spaces, which were suggested as a specific marker and clinical features 
of schizophrenia. As male and female patients exhibited different onset time or symptoms of 
schizophrenia, it is possible that the neurobiology of schizophrenia might also show gender 
differences. Male patients showed more severe brain anatomy abnormalities with more reduction 
of grey matter and more ventricular enlargement, showed more responses to negative stimuli 
and reduced GABAergic receptors after diagnosis with schizophrenia; while female patients 
expressed more intense activities in limbic areas with emotional stimuli and presented increased 
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GABAergic receptors and more dopaminergic receptors after diagnosis with schizophrenia. 
These sex differences in neurobiological abnormalities might be linked to the differences in 
schizophrenic symptoms.   

1.3.4. PNN and GABAergic related neuronal abnormalities 
schizophrenia 

In addition to deficits in cellular processes, synaptic formation, neurotransmission and brain 
anatomy, another neurobiological systems had been suggested to involve in the pathology of 
schizophrenia, which is PNN and the neurons (mainly Pv-expressing GABAergic neurons) it 
covered. 

Consistent evidence suggests that the schizophrenia involves disrupted synaptic contacts. Post-
mortem studies in schizophrenia patients found reduced cortical synaptic and dendritic spine 
densities (Huttenlocher and Dabholkar, 1997; Huttenlocher, 1979). The disrupted synaptic 
connection related to schizophrenia could be related to the neural oscillations or neural 
transmission abnormalities, especially the gamma band oscillations (Alekseichuk et al., 2016; 
Schirner et al., 2018; Spencer et al., 2009) which could be regulated by the inhibitory neural 
networks containing Pv-expressing GABAergic neurons (Uhlhaas and Singer, 2010; Hashimoto 
et al., 2008). Additionally, Pv-expressing interneurons are a regulator of synaptic plasticity to 
maintain neural functional and structural capacities (Hensch, 2005; Donato et al., 2013). Thus, 
the damaged Pv-expressing GABAergic interneurons with abnormal gamma oscillations might 
contribute to the mechanisms of schizophrenia. As PNNs mainly covered GABAergic 
interneurons (Cabungcal et al., 2013; Morishita et al., 2015), especially Pv-expressing 
interneurons, and PNNs were demonstrated to play a critical role in synaptic plasticity, which is 
disrupted in schizophrenia patients (Pizzorusso et al., 2002; McRae et al., 2007; McRae and 
Porter, 2012), damaged PNNs could contribute to the underlying mechanisms of schizophrenia.  

1.3.4.1. Overall disrupted expression of PNN and Pv-expressing neurons 
in schizophrenia 

Abnormal PNN expression is observed in schizophrenia patients. Consistent evidence 
demonstrated a reduction of PNN expression in schizophrenia subjects. For example, a study 
conducted with post-mortem tissue found decreased densities of PNN in layers 3/5 of PFC by 
70% and 76%, respectively, but no alterations of PNNs were found in visual cortex (Mauney et 
al., 2013). A post-mortem study further reported decreased density of PNNs in ECx and 
amygdala (Pantazopoulos er al., 2014). Additionally, in the genetic mouse model of 
schizophrenia with Disruption in Schizophrenia (DISC1) mutation, similar reductions of PNN 
density and protein expression were observed in layer2/3 and layer 4/5 of PFC in DISC1 
mutation mice (Sultana et al., 2021). Although the DISC1 mutation is associated with various 
psychiatric disorders, such as schizophrenia, schizoaffective disorder and bipolar disorder 
(Hodgkinson et al., 2004), Mauney et al (2013) reported decreased PNN density only in 
schizophrenia subjects rather than subjects with bipolar disorder, suggesting that PNN reduction 
was specific to schizophrenia, which was consistent with the findings from Pantazopoulos et al 
(2014) that the abnormalities of PNN expression were specific to schizophrenia. However, in 
another study, the density of PNNs remained unchanged in schizophrenia subjects, while 
reduced intensity of WFA-labelled PNNs was observed in dorsal lateral PFC (Enwright et al., 
2016). Furthermore, after enzymatic removal of PNNs in the mouse hippocampus region, 
increased dopamine neurotransmission and response to amphetamine were detected, which was 
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consistent with the clinical features presented by schizophrenia patients after exposure to 
psychomotor stimulants, and with the over-released dopamine transmission in schizophrenia 
(Shah and Lodge, 2013). Hence, these lines of evidence illustrated that disrupted PNN 
expression could be associated with schizophrenia in various brain regions, including PFC, 
hippocampus, amygdala and ECx, but no changes of PNNs expression were detected in visual 
cortex. The deficits of PNNs expression might also be associated with the underlying cellular 
mechanism of schizophrenia, and detailed explanations are presented in section 1.4.3.   

Apart from PNN expression, Pv-containing neurons are also abnormal in schizophrenia. Fewer 
Pv-expressing neurons, and colocalisation of PNNs and Pv-expressing neurons were found in 
thalamic reticular nucleus in patients with schizophrenia compared to healthy subjects (Steullet et 
al., 2017). In another schizophrenia post-mortem study, reduced Pv-expressing neurons were 
found in several subregions of ECx; the size of Pv-expressing neurons soma were decreased in 
ECx1 region (Pantazopoulos et al., 2007). The mRNA levels of various GABA interneuron genes 
was reduced by roughly 40% in schizophrenia subjects (Purves-Tyson et al., 2021). In addition, 
in schizophrenia animal models treated with methylazoxymethanol acetate (MAM), reduced 
density of Pv-expressing interneurons was found in medial PFC and ventral subiculum of 
hippocampus, accompanied by abnormal behaviours in fear conditioning and decreased gamma 
and theta oscillations in medial PFC and ventral hippocampus, suggesting decreased Pv-
expressing neurons were correlated with abnormal cognitive behaviours in animal model for 
schizophrenia (Lodge et al., 2009). Consistent reductions were also reported in schizophrenia 
animal models, for example, reduced Pv-expressing neurons expression were observed in PFC 
in MAM treated mice (Moore et al., 2006); decreased Pv-containing neurons were found in 
hippocampus in MAM administrated mice accompanied with positive schizophrenic features 
presented by increased locomotor activities (Penschuck et al., 2006). Moreover, schizophrenia 
patients also expressed lower levels of mRNA of Pv-containing neurons levels in layer 3 and 5 of 
PFC (Hashimoto et al., 2003), which was consistent with the findings in animal models (Moore et 
al., 2006).  Similar reduction of Pv-expressing interneurons was reported in a meta-analysis 
study, demonstrating a significant decrease in Pv-expressing neurons in patients with 
schizophrenia, however, the mRNA expression of Pv-expressing neurons was not reported (Kaar 
et al., 2019).    

Thus, the decreased expression of PNNs and Pv-containing neurons were found in various brain 
regions in schizophrenia patients and animal models, accompanied with disrupted neural 
oscillations, such as, synchronised theta and gamma oscillations, and impaired cognitive 
behaviours, such as, abnormal fear conditioning behaviours and locomotor activities, which 
suggested a role for Pv-containing interneurons in cognitive functions and clinical features in 
schizophrenia by regulating theta and gamma oscillations.    

In addition to altered expression of Pv-expressing GABAergic interneurons, pyramidal neurons 
were also demonstrated to be disturbed in schizophrenia. As the lower dendritic spine densities 
and altered firing rates around pyramidal cells were reported to contribute to the neurobiology of 
schizophrenia (Hashimoto et al., 2008; Uhlhaas and Singer, 2010), expression of pyramidal 
neurons abnormalities might be involved in the underlying mechanism of schizophrenia. For 
example, reduced dendritic spine densities of pyramidal neurons were detected in layer 3 of PFC 
in schizophrenia patients (Glantz and Lewis, 2000); decreased soma size of pyramidal neurons 
was also observed in PFC in schizophrenia patients (Pierri et al., 2001). As noted in section 1.2, 
PNNs not only covered GABAergic interneurons, but also pyramidal neurons, and stabilised and 
maintained synaptic activities of pyramidal neurons (Celio, 1993; Brückner et al., 2003; Aplar et 
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al., 2006). Thus, in schizophrenia patients, the loss of PNNs around pyramidal neurons might 
also contribute to the underlying mechanisms of schizophrenia.   

As PNNs provide several functions in CNS, abnormal expression of PNNs could lead to several 
cellular dysfunctions, including dysregulated gamma oscillations and disrupted synaptic plasticity, 
which might relate to the similar cellular dysfunctions in schizophrenia. For example, PNNs and 
Pv-expressing neurons contribute to maintain gamma oscillations and cortical neuronal 
synchrony, and enzymically removed PNNs around Pv neurons rendered decreased gamma 
oscillation synchrony (Cabungcal et al., 2013; Morishita et al., 2015; Wulff et al., 2009). Abnormal 
gamma oscillations were also observed in schizophrenia patients and suggested to correlate to 
deficits in executive functions or information processing (Cho et al, 2006; Haenschel et al., 2009; 
Guan et al., 2022; Uhlhaas and Singer, 2010). In this case, disturbed PNN formation and Pv 
neuron expression in schizophrenia might associate with abnormalities in gamma oscillations 
synchrony. Apart from neural oscillations, PNN functions in synaptic plasticity and pruning, 
promoting dendrite growth and regulating dendritic spines, disturbances synaptic activities and 
dendritic spines were detected with PNNs removal (Tran et al., 2009; Shelly et al., 2011). Similar 
disrupted synaptic pruning and dendritic spines were also observed in schizophrenia individuals 
(Bitanihirwe et al., 2016). In this regard, disturbed PNN synaptic functions might be related to 
schizophrenia. Although evidence suggested the dysfunctions of PNN and Pv neurons in 
schizophrenia, limited studies have directly investigated the abnormal functions of PNNs and Pv 
neurons in schizophrenia patients.  

1.3.4.2. Abnormal expression of specific PNNs components 
The overall expression of PNNs was decreased in various brain regions in patients with 
schizophrenia, including PFC, amygdala, hippocampus and ECx, with reduced density and 
intensity of the WFA-labelling (Mauney et al., 2013; Hodgkinson et al., 2004; Enwright et al., 
2016); and the expression of PNN-covered neurons, particularly, the Pv-expressing GABAergic 
interneurons, were also decreased in schizophrenia subjects, with reduced mRNA levels, cell 
density and staining intensity along with PNNs (Steullet et al., 2017; Lodge et al., 2009; Enwright 
et al., 2016; Hashimoto et al., 2013). Disrupted pyramidal neurons, potentially covered by PNNs, 
were also observed in schizophrenia (Glantz and Lewis, 2000; Pierri et al., 2001).   

As general PNN expression is affected in schizophrenia, the components which form the PNNs 
structure and play a role in stabilisation and maintenance of the structure are also abnormal in 
schizophrenia.   

1.3.4.2.1. Abnormal CSPG expression in schizophrenia 

Abnormal expression of specific molecules in PNNs has been shown in schizophrenia subjects. 
For example, in the olfactory epithelium (OE), the density of CSPGs in olfactory receptor neurons 
(ORN) was shown to be reduced in schizophrenia patients (Pantazopoulos et al., 2013). 
Disturbed expression of specific CSPG components was also reported in various studies. In a 
postmortem study, glial-related CSPG abnormalities in amygdala and ECx were found to be 
associated with schizophrenia, accompanied by reduced densities of PNNs; however, increased 
mRNA expression of all CSPG components was observed in schizophrenia patients compared to 
healthy individuals, including ACAN, BCAN, NCAN, VCAN and PRPRZ1 (Pantazopoulos et al., 
2010). As a major component in CSPGs, ACAN expression was also suggested to be disrupted 
in schizophrenia patients, for instance, ACAN immunoreactivity labelled by Cat-301 in glial cells 
decreased in amygdala of schizophrenia subjects, while on the contrary, the mRNA expression 
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of ACAN increased in amygdala of schizophrenia patients (Pantazopoulos et al., 2015). Lower 
intensity of ACAN-labelled PNNs surrounding Pv-expressing interneurons was also detected in 
dorsal lateral PFC of schizophrenia subjects (Enwright et al., 2016). Moreover, PTPRZ1 gene 
expression was upregulated in amygdala and PFC of schizophrenia patients, and reproducing 
the increased expression in mice was associated with cellular, behavioural and cognitive features 
in schizophrenia, including neurotransmission alterations such as increased dopaminergic 
signalling, and suppressed GABAergic signalling, hyper-locomotor activities and working memory 
impairments (Takahashi et al., 2011). In addition, increased gene expression of BCAN was also 
demonstrated in schizophrenia patients (Pantazopoulos et al., 2021). However, inconsistent 
CSPG gene expression was reported in pyramidal neurons of schizophrenia subjects, with 
reduced ACAN and VCAN mRNA levels in the cerebral cortex of schizophrenia patients 
(Pietersen et al., 2014). Furthermore, a GWAS study illustrated a relationship of NCAN genetic 
variants and schizophrenia risk (Muhleisen et al., 2012; Trubetskoy et al., 2020), and in 
schizophrenia patients, the expression of NCAN was reported to be decreased (Pantazopoulos 
et al., 2021). This evidence suggests that despite the reduction of overall CSPG and PNN 
expression observed in various brain regions, such as ECx and amygdala, the alterations of 
immunoreactivity of CSPG components in schizophrenia is not always parallel with the changes 
of mRNA expression: the alterations of specific components is dependent on the neurons where 
they are located. For instance, in glial cells, although decreased density of PNNs were detected, 
the mRNA levels of CSPG components were reported to be increased in schizophrenia subjects; 
while in pyramidal neurons, lower mRNA levels of ACAN and VCAN were detected in 
schizophrenia patients. 

1.3.4.2.2. Abnormal hyaluronan synthesis and link proteins in 
schizophrenia 

Limited studies assessed expression of HAS genes and link protein genes in schizophrenia 
patients. Pantazopoulos et al (2021) revealed alterations of PNN components in various brain 
regions, including amygdala, caudate, hippocampus and putamen, in post-mortem tissue from 
schizophrenia patients. HAS1 gene expression decreased in caudate and hippocampus regions, 
but increased in putamen, while HAS2 only decreased in hippocampus but increased in caudate 
and putamen. Additionally, the gene expression of the link protein, HAPLN1, was also 
downregulated in the pyramidal neurons in temporal cortex of schizophrenia patients (Pietersen, 
et al., 2014). Hence, the altered gene expression of HAS and HAPLNs components seems to 
vary in different brain regions in schizophrenia, with both increase and decreased tendency of 
expression of HAS1, HAS2 and HAPLN1.   

Taken together, the expression of many PNN components, including CSPGs, Has and Hapln 
molecules, are altered in schizophrenia patients (Table 1.5). However, not all PNN components 
alterations have been investigated in schizophrenia, such as TNR and HAS3, whose deficits 
were demonstrated to affect PNNs formation. Therefore, whether other PNNs components are 
disturbed in schizophrenia subjects remains to be discovered.    
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PNN/PV-expressing 
neurons  

Expression of PNN/Pv-expressing 
neurons in schizophrenia  

Citation  

General PNN 
expression  

 ↓ density and intensity  Mauney et al. (2013); Pantazopoulos 
et al. (2014); Sultana et al. (2021); 
Enwright et al. (2016). 

ACAN  ↓ intensity, ↑ mRNA levels  Pantazopoulos et al. (2010); 
Pantazopoulos et al. (2015); 
Enwright et al. (2016); Pietersen et 
al. (2014). 

BCAN  ↑ mRNA levels   Pantazopoulos et al. (2010); 
Pantazopoulos et al. (2021). 

NCAN  ↑ mRNA levels  Pantazopoulos et al. (2010); 
Muhleisen et al. (2012); Trubetskoy 
et al. (2020). 

VCAN  ↑ mRNA levels  Pantazopoulos et al. (2010); 
Pietersen et al. (2014). 

Phcan / PTPRZ1  ↑ mRNA levels  Takahashi et al. (2011); 
Pantazopoulos et al. (2010). 

HAS1  ↓ mRNA levels in hippocampus,  

↑ in putamen  

Pantazopoulos et al. (2021); 
Pietersen, et al. (2014). 

HAS2  ↓ mRNA levels in hippocampus and 
putamen  

Pantazopoulos et al. (2021); 
Pietersen, et al. (2014). 

HAS3  Not known   
HAPLNs  ↓ mRNA expression (HAPLN1)  Pietersen, et al. (2014). 

TnR  Not known   
PV-expressing 
neurons  

↓ mRNA levels, density, intensity and 
size of neurons.  

Steullet et al. (2017); Pantazopoulos 
et al. (2007); Purves-Tyson et al. 
(2021); Lodge et al. (2009); Moore et 
al. (2006); Hashimoto et al. (2003). 

Table 1.5: summary of altered expression of PNNs components in schizophrenia patients 

 

1.3.4.3. GAD/Gad expression and functional abnormalities in 
schizophrenia 
 

1.3.4.3.1. Altered GAD/Gad expression in schizophrenia 

As noted in section 1.3, several lines of evidence illustrated abnormalities of inhibitory 
GABAergic neurotransmission networks in schizophrenia (Sohal et al., 2009; Lodge et a., 2009; 
Cunningham et al., 2006). The regulation of GABAergic neurotransmission is partly attributed to 
the glutamate decarboxylase (Gad) synthesis enzymes which synthesise GABA from glutamate 
(Akbarian and Huang, 2006). Gad has 2 isoforms, which are Gad1/Gad67 (for 67 KDa) and 
Gad2/Gad65 (for 65KDa), located on chromosome 2 and 10, respectively (Bu et al., 1992). 
Gad1/Gad67 and Gad2/Gad65 play different roles in terms of GABA neurotransmission. For 
example, Gad67 is responsible for basal GABA synthesis, and can be present in non-vesicular 
cellular spaces, whereas Gad65 is responsible for activity-dependent changes in GABA 
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synthesis and acts purely in relation to vesicular release (Kaufman et al., 1991; Tian et al., 1999). 
Patients diagnosed with schizophrenia were generally shown to have dysregulated GAD67 and 
GAD65 expression in various brain regions, including PFC, cerebral cortex, hippocampus and 
ACC (Table 1.6) (Akbarian et al., 1995; Dracheva et al., 2004; Woo et al., 2004).    

GAD67 expression is more robustly found to be altered in schizophrenia. The initial finding of 
reduced Gad67 expression in schizophrenia patients was from Akbarian et al. (1995), suggesting 
decreased GAD67 mRNA levels in PFC of schizophrenia patients. Growing consistent results 
were reported in later studies, for example, decreased GAD67 mRNA levels in layer3 and layer 5 
of PFC specifically in Pv-expressing interneurons (Volk et al., 2000; Hashimoto et al., 2003; 
Curley et al., 2011), and reductions of GAD67 were also observed in layer 1 and layer 2 of PFC 
in schizophrenia subjects (Veldic et al., 2005). Apart from PFC, decreased expression of GAD67 
in schizophrenia patients were also detected in the temporal cortex, with the protein levels of 
GAD67 decreased by 70% in schizophrenia patients (Impagnatiello et al., 1998); and in ACC, 
reduced density of GAD67-positive neurons was observed in cortical layer 1 and layer 5 of 
schizophrenia subjects (Woo et al., 2004). Moreover, in midbrain, lower mRNA levels for GAD67 
were also observed in schizophrenia subjects compared to healthy controls, with approximately 
40% reduction (Purves-Tyson et al., 2021). However, in hippocampus, decreased density of 
GAD67-positive neurons was found in patients with bipolar disorder rather than schizophrenia 
(Heckers et al., 2002); conversely, a lower density of GAD immunoreactivity was reported, 
particularly in the CA1 region of the hippocampus of schizophrenia patients (Steiner et al., 2016). 
Furthermore, genetic studies illustrated that mutations or sequence variations in the GAD1 gene 
are associated with risk of schizophrenia, the mutations causing decreased GAD67 activity 
(Magri et al., 2018; Du et al., 2008). However, the GWAS study revealed no GAD genes 
correlated with schizophrenia (Ripke et al., 2014; Trubetskoy et al., 2022). Hence, the expression 
of GAD67 was consistently decreased in PFC, ACC and temporal cortex; however, inconsistent 
alterations of GAD67 in schizophrenia were reported in hippocampus, with both unaltered or 
decreased tendency, and any genetic association is probably only relevant in rare cases.    

It has been demonstrated by various post-mortem studies that reduced GAD67 density, mRNA 
or protein levels are present in several brain regions of schizophrenia subjects, and the 
alterations of GAD65 expression were also investigated. However, the expression of GAD65 was 
not robustly altered in schizophrenia subjects. For instance, in PFC and cerebellum, the protein 
expression of GAD65 was similar between schizophrenia patients and healthy subjects (Guidotti 
et al., 2000). On the contrary, in primary auditory cortex, the protein levels and the intensity of 
GAD65 immunostaining were reported to be reduced by 40% in schizophrenia patients (Moyer et 
al., 2012). Similar reductions of protein and mRNA levels were also found in hippocampus 
(Hecker et al., 2002), although increased GAD65 mRNA was reported in PFC and occipital 
cortex in one study (Dracheva et al., 2004).   

Overall, it could be concluded that the general expression of GAD67 is decreased in various 
brain regions of schizophrenia patients, such as PFC, hippocampus and ACC. Although most 
studies focused on the altered expression of GAD67, GAD65 expression was also investigated in 
schizophrenia subjects, but with less consistent results (Table 1.6).   
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GAD67 in various brain 
regions  

Expression in schizophrenia  Citation 

PFC  ↓ mRNA levels  Akbarian et al. (1995); Volk et al. 
(2000); Hashimoto et al. (2003); 
Curley et al. (2011); Veldic et al. 
(2005). 

Temporal cortex  ↓ protein expression  Impagnatiello et al. (1998) 

ACC  ↓ density  Woo et al. (2004) 

Hippocampus  ↓ density or no alterations  Heckers et al. (2002); Steiner et 
al. (2016) 

Mid brain  ↓ mRNA levels  Purves-Tyson et al. (2021) 

GAD65 in various brain 
regions  

Expression in schizophrenia  Citation  

PFC   — protein expression  Guidotti et al. (2000) 
Auditory cortex  ↓ protein levels and intensity  Moyer et al. (2012) 

Occipital cortex  ↑ mRNA levels  Dracheva et al. (2004) 

Hippocampus  ↓ mRNA and protein levels; ↓density  Hecker et al. (2002) 

Cerebellum   — protein expression  Guidotti et al. (2000) 
Mid brain   — Purves-Tyson et al. (2021) 
Table 1.6: summary of GAD67/GAD65 expression in schizophrenia patients  

1.3.4.3.2. Functional deficits of GAD/Gad in schizophrenia 

While alterations of GAD67, and less clearly GAD65 are observed in schizophrenia subjects, 
limited studies investigated the association between underlying neurobiology of schizophrenia 
and dysfunctional GAD67/65. In Gad1 KO animal models, several effects were observed which 
could also be found in schizophrenia patients. For example, Gad1 KO mice not only showed a 
decreased number of Pv-expressing interneurons and reduced GABA neurotransmission (Uchida 
et al., 2014), but also exhibited impaired social activities, such as social withdrawal related to 
negative symptoms of schizophrenia (Sandu et al., 2014). Consistent negative schizophrenia-like 
symptoms have been found in Gad67 deficient mice, with disrupted social interactions and 
increased depressive-like behaviours, such as, less time spent in swimming tests (Nullmeier et 
al., 2020). Increased locomotor activities were also detected in Gad67 deficient mice, which was 
in line with the positive symptoms of schizophrenia (Nullmeier et al., 2020). Furthermore, 
upregulated immunoreactivity of tyrosine hydroxylase, used to identify the dopaminergic fibres, 
was observed in hippocampal CA1 area of Gad67 deficient mice, indicating increased 
dopaminergic neurotransmission in the hippocampus, accompanied by a reduction of Gad67, 
which is consistent with the underlying neurotransmission deficits in schizophrenia (Table 1.8) 
(Nullmeier et al., 2020).    

In Gad1 KO rats, similar schizophrenia-like behaviours were detected. For instance, in Gad1 KO 
mice, schizophrenia-like positive and negative symptoms were both observed, such as 
hypoactivities in a novel environment and reduced speed and distance of locomotor activities; 
and the altered behaviours were accompanied by reduced GABA neurotransmission (Fujihara et 
al.,2020). Moreover, cognitive deficits were presented with abnormal GABAergic 
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neurotransmissions, such as, spatial memory deficits, impaired fear learning and fear memory 
(Fujihara et al., 2020; Fujihara et al., 2021b).    

Therefore, Gad1/67 KO or deficient mice or rats showed a variety of behavioural changes, which 
were related to the positive or negative symptoms of schizophrenia accompanied with increased 
dopaminergic and decreased GABAergic neurotransmissions. Hence Gad1/67 disruption with 
reduced GABA neurotransmission might contribute to the underlying dysfunctions of amygdala 
and medial PFC in schizophrenia (Table 1.7).     

Abnormal neurobiology 
in schizophrenia  

Functional deficits of GAD67/65 
contributed to neurobiology of 
schizophrenia  

Citation  

GABAergic neural 
transmission  

Decreased GABAergic neural transmission in 
Gad67 deficient mice  

Uchida et al. (2014); 
Fujihara et al. (2020). 

Dopaminergic neural 
transmission  

Increased Dopaminergic neural transmission 
in Gad67 deficient mice  

Nullmeier et al. (2020) 

Gamma oscillations  Less Gad67 detected in Pv-expressing 
interneurons  

Uchida et al. (2014) 

Table 1.7: disrupted GAD67/65 functions related to neurobiology of schizophrenia  

 

1.3.5. Animal models of schizophrenia 
To study the effectiveness of different drugs to treat schizophrenia symptoms, and further clarify 
the underlying neurobiology and the involvement of PNNs and Pv neurons in schizophrenia, 
animal models need to be established. The animal models of schizophrenia are classified into 4 
categories, including developmental model with environmental stimulations, drug-induced or 
pharmacological models to regulate the changes of neuronal activities, brain lesion models with 
neonatal lesions in different brain regions, and genetic models with mutations or KO of some 
schizophrenia-related genetic variants. 

Previous section (1.3.2) mentioned that environmental factors, such as external or prenatal 
stress and prenatal infections, could increase the risk of schizophrenia, and individuals who 
experienced early environmental or prenatal stressors are more likely to develop schizophrenia 
in later life (Guo et al., 2010; Selten et al., 1999; Khashan et al., 2008; Varese et al., 2012; 
Janssen et al., 2004; Bentall et al., 2014). Thus, the animal models of schizophrenia generally 
used manipulation of environment or drug administration during the prenatal period to produce 
the alterations of neuronal development and replicate the symptoms of schizophrenia. For 
example, prenatal drug administration with methylazoxymethanol (MAM) could selectively affect 
brain development in the offspring, such as reduced cerebellum and hippocampus volume, or 
disruption of striatal dopaminergic neurons (Balduini et al., 1991; moore et al., 2006; Lodge et al., 
2009). In addition, animals that experienced the external stressors at early stages also showed 
abnormal neural development. Thus, social deprivation, such as post-weaning social isolation in 
rats or mice could induce behavioural abnormalities, including locomotor hyperactivity, deficits in 
sensorimotor gating ability in pre-pulse inhibition tests (PPI) test, cognitive impairments, and 
increased anxiety and aggression states, which was in line with the behavioural phenotypes of 
schizophrenia and could also be reversed by antipsychotic drugs (Marsden et al., 2011; Fone et 
al., 2008; Weiss et al., 2004). 



 59 

As disrupted dopamine transmission was the primary hypothesis and theory of the underlying 
neurobiology of schizophrenia, the predominantly used animal models with pharmacological 
administration were targeted on dopamine systems. In rodents, amphetamine was the drug used 
to model schizophrenia phenotypes, which could induce several behavioural and neuronal 
features of schizophrenia, such as deficits in PPI, impaired spatial working memory, 
hyperactivities in PFC and increased locomotor activities (Featherstone et al., 2008; Fletcher et 
al., 2005). PCP administration could also model schizophrenia based on the glutamatergic 
dysregulation hypothesis of schizophrenia. PCP or ketamine induction with blockage of 
glutamate receptors in humans induced positive symptoms of schizophrenia, such as delusions 
and hallucinations (Krystal et al., 1994). In rodents, induction of PCP could lead to locomotor 
hyperactivities, reduced social interactions, cognitive impairments and increased response in PPI 
tests (Kalinichev et al., 2007; Egerton et al., 2005; Sams-Dodd, 1995). Clozapine, one of the anti-
psychotic drugs, could attenuate the schizophrenia behavioural phenotypes. Thus, with 
amphetamine and PCP induction, psychotic or schizophrenia-like features could be modelled by 
regulating dopamine and glutamate systems.  

Apart from environmental or prenatal factor exposure and regulating neurotransmitter systems, 
brain lesions could also be used to model schizophrenia. For example, lesions in ventral 
hippocampus in rodents with ibotenic acid (an excitotoxin) injection resulted in behavioural 
abnormalities which were consistent with the schizophrenia phenotypes, including reduced social 
interaction and increased aggressive behaviours, and cognitive impairments, including in spatial 
working memory and learning ability (Tseng et al., 2009; Wood et al., 1997). The lesions in 
ventral hippocampus also increased dopamine activity, and reduced the length and density of 
dendritic spines and synapses (Brake et al., 1999), which was in line with the neuronal features 
in schizophrenia.  

Furthermore, as several alterations of genetic variants are demonstrated to be associated with 
the increased risk of schizophrenia, thus, the manipulation of these genetic variants could be a 
model of schizophrenia. For example, one of the primary genes implicated in the underlying 
neurobiology of schizophrenia is disrupted-in-schizophrenia 1 (DISC1), which plays a critical role 
in regulating synaptogenesis, synaptic plasticity and neuronal migration (Jarro-Peled, et al., 
2009). DISC1 transgenic or mutation rodents presented with enlarged ventricles and reduced 
brain volumes (Jarro-Peled, et al., 2010). In behavioural aspects, the DISC1 mutation mice also 
showed deficits in PPI tests, with disorganised dendritic complexity and reduced dendritic 
densities (Li et al., 2007; Sultana, et al., 2021). The abnormal neuronal and behavioural features 
could be reversed by antipsychotic drugs, such as clozapine (Clapcote et al., 2007). Additionally, 
single copy-number variants (CNVs) also produce powerful genetic risk, and 16p11.2 
duplications are of specific interest, as the carriers with high proportion of the 16p11.2 
duplications are 14 to 28 times more likely to develop schizophrenia (Zhang et al., 2009). Thus, 
specific manipulation of CNVs could also be used as a schizophrenia model (Willis, 2022; Kwon 
et al., 2021). 

Finally, in addition to modelling aspects of schizophrenia in animals with single drug 
administration, environmental stimulation or genetic manipulations, a combination of the 
underlying neurobiology alterations or genetic variants and environmental stimulations was 
suggested to induce the development of schizophrenia. These models are called dual-hit models. 
For example, schizophrenia phenotypes can be produced by disrupting glutamatergic 
transmission using PCP, also following post-weaning social isolation (Cale et al., 2024). In 
addition, the prenatal stimulations and genetic mutations were also used to conduct a dual hit 
model for schizophrenia, where the DISC1 heterozygous mice were exposed to the MIA or 
neonatal immune activation (Lipina et al., 2013; Ibi et al., 2010). With the combination of 
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developmental or genetic risk factors and environmental stressors, a more enhanced and robust 
model for schizophrenia could be established compared to other models with a single 
manipulation. 

Therefore, animal models for schizophrenia are critical and a necessary way to study the 
alterations in the underlying neurobiology of schizophrenia, and are widely used in studies to 
investigate the specific changes of targeted neuronal activities or expression, such as PNN or Pv 
expression. 

1.3.6. Therapies for schizophrenia 

Patients diagnosed with schizophrenia exhibit positive, negative and additional cognitive 
features, which make the patients find it difficult to cope with day-to-day living, such as social 
communication and holding down a job. In this case, medical treatment and psychological care 
are critical for patients to try to manage the schizophrenia symptoms. Antipsychotic medication 
therapy is the first choice for intervention, and it is more effective for treating positive symptoms. 
However, the positive symptoms of schizophrenia tend to relapse, with 17% to 78% chance to 
relapse after the first episode and 16% to 62% after later episodes of schizophrenia (AlAqeel and 
Margolese, 2012). In addition, after recovery from the first episode, patients were reported to 
relapse within the following 5 years, and approximately half of the patients who recovered from 
schizophrenia showed at least one remission of schizophrenic symptoms (Moilanen et al., 2013). 
Stopping antipsychotic medication therapy increased the risk of remission by 5 fold (Robinson et 
al., 1999). Thus, use of antipsychotic drugs alone is not sufficient to treat schizophrenia, and 
additional non-medication treatment, such as psychological therapy or care, can be beneficial in 
some schizophrenia patients.   

1.3.6.1. Pharmacological treatment 

The drugs used for schizophrenia therapy are known as antipsychotic drugs. Based on the 
mechanisms of antipsychotic actions, the drugs can be classified into 3 groups, which are first 
generation, second generation and third generation antipsychotics, targeted on different 
mechanisms and hypothesis of schizophrenia.   

First-generation antipsychotics (also referred to as typical antipsychotics) were developed in the 
1940s and 1950s, initially by Delay and Deniker (1952). The drugs can reduce the positive 
symptoms of schizophrenia, such as hallucinations, delusions and disorganised thinking or 
speech. The mechanism of the first-generation antipsychotics was based on the dopamine 
hypothesis of schizophrenia and targets the dopaminergic system.   

As noted in section 1.3.2 and 1.3.3, the dopaminergic system is highly involved in the 
neurobiology of schizophrenia, suggesting over-release of dopamine and upregulated occupation 
of D2 receptors shown to be associated with positive symptoms in schizophrenia (Abi-Dargham 
et al., 1998).  In this case, by blocking the D2 receptors, the neurotransmission of dopamine 
could be inhibited, which in turn reduces the positive symptoms in those patients who respond. 
Thus, to treat the positive symptoms, D2 receptor antagonists are used in schizophrenia. Several 
first-generation antipsychotic drugs have been developed as antagonists to D2 receptors, with 
core structures including phenothiazines, butyrophenones, dihydroindoles, and 
diphenylbutylpiperidines. The occupancy of D2 receptors is vital in the therapy of schizophrenia. 
It has been suggested that the antipsychotic effect of the drugs was effective with 65% to 72% 
occupancy of D2 receptors, but further occupancy by the first-generation of antipsychotic drugs 
might lead to an increased risk of extrapyramidal side effects (Kapur et al., 2000). Extrapyramidal 
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side effects can occur in patients with antipsychotic drug therapy, with symptoms of akathisia, 
akinesia and dyskinesia. Prolactin elevation can also occur, and all are caused by inhibition of D2 
receptors (Souza and Hooten, 2023). To improve the limitations of first-generation antipsychotic 
drugs, second-generation drugs were developed.   

Second-generation antipsychotic drugs (often referred to as atypical) were developed in 1980s, 
and included risperidone, olanzapine, quetiapine, ziprasidone, asenapine, lurasidone, iloperidone 
and clozapine. The mechanism of action of second antipsychotic drugs is similar to the first-
generation antipsychotic drugs, that is inhibiting D2 receptors to reduce the over-release of 
dopamine and suppress the positive schizophrenia symptoms (Chokhawala and Stevens, 2023). 
In addition to inhibiting D2 receptors, second-generation drugs also target 5-HT1A and 5-HT2A 
receptors, amongst others (Chokhawala and Stevens, 2023). The serotonergic system was also 
suggested to be involved in the neurobiology of schizophrenia, with increased expression of 5-
HT1A receptors and decreased expression of 5-HT2A receptors in PFC in patients with 
schizophrenia (Dean et al., 1999; Dean and Hayes, 1996; Cheah et al., 2017). With the 
combination of dopamine and serotonin hypothesis, the second-generation antipsychotic drugs 
can have additional effects on 5-HT receptors, in some cases acting as partial agonists of 5-HT1A 
and antagonists of 5-HT2A receptors (Willner et al., 2022). Fewer extrapyramidal side effects and 
less risk of remission of the symptoms were also reported with the treatment of second-
generation antipsychotic drugs compared to the first-generation drugs (Csernansky and 
Schuchart, 2002; Leucht et al., 2003), although more previous evidence suggests that this is not 
the case (Naber and Lambert, 2009).    

Although second-generation antipsychotic drugs may have improved on the limitations of first-
generation drugs, various shortcomings have been suggested. For example, some of the drugs, 
such as, clozapine, could lead to unique side effects affecting immune systems, and increasing 
weight (Young et al., 2010; Rummel et al., 2010). Moreover, comparative studies also illustrated 
that no differences of effectiveness were found in schizophrenia patients after therapies with first- 
and second-generation drugs (Lieberman et al., 2005; Jones et al., 2006).   

Following the second generation of antipsychotic drugs, the latest generation antipsychotic drugs 
have been developed, which are partial agonists of dopamine D2 or D3 receptors and of 5-HT 
receptors and are suggested to be the third generation of antipsychotic drugs (Lieberman et al., 
2004). Unlike the full agonists, the partial agonists have lower intrinsic activity on particular 
receptors and could act as either agonists or antagonists based on the level of release of the 
endogenous neurotransmitters (Leiberman et al., 2004). For example, in schizophrenia, a partial 
D2 receptor agonist could function as an antagonist in an environment with over-released or 
hyperactivity of dopamine, while in a situation with hypoactivity of dopamine, the partial agonists 
on D2 receptors could function as an agonist (Leiberman et al., 2004). Aripiprazole, one of these 
partial agonists, has high affinity for dopamine D2 and D3 receptors and 5-HT1A and 5-HT2A 
receptors, occupying up to 90% of D2 receptors and a lesser effect on 5-HT receptors (Casey et 
al., 2017). Another partial agonist, cariprazine, is also a partial agonist of dopamine D2 or D3 
receptors and 5-HT1A receptors, and an antagonist at 5-HT2B receptor 
(Laschizophrenialovschizophreniaky et al., 2021). Different from aripiprazole, though, cariprazine 
has greater affinity for D3 receptors, with relatively higher affinity for 5-HT1A and lower affinity for 
5-HT2A receptors (Stahl et al., 2016). Thus, the mechanisms of the third-generation drugs are 
based on partial agonist activity on D2 or D3 receptors and 5-HT1A receptors, and antagonism at 
5-HT2A receptors. Therapeutic effectiveness via activation of D3 receptors is uncertain, however, 
the animal studies suggested actions on D3 receptors are able to improve the cognitive, negative 
and depressive clinical features, with suppression of memory impairments and anti-depressant-
like activities (Duman et al., 2012; Zimnisky et al., 2013). Thus, partial agonists could target the 
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treatment of positive or negative symptoms, and the additional cognitive impairments, although 
the clinical picture is not clear yet.   

Despite 3 generations of antipsychotic drug therapies being effective in regulating positive, but 
not negative and cognitive symptoms, mainly occupying dopamine D2 or D3 receptors and 5-
HT1A and 5-HT2A receptors; the side effects include extrapyramidal side effects, immune system 
deficits and weight gain. In addition, discontinuing the antipsychotic drugs therapies after 
recovery from the schizophrenic symptoms might result in the remission of schizophrenia in later 
years. The shortcomings of the pharmacological therapy of schizophrenia raised a suggestion of 
the non-pharmacological therapies, which could improve the ability of social communication and 
emotional regulation of schizophrenic patients. The list of the antipsychotic drugs and the risk of 
potential side effect were presented in Table 1.8.   

Thus, the approved antipsychotic drugs treating schizophrenia act primarily as antagonists or 
partial agonists on dopamine receptors, and some also act as antagonists or partial agonists on 
5-HT1A or 5-HT2A receptors. Among all antipsychotic drugs, the second or the newest generation 
drugs are predominantly used. However, these drugs are mostly effective on positive symptoms 
rather than negative or cognitive impairments, and some patients might be resistant or tolerate to 
the drugs, even after taking several different drugs, which might lead to the low efficiency of the 
treatment. 

Apart from dopamine and 5-HT receptors, muscarinic acetylcholine receptors (mAChR) are also 
suggested to be involved in the pathophysiology of schizophrenia, a concept which is supported 
by the exacerbated cognitive impairments in schizophrenia after exposure to antagonists of 
mAChRs (Wagg et al., 2010; Yamamoto et al., 2011; Paul et al., 2022). In the past decades, 
agonists at mAChRs were reported to improve the cognitive impairments in both AD and 
schizophrenia (Bodick et al., 1997; Shekhar et al., 2008). One of these mAChR agonists, 
xanomeline, has been implicated in treatment of schizophrenia, producing an effect on cognitive 
impairments and diminishing the psychotic symptoms. However, xanomeline could lead to the 
gastrointestinal adverse effects (Shannon et al., 1994).  

To avoid the side effects, trospium chloride, a peripherally-restricted muscarinic antagonist, was 
applied and combined to xanomeline, therefore, xanomeline–trospium (KarXT) has shown both 
efficacy and tolerability in recent trials, with less incidence of adverse effects than xinomiline 
alone. It has been demonstrated to be a safe and well tolerated drug in several clinical trials and 
approved in the US to treat schizophrenia recently (Correll et al., 2022; Breier et al., 2023; 
Dolgin, 2024). Thus, compared to other first or second-generation antipsychotic drugs, one main 
advantages of the KarXT compared to other antipsychotic drug is that fewer side effects were 
reported, and it could improve not only positive symptoms such as delusions or hallucinations, 
but could also improve cognitive functions in schizophrenia patients. The discovery and 
approvement of the KarXT could provide an alternative choice for the schizophrenia patients who 
showed no improvements after taking other anti-psychotic drugs or had more severe side effects. 
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Drugs    Weight gain   Extrapyramidal 
symptoms   

Citations  

First-generation (typical) antipsychotic drugs: work on dopamine receptors   

Chlorpromazine   Moderate risk   High risk   Kapur et al. (2000), 
Souza and Hooten (2023) Fluphenazine   Low risk   High risk   

Haloperidol   Low risk   High risk   
Prochlorperazine   Low risk   High risk   
Thioridazine   Low risk   High risk   
Thiothixene   Low risk   High risk   
Second-generation (atypical) antipsychotic drugs: work on dopamine and serotonin 
receptors   
Asenapine    Low risk   Moderate risk   Chokhawala and Stevens (2023), 

Csernansky and Schuchart (2002); 
Leucht et al. (2003). 

Clozapine    High risk   Low risk   
Iloperidone    Moderate risk   Low risk   
Lurasidone    Low risk   Low risk   
Olanzapine    High risk   Moderate risk   
Paliperidone    Moderate risk   Moderate risk   
Quetiapine    Moderate risk   Low risk   

Risperidone    Moderate risk   Moderate risk   
Ziprasidone    Low risk   Low risk   
Third-generation antipsychotic drugs: work as partial agonists of both dopamine and 
serotonin receptors   
Aripiprazole    Low risk   Low risk   Lieberman et al. (2005), Jones et 

al. (2006), Casey et al. (2017), 
Laschizophrenialovschizophreniaky 
et al. (2021) 

Cariprazine    Low risk   Low risk   

Latest approved drug works as muscarinic acetylcholine receptor agonists  
Xanomeline–trospium 
(KarXT) 

Low risk   Low risk   Shannon et al. (1994), Correll et al. 
(2022); Breier et al. (2023); Dolgin 
(2024). 

 Table 1.8: list of antipsychotic drugs and related risk of side effects.   

1.3.6.2. Sex differences of antipsychotic medication 

Schizophrenia symptoms are exhibited differently in male and female patients, with male patients 
exhibiting more severe symptoms in general, and more negative symptoms, while female 
patients exhibiting more positive and emotional symptoms. In this case, antipsychotic mediation 
therapy might also show sex differences.   

Gender-based medication therapies have been suggested according to the differences of 
schizophrenic symptoms. For example, as female patients showed less severe symptoms 
compared to male patients, it has been demonstrated that female patients showed better 
consequences after antipsychotic therapies, with 50% fewer female patients experiencing 
hospitalisation (Smith, 2010). In addition, as male patients presented more severe schizophrenic 
symptoms, male patients were suggested to be treated with higher doses of antipsychotic drugs, 
with approximately twice higher doses than female patients (Melkersson et al., 2001). Male 
patients were also reported to be more likely to smoke cigarettes, which could suppress the 
effectiveness of antipsychotic drugs (Goff et al., 1992).  
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The risk and the severity of side effects after antipsychotic therapy were also shown to be 
different in male and female patients. Consistent studies illustrated that female patients tend to 
exhibit more side effects. For example, after risperidone and phenothiazine therapy which 
targeted 5-HT2A receptors, more female patients exhibited pulmonary embolism compared to 
male patients (Kamijo et al., 2003). Additionally, wight gain was also found in a larger population 
of female patients, with 78% of female patients suffering from weight gain over 5% of starting 
weight after clozapine therapy (Heimburg et al., 1994). The therapy of clozapine also increase 
the body mass index (BMI) in female patients, from 23.2 to 29.1 kg/m^2, and the increased BMI 
rate also appeared to upregulate the risk of cardiovascular disease with 3.5 times more in female 
patients (Frankenburg et al., 1998).    

1.3.6.3. Non-pharmacological therapies 
As schizophrenia patients exhibit cognitive, behavioural and emotional symptoms, such as 
memory deficits, depressive emotions and abnormal motor behaviours, this might lead to 
patients withdrawal from social communities, and difficulties in maintenance of day-to-day 
life. The non-pharmacological therapies target improvement of schizophrenic symptoms, relapse 
prevention, and adaptive social functioning, which mainly aimed to help patients interaction with 
the social community. One major non-pharmacological therapy is psychological therapy, 
including therapies targeted at social skills, cognitive behaviour, personal therapy and cognitive 
remediation.    

Social skill therapy contains several trainings in daily skills, with a combination of trials of role 
playing, positive reinforcement and the skill to interact appropriately to different social situations, 
which improve the communication skills, physical gestures and facial expression (Smith et al., 
1996). Cognitive behavioural therapy tended to target the positive symptoms, such as, delusions 
and hallucinations, providing patients with symptom-oriented strategies to cope with the 
psychotic thinking or auditory hallucinations (Gould et al., 2001). Personal therapy was designed 
to help patients reduce the risk of relapse of schizophrenic symptoms with the identification of 
relapse signs, such as abnormal motor behaviour, depressive or anxious emotions, social 
withdrawal and cognitive or thinking biases (Hogarty et al., 1997). In order to improve the basic 
cognitive skills in schizophrenia patients, cognitive remediation training was suggested, with 
various cognitive tasks, such as computer-based tasks to improve attention and memory skills 
(Hogarty et al., 2004).    

Therefore, apart from the pharmacological therapy targeted on the neurobiology of 
schizophrenia, non-pharmacological therapy, especially psychological therapies including social 
skills, cognitive behaviour, personal therapy and cognitive remediation training, were suggested 
to improve patients’ cognitive and behavioural symptoms and reduce the risk of remission of 
schizophrenic symptoms.     

The current treatment and antipsychotic drugs mentioned in previous Section 1.3.6.1 are 
targeted on the abnormal neurotransmitter system in schizophrenia, however, despite PNN and 
Pv abnormalities being consistently found in schizophrenia patients and animal models of 
schizophrenia (as mentioned in Section 1.3.4), only very limited studies have been targeted on 
the PNN or Pv deficits. Although there are some suggestions that removal of PNNs could 
attenuated the cognitive impairments in animal models of AD (Howell et al., 2012), and 
degrading CSPGs enzymically could promote axonal or neurite growth and promote axonal 
recovery after CNS injury (Bradbury et al. 2002; Wang et al. 2011; Azizi et al. 2020), no specific 
drugs were approved based on this effect. However, apart from the antipsychotic drugs, some 
behavioural or cognitive tasks provided a suggestion to improve PNNs abnormalities. For 



 65 

example, the reduced PNNs expression could be reversed after a series of behavioural or 
cognitive tests in rodents with increased expression of Bcan and Vcan, which supported the 
complete organisation of PNN structure (Saroja et al., 2014). However, the current non-
pharmacological therapies for schizophrenia do not target and focus on PNN recovery, despite 
there was a suggestion that PNN expression could be recovered after a series of behavioural 
tasks in some psychiatric disease animal models. Therefore, with further investigations of PNN 
alterations and the relationship to schizophrenia in the current study, more suggestions and 
insights of the schizophrenia treatment could be provided. 

To conclude, the therapies of schizophrenia and psychosis disorders contain pharmacological 
and non-pharmacological therapies. Antipsychotic medications are the first choice for the 
recovery of schizophrenia patients, including first-, second- and third-generation of drugs, mainly 
targeting dopamine D2 or D3 receptors and 5-HT1A and 5-HT2A receptors. As male and female 
patients exhibited different types of schizophrenic symptoms, the consequences of 
antipsychotics medication were also shown to differ in males and females, suggesting males 
required higher doses of drugs and females showed more side effects. However, after recovery 
from the schizophrenic symptoms with the treatment of antipsychotic drugs, patients had high 
risk for schizophrenia remission. Therefore, the non-pharmacological therapies were suggested 
to reduce the relapse risk and improve the cognitive behaviours and social skills in schizophrenia 
patients.   

 

1.4. Stress effect on PNNs and its relationship to schizophrenia symptoms 
 

1.4.1. Stress and release of stress hormones, glucocorticoids 

As external environmental stress was suggested to increase the risk of schizophrenia, 
understanding the underlying mechanisms of stress is vital to investigate the potential neural 
pathway through which stress affects neural and cellular processes in schizophrenia 
neurobiology.    

After exposure to the stressful events, catecholamines, including adrenaline and noradrenaline, 
are released from the sympathetic nervous system, and the HPA axis is also activated with the 
secretion of corticotrophin-releasing hormone (CRH) from the hypothalamus paraventricular 
nucleus; subsequently, adrenal-corticotrophic hormone (ACTH) is secreted from the pituitary 
gland in the anterior lobe, followed by the release of glucocorticoids (GCs) from adrenal glands 
(Fig 1.2) (Smith and Vale, 2006). Thus, elevated GC levels are present in the brain, causing 
activation of GRs and MRs. GRs and MRs are expressed in glial cells and neurons across 
several brain regions, with the highest abundance in hippocampus and amygdala which are 
responsible for the emotional and cognitive activities (Lupien et al., 2007; Walker and Spencer, 
2018). MRs have 10-fold higher affinity for GCs compared to GRs, and so are occupied by the 
basal levels of GCs in the normal situation; however, the GRs have lower affinity for GCs, thus 
the activation of GRs is generally based on the elevated levels of GCs in stressful situations 
(Lupien et al., 2007). Thus, the altered gene expression or neural activities after stress exposure 
is predominantly mediated by glucocorticoids receptors (GRs) activation.   
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Figure 1.2: Stress and corticosterone pathways through the HPA axis (Lupien et al., 2007). After 
experience of stress events, CRH was released from the hypothalamus paraventricular nucleus; 
followed by ACTH secreted from the pituitary gland in the anterior lobe, and elevated GCs were 
secreted from adrenal glands and showed negative feedback to CNS regions. 

1.4.1.1. GCs and GRs 
In the cytoplasm, GRs and MRs bind to protein complexes without the presence of ligand. GCs 
are the primary hormones secreted from adrenal cortex responding to stress, mainly cortisol in 
humans, and corticosterone in rodents (Miller and Auchus, 2011). The release of GCs varies with 
the circadian rhythm, with the lowest level at midnight and peaking in the morning (Chan and 
Debono, 2010). The HPA-axis is the major system regulating the circadian oscillation (Walker et 
al., 2015). The total GC levels are maintained by adrenal synthesis, however, most of the 
secreted GCs bind to corticosteroid binding globulin (CBG) in the blood, accounting for 80% to 
90% of the total amount of synthesised GCs levels, while approximately another 10% to 15% of 
secreted GCs are bound to albumin to keep the rest of the GCs an inactive state. Around 5% of 
secreted GCs are free in various tissues (Breuner and Orchinik, 2002). Thus, the levels of free 
GCs are regulated primarily by CBG.   

The presence and secretion of GCs is regulated by the metabolic enzymes 11β-hydroxysteroid 
dehydrogenases (11β-HSDs) (Seckl, 2004). 11β-HSDs consisted of 2 subtypes, namely 11β-
HSD1 and 11β-HSD2 (Seckl, 2004). 11β-HSDs have a major function in converting active cortisol 
to inactive cortisone, and 11β-HSD2 was suggested to prevent active cortisol from crossing into 
specific tissues, such as kidney and placenta (Seckl, 2004). However, 11β-HSD2 only acts on 
endogenous GCs after stress, and the basal levels of GCs are not regulated by 11β-HSD2 
(Cooper and Stewart, 2009). In this case, 11β-HSD1 acts as the predominant metabolic enzyme 
in tissues which are enriched in GCs, such as, liver, brain and lung (Cooper and Stewart, 2009). 
Thus, the 11β-HSD1 and 11β-HSD2 target different aspects of GC function to maintain the total 
availability and activity of GCs.    

The structures of GRs and MRs are similar, consisting of an N-terminal transactivation domain, a 
DNA binding domain, and a C terminal ligand binding domain without the presence of ligand, 
including heat shock protein 90 (hsp90), and hsp70 (Kirschke et al., 2014), while with the 
presence of ligand, GRs and MRs dissociate from the protein complexes and undergo nuclear 
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translocation (Kirschke et al., 2014). In the nucleus, the activated GRs and MRs mediate effects 
on gene expression by binding to GC response elements (GREs) in the promoters of targeted 
genes (Zalachoras et al., 2013).   

1.4.1.2. Genomic action of GCs 
Generally, the effects of GCs are to modify target gene transcription, which are defined as the 
genomic actions of GRs (Figure 3). Additionally, previous studies illustrated that the effects of 
GCs could also progress through non-genomic pathways (Figure 3) (Groeneweg et al., 2011).    

The genomic actions of GCs are mediated via GRs, and are mediated through binding to DNA 
directly, or indirectly by interacting with other transcription factors (Figure 3). The genomic 
actions are not rapid, taking usually between 4h to 24h to complete (Escoter-Torres et al., 2020).  
GRs modulate target gene expression by directly binding to GREs, with both activation or 
repression effects (Ramamoorthy and Cidlowski, 2013). The structure of GREs contains 2 
hexanucleotide sites separated by 3 nucleotides, and the GR binds to the 2 GREs sites as a 
dimer, each receptor occupying one of the GRE sites (Beato, 1989). After binding to GREs with a 
dimer formation, the coregulator or the chromatin-remodelling complexes are recruited and 
influence the activation of RNA polymerase, which could in turn activate gene expression 
(Ramamoorthy and Cidlowski, 2016). A predominant isoform of GR generated by alternative 
splicing, the GC receptor α (GRα), mediates the classic genomic GCs effects (De Bosscher et 
al., 2010). For example, most upregulation effects of GCs on anti-inflammatory genes result from 
transactivation mechanisms, by directly increasing the transcription of some anti-inflammatory 
genes, such as, interleukin-10 and the inhibitor of nuclear factor kappa B (NF-κB) (Ehrchen et al., 
2007).     

1.4.1.3. Non-genomic action of GCs 

The non-genomic action is suggested to be mediated through activating membrane-bound 
receptors, cytoplasmic receptors and direct interaction with cell membranes (Figure 3). Unlike the 
genomic actions of GCs, the onset of non-genomic actions is much faster, usually within 4h, or 
even seconds to minutes, as the action does not require the interaction of transcription factors, 
gene transcription and the synthesis of protein complexes (Groeneweg et al., 2012).    

The non-genomic effect of GCs involves 2 types of receptors, including classic GRs and non-
classic GRs which are both located on or associated with the plasma membrane. The classic 
membrane GRs were mostly present in periphery rather than the CNS and are generally found in 
human monocytes and lymphocytes (Gametchu et al., 1999). The non-classic membrane GRs 
are expressed in the CNS, with 7 transmembrane helices, and coupled with G proteins, hence 
defined as members of the G-protein coupled receptor (GPCR) super-family (Lagerström and 
Schiöth, 2008). However, the non-classic membrane GPCRs in the CNS have higher affinity for 
corticosterone as compared to other stress hormones or synthetic ligands that were commonly 
suggested to bind to GRs, such as aldosterone or dexamethasone (Orchinik et al., 1991). 
Another study also reported a high affinity binding between GPCRs and GCs (Ping et al., 2021). 
Among the GPCRs family, Ping et al (2021) reported that GCs could activate the adhesion family 
GPCRs G-protein coupled receptor 97 (GPR97) and G-protein coupled receptor 56 (GPR56), 
affecting cellular functions or processes, such as inhibiting the intracellular cyclic adenosine 
monophosphate (cAMP) levels and neuronal migration. 
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Figure 1.3: Genomic and non-genomic pathways of GCs actions (Groeneweg et al., 
2011).  Elevated GCs could bind to GRs in the cell nucleus and affect gene expression directly 
by binding to GREs located on DNA binding sites, or indirectly by interacting with transcription 
factors, inducing a genomic action; and GCs could also bind to receptors in the cytoplasm or 
located on the cell membranes, affecting signal transduction by inhibiting cAMP activities, which 
could further inhibit the transcription processes and affect targeted gene expression. 

1.4.1.4. Cellular functions of genomic and non-genomic actions of GCs 

As the genomic actions of GCs could mediate altered gene expression through interaction with 
transcription factors, such as AP1, NF-κB and STAT5, altered transcription of several genes after 
activation of GRs was detected in hippocampal neurons. For instance, in a serial analysis of 
gene expression study, several genes were detected that responded to corticosterone in 
hippocampus with changes in expression, including calcium-binding proteins, NCAMs and 
neurofilaments, which were suggested to play a critical role in synaptic plasticity, memory 
consolidation and cellular metabolism (Morsink et al., 2006; Sandi, 2004). In addition, the long-
term administration of GCs through genomic actions was suggested to inhibit synaptic 
transmission and suppress long-term potentiationl (LTP) in hippocampus (Pavlides et al., 1993; 
Pavlides and McEwen, 1999). Similarly, long-term genomic effects of GCs by chronic stress 
suppressed LTP (Pavlides et al., 2002)   

In contrast, GCs were also reported to influence the neural transmission through non-genomic 
actions. For example, increased synaptic AMPA receptor GluR2 subunits, were observed after 
exposure to corticosterone for 3h, leading to increased amplitude of glutamate transmission, and 
enhanced synaptic signal transmission in hippocampus (Martin et al., 2009). Similar elevated 
expression of both NMDA and AMPA receptors was found on the neuronal surface after 
activation of non-genomic GRs by acute stress induction, resulting in enhanced LTP (Yuen et al., 
2009; Whitehead et al., 2013).  However, suppressed LTP was reported after both genomic and 
non-genomic rapid actions of GCs with both chronic and long-term exposure (Pavlides et al., 
2002).   

1.4.1.5. Other mechanisms of GCs 

Furthermore, GCs were also demonstrated to decrease mRNA stability within hours through 
genomic and non-genomic actions, with reduction of target mRNA half-life. For example, the 
mRNA stability of interleukin 8 (IL-8) and chemokine ligand 7 (CCL7) were reduced by GCs (Cho 
et al., 2015; Park et al., 2016). The activated GRs induced the expression of tristetraprolin (TTP) 
which is a protein that binds to adenylate/uridylate (ARE)-rich (AU-rich) elements in mRNA 3’ 
untranslated regions (UT) (Frevel et al.2003; Shi et al 2014). These elements are located on the 
3’ UTR of most mRNAs and are vital for mRNA stability and translation (Chen et al., 1995). Apart 
from affecting mRNA stability by inducing TTP, GRs can also bind directly to a GR binding site 
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on targeted mRNA in the presence of ligand. GR bound to the 5’UTR of targeted mRNA recruits 
upstream frameshift 1 (UPF1) and decapping enzyme 1A (DCP1A), and also interacts with 
proline-rich nuclear receptor coregulatory protein2 (PNRC2). This in turn leads to mRNA 
degradation by a process known as GR-mediated mRNA decay (GMD).   

In conclusion, external stressful environmental factors could lead to endogenous elevated levels 
of GCs, activating both GRs and MRs. As MRs had higher affinity than GRs, they maintain 
activation by basal levels of GCs. GRs are the major receptor responding to elevated levels of 
GCs during stress, though both short-term non-genomic actions, with activated GRs located on 
the plasma membrane, and long-term genomic actions with activated GRs located in cell nucleus 
binding to GREs in targeted genes, or interaction with transcription factors. The genomic or non-
genomic actions of GCs showed various effects on several cellular processes in the CNS, 
including synaptic transmission and LTP.  Additionally, reduced mRNA stability and mRNA half-
life could also be caused by elevated levels of GCs, which represents a new mechanism 
reported for GCs.   

1.4.2. Effect of stress on the formation of PNNs  

Stressful environmental experience is a critical risk factor in the underlying aetiology of 
schizophrenia, and the expression and formation of PNN were demonstrated to be abnormal in 
schizophrenia patients, thus the combination of external stress and disrupted PNNs might be 
related to the underlying aetiology of schizophrenia. Additionally, it has also been illustrated that 
PNNs expression and formation could be altered by external stressors which in turn affect the 
function of PNN, such as, synaptic plasticity, regulating axonal growth and neural transmission 
(Table 1.9).   

1.4.2.1. Effect of stress on general PNN expression and formation 

PNN expression has been investigated with exposure to stressful environments (Table 1.9). For 
example, mice exposed to postnatal stressful environments, such as maternal separation, social 
isolation or social defeat were reported to show lower PNN density or staining intensity in PFC, 
hippocampus and basal lateral amygdala, compared to the mice with no stress exposure 
(Gildawie et al., 2020; Gildawie et al., 2021; Ueno et al., 2017; Klimczak et al., 2021). 
Conversely, increased PNN number or intensity has also been suggested in various mouse brain 
regions after exposure to stressful situations. Increased PNN intensity was found in basal lateral 
amygdala and PFC after exposure to maternal separation, however, the increased intensity was 
accompanied by decreased density of PNN in PFC but not basal lateral amygdala (Gildawie et 
al., 2021). Similar upregulation of PNNs density or intensity was also observed in hippocampus 
after maternal separation or social defeat (Murthy et al., 2019; Riga et al., 2017).   

In addition to stressful environment exposure, other methodologies of stress induction have also 
been used to investigate alterations of PNN expression. For instance, random or chronic restraint 
stress, including dark or bright light exposure, resulted in either increased or decreased density 
of PNNs in PFC and reduced density of PNN in hippocampus (Yu et al., 2020; Pesarico et al., 
2019).  Additionally, in adolescent rats with chronic stress exposure, increased PNN density was 
detected after 7 days of stress induction, but decreased density after 35 days of stress induction 
(Folha et al., 2017). Altered expression of PNN was also found in subjects experiencing prenatal 
stress. Mice with maternal restraint stress presented with decreased density of WFA-labelled 
PNN in medial PFC at P21 (Wang et al., 2018).    
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Limited studies investigated the expression of PNNs with stress hormones or in disease models 
linked to elevated stress hormones, such as depression. The density of PNN labelled with WFA 
surrounding Pv neurons in hippocampus increased in a depression mouse model involving 
elevated corticosterone administration (Coutens et al., 2023). Therefore, it could be concluded 
that PNN expression, including density and intensity, can be altered in mice with stress 
exposure, although with both increases or decreases reported (Table 1.9). The different results 
could be associated with the age of mice exposed to stressful environments, or the duration of 
the restraint stress (which varied from 3 to 8 hours per day and lasted for 4 to 30 days).   

1.4.2.2. Effect of stress on PNN components 

As the general expression of PNNs is altered by stress, and PNNs consist of several components 
including CSPGs, tenascins, hyaluronan synthesis and link proteins, the effect of stress could 
also be observed in the component's expression (Table 1.9).   

 In a study with a social defeat, persistent stress paradigm, rats showed generally lower CSPG-
coated Pv neuron density in hippocampal CA1 region 3 days after social defeat exposure in 
hippocampus, but density was increased 60 days post-stress exposure (Koskinen et al., 2020). 
Upregulated Acan-labelled PNNs were reported in mouse anterior cingulate cortex after early life 
stress (Catale et al., 2022). In mice with prenatal maternal restraint stress exposure, Acan-
labelled PNNs were significantly reduced in medial PFC compared to mice with no maternal 
stress exposure (Wang et al., 2018). Similarly, after exposure to chronic stress in adulthood, 
Acan protein levels were decreased in rat prelimbic areas (Yu et al., 2020). Moreover, rats 
experiencing prenatal maternal stress showed increased protein expression of Bcan, Ncan and 
TnR in hippocampus (Dimatelis et al., 2013). Moreover, a reduction of Ncan mRNA expression 
and disrupted Ncan immunostaining, with a granular staining pattern, was found in prelimbic 
cortex in mice after chronic unpredictable stress, including cold temperature, water deprivation, 
forced cold water swim and food restriction (Yu et al., 2022). Conversely, upregulated 
Ptprz1 staining intensity and protein expression was detected in Nodes of Ranvier in rat PFC 
after chronic unpredicted stress exposure (with no change in Vcan, Bcan, Ncan or Hapln2), and 
in post-mortem PFC from people with depression (with no change in VCAN, NCAN or HAPLN2, 
but with decreased BCAN) (Miguel-Hidalgo et al., 2023).   

Although growing evidence reported altered expression of general CSPG components after 
exposure to stressful experiences, limited studies reported alterations in the CNS with stress 
mediator administration. The expression of Acan and Ncan (with no effect on Vcan, Bcan or 
Ptprz1) was suggested to be affected by stress exposure with downregulated mRNA and protein 
levels in CNS (Strokotova et al., 2023). Additionally, the gene expression of Bcan was also 
suggested to be reduced in hippocampus in mice exposed to elevated corticotropin-releasing 
factor levels (Peeters et al., 2004); on the contrary, upregulated expression of Bcan was 
observed in mice with corticosterone administration, exhibiting increased Bcan protein levels 
compared to the mice with no corticosterone exposure (Alaiyed et al., 2020). In addition to the 
alterations of Acan and Bcan, Ncan and Vcan showed decreased mRNA expression and 
synthesis in astrocytes of dorsal ganglion and cells in skeleton muscles with GCs exposure (Liu 
et al., 2008; McRae et al., 2017).    

Unlike the alterations of CSPGs expression, not too many studies addressed hyaluronan 
components with stress induction in the CNS, such as hyaluronan synthase or the link proteins. 
Nevertheless, the study investigating the expression of Hapln2 in the Nodes of Ranvier in the 
white matter of PFC after exposure to chronic unpredictable stress in rats and in human 
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depression, found no alterations with regards to the staining pattern and protein levels (Miguel-
Hidalgo et al., 2023).    

1.4.2.3. Effect of stress on Pv-expressing neurons 
Consistent studies reported the protective function of PNNs on Pv-expressing interneurons from 
being disrupted by external stress (Table 1.9). Pv-expressing interneurons are affected by similar 
kinds of stress exposure, such as a stressful environment, maternal separation or deprivation, 
social isolation and restraint stress. Maternal separation or deprivation in the early life experience 
decreased Pv-expressing neurons density in medial PFC and infralimbic cortex in adulthood 
(Giladawei et al., 2020). Reduction of Pv-immunostaining intensity was also demonstrated in 
amygdala and ventral hippocampus accompanied by a decreased number of Pv-expressing 
interneurons in the same region (Murthy et al., 2019). Similarly, decreased density and staining 
intensity of Pv-expressing interneurons were also reported in cingulate cortex and ventral 
hippocampus of young mice (P21) after social isolation compared with the mice without isolation 
(Uneo et al., 2017; Deng et al., 2019). Moreover, in primates with chronic psychosocial stress 
(daily psychosocial conflict), a decreased total number of Pv-expressing interneurons was 
reported in some hippocampal regions, including dentate gyrus, CA1 and CA2 (Czeh et al., 
2005). Consistent with the PNN reductions in animals with maternal stress, a reduced number of 
Pv-expressing interneurons was detected in medial PFC in offspring accompanied with reduced 
density of surrounding PNNs (Wang et al., 2018). A similar reduction, in offspring, the density of 
Pv-expressing interneurons was present in hippocampus and somatosensory cortex in mice with 
maternal restraint stress (Uchida et al., 2014), indicating a suppressive effect of prenatal stress 
on the total number of Pv-expressing neurons.   

Apart from exposure to stressful social environments, induction of chronic restraint stress also 
resulted in altered Pv neuron expression in mice brains. For example, chronic restraint stress 
combined with foot shock in adolescent mice led to a decreased number of Pv-expressing 
interneurons in ventral hippocampus; however, the same stress induction in adult mice resulted 
in unchanged density of Pv-expressing neurons (Gomes et al., 2019). Conversely, chronic 
restraint stress in adult rats increased the number Pv-expressing neurons in medial PFC 
(Pesarico et al., 2019). However, other studies showed different results that no alterations of the 
number and the immunoreactivity intensity of Pv-expressing neurons were observed in 
hippocampus and PFC of mice and rats with chronic restraint stress (Nowak et al., 2010; 
Zadrozna et al., 2011).   

Another study reported that chronic (21 days) stress in rats reduced the number of Pv-expressing 
neurons was reduced in all hippocampal neurons (Hu et al., 2010).    

Therefore, exposure to external stressful environments or prenatal stress or chronic restraint 
stress were suggested to have an impact on the PNN intensity and density, but with both 
increases and decreases reported in various brain regions (Table 1.10). Similar effect of stress 
was also observed on some PNN components, and on PNNs covering Pv-expressing 
interneurons, with altered mRNA or protein levels and immunoreactivity patterns (Table 1.10), but 
again the direction of effect was controversial, and some studies also found no alterations of the 
density of PNNs and Pv-expressing neurons in animals with stress exposure. The alterations of 
the density and staining intensity of Pv-expressing neurons lack clarity. The inconsistent impact 
of stress on the expression of Pv expression might reflect the different animal strains and 
duration of stress induction employed in those studies, for example, the studies used Sprague–
Dawley rats or Wistar rats with restraint stress lasted for 10 days or chronic stress lasted for 16 
days. The study using the shorter stress induction period resulted in increased Pv expression 
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(Pesarico et al., 2019), while the studies that employed longer stress induction showed 
decreased Pv expression (Hu et al., 2010; Gomes et al., 2019; Shepard et al. 2016).  

1.4.2.4. Effect of stress on GAD/Gad 
As noted in section 1.4.3, abnormal GAD expression is detected in schizophrenia. As stressful 
environmental factors increase the risk of schizophrenia, experiencing stressful events might also 
be a factor influencing the expression of GAD components (Table 1.9), especially GAD67 which 
is more prominently involved in schizophrenia.    

Altered Gad67 expression is reported in rodent studies. For instance, increased mRNA levels of 
Gad67 in prelimbic and infralimbic areas and decreased in paraventricular nucleus in 
hypothalamus are reported in mice after chronic restraint stress (Makinson et al., 2015). 
However, the protein expression of Gad65 was not altered in PFC and hippocampus of rats after 
chronic unpredictable stress, while reduced Gad67 protein levels were detected (Banasr et al., 
2017).  Moreover, a reduced number of Gad67-expressing neurons was reported in mice after 
chronic restraint stress in medial PFC, however, the mRNA levels were not altered (Gilabert-
Juan et al., 2013), whereas in another study, the protein levels of Gad65 and Gad67 remained 
unchanged after restraint stress induction (Lussier et al., 2013).    

In addition to the chronic exposure to stressful environments or situations, abnormalities of Gad 
expression were detected with direct administration of corticosterone or other stress related 
substrates. In rat hippocampus and amygdala, reduced protein levels of Gad65 were observed in 
hippocampus, while reduced protein levels of Gad67 were detected in amygdala, with 
corticosterone administration (Lussier et al., 2013). Furthermore, in cortical cultured neurons, 
treatment with corticosterone (100nM – 10mM) or dexamethasone resulted in decreased 
immunoreactivity for Gad67 (Banasr et al., 2017).    

Thus, in general a reduction of Gad65 and Gad67 expression, including immunoreactivity and 
protein, and mRNA levels, was reported in various brain regions in animals exposed to restraint 
stress or with administration of stress-related mediators (Table 1.9); and similar decreased 
expression of Gad67 was also observed in primary cultured neurons.    
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Components   Expression after stress exposure  Citation  

General PNNs  ↓ or ↑ density and intensity  Gildawie et al. (2020); Gildawie et 
al. (2021); Ueno et al. (2017); 
Klimczak et al. (2021); Murthy et al. 
(2019); Riga et al. (2017); Yu et al. 
(2020); Pesarico et al. (2019) 

Acan  ↓ or ↑ WFA labelling, 
↓ mRNA and protein levels  

Catale et al. (2022); Yu et al. 
(2020); Strokotova et al. (2023); Liu 
et al. (2008); McRae et al. (2017) 

Bcan  ↑ protein levels,  
↓ mRNA levels  

Dimatelis et al. (2013); Strokotova 
et al. (2023); Peeters et al. (2004); 
Liu et al. (2008); McRae et al. 
(2017) 

Ncan  ↑ mRNA levels 
↓ Ncan labelling  

Dimatelis et al. (2013); Yu et al. 
(2022); Strokotova et al. (2023); Liu 
et al. (2008); McRae et al. (2017) 

Vcan   — Liu et al. (2008); McRae et al. 
(2017) 

Phcan / Ptprz1  ↑ Miguel-Hidalgo et al. (2023); 
Strokotova et al. (2023); Liu et al. 
(2008); McRae et al. (2017) 

Has1  N/A   
Has2  N/A   
Has3  N/A   
Haplns   — Miguel-Hidalgo et al. (2023) 
TnR  ↑ protein levels  Dimatelis et al. (2013) 
Pv-expressing 
neurons  

↓ or ↑ or — Giladawei et al. (2020); Uneo et al. 
(2017); Deng et al. (2019); Murthy 
et al. (2019); Czeh et al. (2005); 
Uchida et al. (2014); Gomes et al. 
(2019); Pesarico et al. (2019); 
Nowak et al. (2010); Zadozna et al. 
(2011); Hu et al. (2010). 

Gad67/65  ↓ or — in mRNA levels and protein 
levels, 
↓ labelling  

Makinson et al. (2015); Banasr et 
al. (2017); Gilabert-Juan et al. 
(2013); Lussier et al. (2013). 

Table 1.9: summary of dysfunctional PNN and Pv-expressing neurons after exposure to stress  

 

1.4.3. Stress affected PNNs in relation to schizophrenia 

It is possible that abnormalities of PNNs and PV neurons affected by stress are related to risk of 
schizophrenia. As noted in previous sections, the expression and functions of PNNs were found 
to be abnormal in schizophrenia patients, and exposure to environmental stress was suggested 
as a risk factor for schizophrenia. However, whether the abnormalities of PNNs or Pv-expressing 
neurons in schizophrenia patients resulted from stress exposure or elevated stress mediators 
remains to be clarified.    

The impaired PNN and Pv-expressing neurons induced by external stressors in rodents are also 
accompanied by schizophrenia-like behaviours. Upregulation of PNN density or intensity were 
observed in hippocampus after maternal separation, and accompanied with increased anxiety-
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like behaviours (Murthy er al., 2019). Similarly, schizophrenia-like behaviours were observed in 
stress-induced juvenile mice, presenting with increased locomotor activities and abnormalities of 
social behaviours, and decreased fluorescence intensity of WFA PNN around Pv neurons (Ueno 
et al., 2018). This suggests a potential relationship between abnormal expression of PNNs or Pv-
expressing interneurons and schizophrenia-like behaviours. Another study conducted by Gomes, 
Zhu and Grace (2019) evaluated the influence of stress exposure on adolescent and adult mice, 
demonstrating that there was Pv loss in ventral hippocampus area in stressed adolescent mice, 
which could lead to ventral hippocampus hyperactivity.   

Likewise, reductions of Pv-expressing interneurons were found in mouse ventral hippocampus 
regions after 2 months social isolation The isolated mice exhibited cognitive impairments, with 
deficits in emotional cognition and social memory (Deng et al., 2019). The duration of stress 
exposure was suggested to relate to the alteration of Pv-expressing neurons, in that a relatively 
short time of restraint stress exposure for 7 days, resulted in an increased number of Pv-
expressing neurons, while relative long-term stress exposure for 35 days resulted in a decreased 
number of Pv-expressing cells, with reduced density of surrounding PNNs. The stress-exposed 
mice also presented with impaired working memory (Folha et al., 2017).    

In addition, adolescence is a critical period for maturation of GABAergic transmission and PV 
interneurons (Caballero, Diah and Tseng, 2013). Pv neurons are highly vulnerable to stressors in 
critical period, and PNNs which protect Pv neurons from being damaged by stress are not 
mature during this period (Lensjo et al., 2017). Therefore, environmental stressors could have an 
impact on developing PNNs and Pv neurons, which lead to deficits of neurodevelopment and 
development of psychiatric disorders such as, schizophrenia.   

Moreover, oxidative stress-induced Pv-expressing interneuron deficits were also observed in 
some schizophrenia mouse models. For instance, a metanalysis showed that mice with 
schizophrenia-related gene mutations, such as 22q11.2, 1q21 and 15q13.3 deletions, showed 
reduced density of Pv-expressing interneurons, with fewer surrounding PNNs, in PFC with 
oxidative stress exposure (Steullet et al., 2017). A similar reduction was also detected after 
oxidative stress induction in mice lacking individual genes associated with schizophrenia, 
including serine racemase (SRR) and GRIN2A, which were found to express fewer Pv-
expressing interneurons and reduced density of WFA-labelled PNNs, indicating a relationship 
between reduced Pv expression and the risk of schizophrenia (Steullet et al., 2017). Rodents 
with deficient glutathione (GSH) synthesis and Glutamate-Cysteine Ligase Modifier (GCLM) also 
showed a decreased number of Pv-expressing interneurons with decreased density of WFA-
labelled enwrapping PNNs, compared to wild type mice, with oxidative stress exposure (Steullet 
et al., 2017). Furthermore, rats with MAM prenatal administration, which show elevated 
dopaminergic function, were also suggested as a schizophrenia model, and showed a decreased 
number of Pv-expressing interneurons and WFA-labelled PNNs in ACC after oxidative stress 
induction (Steullet et al., 2017).    

Therefore, these reports suggested that lower levels or expression of PNNs and Pv neurons 
resulting from genetic mutation or cellular stress or exposure were found in schizophrenia 
models. However, it is not clear whether the abnormalities of PNNs and their specific 
components, and of Pv neurons, when influenced by maternal, or early-life stressors, are related 
to the onset of schizophrenia.   
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1.5. Aims and rationale of the study 
It could be concluded from the current studies that the expression of PNN, and PNN-covered Pv 
expressing neurons, play a critical role in several cellular or neural processes which are altered 
in schizophrenia. This in turn could suggest a role of PNN and PNN-covered Pv-expressing 
interneurons in the neurobiology of schizophrenia (reviewed in Berretta et al., 2012). Stress was 
also demonstrated to alter the properties of PNN; and early-life or prenatal exposure to 
environmental stress is a factor increasing the risk of schizophrenia development. Thus, these 
lines of evidence raise the possibility that the abnormal expression of PNN or Pv-expressing 
neurons resulting from early-life or prenatal stress is related to the risk of schizophrenia. 
However, limited studies investigated the effect of stress on particular PNN components. The 
pathways of stress affecting PNNs components or Pv-containing neurons expression and 
whether the altered expression relates to schizophrenia remained to be clarified. As noted in 
section 1.5, elevated GCs level is released after exposure to external stress, indicating that an 
increased release of GCs in the neural developing period could be a reflection of experiencing 
early-life stress.    

As stress or environmental stress factors could affect PNN expression and increase the risk of 
schizophrenia, and reduced PNN/Pv expression are observed in schizophrenia, so we could 
potentially hypothesise that the stress-induced PNN alteration might be associated with the 
pathology of schizophrenia. And with external stress experience, elevated stress-hormones will 
be secreted from adrenal cortex, specifically GCs, affect the CNS by binding to related receptors. 
Different underlying mechanisms were reported as regards to GCs, including long-term genomic 
actions by binding to GRs in cell nucleus and rapid non-genomic actions by binding to GRs in 
cytoplasm, or to other receptors located on cell membranes.  

However, previous studies mostly investigated the overall effect of stress on PNNs expression, 
and mainly morphological expression, but how stress affects PNN expression is still unclarified. 
For example, as PNN structure is stabilized by its components, so whether stress could 
specifically affect expression of different components, not only at the morphological level, but 
also at molecular levels, needs to be further investigated; and as stress could modulate 
expression through different pathways, the specific mechanisms that allow stress to affect PNN 
and Pv expression are still remained unclear.  

Previous section (1.5) mentioned that prior studies showed inconsistent results as regards to the 
effect on the intensity of PNN labelling, and most of them used in vivo animal experiments and 
induced environmental stressors, including maternal separation, social isolation or restraint 
stress, foot shock or food starvation, and they used animals at various stages of development 
followed by several behavioural experiments. Thus, animals might develop resilience to the 
stress, and PNN expression might be changed by the behaviours tests. So, this might be the 
reason that the research showed different effects of stress on PNNs. 

Therefore, our current research decided to investigate the direct effect of stress on the 
expression, and used the cultured cortical neurons, and treated neurons directly with elevated 
GC levels, to model the direct impact of stress on neurons. 

Furthermore, although previous studies illustrated the reduction of PNN or Pv expression in 
schizophrenia and disrupted PNN and Pv in WT animals also showed schizophrenia-like 
phenotypes, whether reduced expression of PNN in schizophrenia is related to stress or the 
environmental stress factors, or whether there are any relationship between external stress-
induced PNN/Pv alterations and schizophrenia is not clear. 
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The current study intended to investigate how stress (acting directly via elevated GC levels) 
affects PNNs and the components (including molecular and morphological expression), and 
whether stress-induced PNN and Pv alterations are associated with schizophrenia. By 
investigating this topic, the underlying mechanisms and actions of stress, specifically, elevated 
GC on PNN and Pv expression will be determined, which may also be fundamental to finding the 
potential underlying pathology of schizophrenia. 

The general hypothesis of the study is that the elevated GCs level could alter the expression of 
PNNs components and Pv-expression neurons in the CNS; and the levels of PNN components, 
Pv-expressing neurons and Gad components could be abnormal in schizophrenia mouse 
models.   

The specific aims of the study are as follows:   

a. to investigate the effect of GCs on PNN components and Pv-expressing interneurons   

b. to investigate the specific pathways through which GCs affect PNN components and Pv-
expressing interneurons   

c. to investigate the alterations of PNN components and Pv-expressing interneurons in mouse 
models relevant to schizophrenia 

The aims a and b are addressed from Chapter 3 to 7, illustrating the effect and specific actions of 
GCs on PNN components; and aim c is addressed in Chapter 8 and 9, illustrating the alterations 
of PNN components after MIA and its potential relationship to schizophrenia. 
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Chapter 2 
Materials and methods 

2.1  In vitro experiments 
 

2.1.1 Primary neuronal culture 

The cortical brain tissues from C57Bl/6J mouse embryos (E17) were prepared for primary 
neuronal culture. The whole foetal brain was extracted, the meninges were removed, the 
cerebral cortical tissues were dissected and washed with ice-cold Hanks Balanced Salt Solution 
(HBSS) (ThermoFisher, 14175053). The tissues (usually from 5-8 embryos) were then 
transferred into 3ml 0.67% trypsin/EDTA (Gibco, 25300-054) and incubated at 37 ° C for 10 
minutes. Following this, 3ml Dulbecco’s modified Eagle’s medium (DMEM) (Gibco, 21885025) 
with 10% HI (horse serum) (ThermoFisher, 26050088), 1% Penicillin Streptomycin (Sigma-
Aldrich P0781), 1% Glutamax (ThermoFisher, 350500-038) was added to inactivate the trypsin, 
and the tissues were centrifuged at 4 ° C at 1500rpm for 5 minutes, then the supernatant was 
discarded. 8ml DMEM was then added, and the mixture was transferred into 30ml clean 
neurobasal medium (Gibco, 21103049) with 10% B27 supplement (Gibco, 17504044), 1% 
Glutamax and 1% Penicillin Streptomycin. Then the cell suspension was seeded onto 12 well 
plates precoated overnight with 4 μg/ml poly-D-lysine (SIgma-Aldrich, P6407-5MG) and 6 μg/ml 
laminin (1ml/well) (ThermoFisher, 23017015). Following this, clean neurobasal (0.5 ml/ well) and 
DMEM (1ml/well) were added to each well. The plates were incubated at 37 degrees in a tissue 
culture incubator (5% CO2). After 24 hours, 50% of medium was replaced by clean neurobasal 
(pre-added with 10% B27 supplement, 1% Glutamine and 1% Penicillin Streptomycin); this 
procedure was repeated after 48 hours and then the medium was replaced by neurobasal 
medium/B27/Glutamax every 4 days in the culture duration. All procedure need to be performed 
in the fume hood. 

2.1.2 Drug administration in primary cultured cells 

After 7, 14, or 21 days in vitro (DIV), the cells were treated with low dose (20nM as final 
concentration), high dose (100nM as final concentration) hydrocortisone acetate (HCA) 
(20μl/well) (Sigma-Aldrich 50-03-3) or the same volume of nuclease free water (20μ/well) 
(Qiagen 129117) as a vehicle group.  

HCA is a GC, showing the same activity mechanisms as GCs, and the concentration of HCA will 
be elevated after experiencing external stressors (Rafestin-Oblin et al., 1986), therefore, HCA is 
an appropriate GC that could be used in the current study to model the secretion of the stress 
hormones in both humans and animals after stress exposure. The doses of HCA were 
dependent on previous studies that the receptors that involved in the non-genomic actions of 
GCs had higher affinity for elevated GC (could bind to the elevated GC with a minimum 
concentration at 3nM and maximum at 50nM) (Rafestin-Oblin et al., 1986; Joels, et al., 2013; 
Chatterjee et al., 2014); while receptors involved in genomic actions located in cell nucleus had 
lower affinity to elevated GCs and could bind to higher concentration of GCs (with minimum 
concentration at 100nM) (Joels, et al., 2013; Lenka et al., 2015; Chatterjee et al., 2014). 

Mifepristone (20nM as final concentration) (Cayman Chemical company 10006317) was also 
treated to cultured cells along with HCA treatment at 7, 14 and 21 DIV, respectively. Mifepristone 
is a GR antagonist, which binds to GRs with inhibition of the GRs activities and blockage of the 
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recruitment of coactivators, thus could lead to the inactivation of GRs (Rijssen, et al., 2019). 
Mifepristone has higher affinity to GRs, which could bind to the GRs with a minimum 
concentration at 0.2nM (Rafestin-Oblin et al., 1986), the current study used 20nM, which was at 
an adequate level to inhibiting GR activation and the concentration was also in line with previous 
research (Boggaram et al., 1991; Dhawan et al., 2007). The cells were treated for 4 hours or 24 
hours, respectively, to detect the involvement of GRs in genomic or non-genomic actions of 
GCs.  

Treatment of HCA and mifepristone was used to detect the involvement GRs of GCs, but in 
addition to GRs, GCs could also bind to other receptors, such as GPCRs and MRs (as noted in 
section 1.5), thus it is worth to further investigate whether these receptors are also involved in the 
GCs actions.  

Collagen3 (75nM as final concentration) (Cell Guidance Systems M20S), a ligand of GC-bound 
GPCRs, was applied to the cell culture to detect the involvement of GPCR in the rapid non-
genomic actions of GCs; the current study used 50nM of collagen3, which is at an adequate level 
to bind to GC-bound GPCR. Although a few research suggested the minimum concentration of 
collagen3 to bind to GC-bound GPCR, the concentration used in the current study was based on 
the previous research, using 50-100nM of collagen3 to bind GC-bound GPCRs (Zhu et al., 2019; 
Olanine, et al., 2018). 

Aldosterone (100nM as final concentration) (Sigma-Aldrich A9477), a selective agonist of MRs, 
or fluticasone (50nM final concentration, as a comparative group for aldosterone treatment) 
(Sigma-Aldrich F9428), a selective agonist for GRs, are the drugs that were used to treat the 
cells to detect the further involvement of MRs and confirm the involvement of GRs following the 
initial HCA with mifepristone experiments.  

Aldosterone is a mineralocorticoid that belongs to a class of corticosteroids and has similar 
effects as GCs, which was also shown to be secreted from adrenal glands after external stress 
exposure (Taves, et al., 2011), but with high affinity to bind to MRs but not GRs. The minimum 
concentration of aldosterone that could bind to MRs is at 0.3nM, and previous research generally 
used 100nM (Kino, et al., 2010; Lenka et al., 2017), so the current study chose to use 100nM 
being consistent with previous studies.  

Fluticasone is a synthetic GC which has much higher affinity to GRs compared to MRs, with a 
minimum 0.2nM concentration to bind to GRs. It is generally used at a concentration 10 to 50nM 
to produce an efficient effect in previous studies (Ray et al., 1997; Milara et al., 2016); so the 
current study chose to use 50nM of fluticasone to produce a sufficient effect on GRs activation. 

Following the detection of specific receptors involved in GCs action, another pathway of GCs 
was considered, which is GCs-mediated mRNA decay (GMD). Thus, to investigate the mRNA 
decay after GCs exposure, cells were treated with Actinomycin D (Act D) (5μg/ml) (Sigma-
Aldrich, A4262-2MG) at 1.5h, 2h, 3h, and 4h, respectively to inhibit the mRNA synthesis after 
HCA treatment. Act D is widely used to prevent the transcription processes of RNA in various 
mRNA stability and mRNA decay assays. The most common concentration of Act D used in 
previous study was 5μg/ml, which suggested a proper concentration to use in the current study 
(Smoak et al., 2006; Muazzen et al., 2024; Shi et al., 2014). 
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2.2  In vivo experiments 
 

2.2.1 Mouse model   
The mice used to model schizophrenia symptoms were obtained from Jackson Laboratory 
expressing a hemizygous mutation equivalent to the 16p11.2 duplication and were maintained 
congenic on a C57BL/J background (Horev et al., 2011). The mice were housed at University of 
Strathclyde, with a 12h light-dark cycle at the 18°C -23°C room temperature. 

12 16p11.2 duplication female mice were bred on an inbred C57BL/6J background and timed-
mated with wild-type mice to generate wild-type and 16p11.2 duplication hemizygous offspring. 
The female mice were injected with saline, Poly IC (20mg/kg) (InvivoGen, tirl-picw) or 
Resiquimod (2mg/kg) (Tocris, 4536) between 9:00 am and 11:00 am at day 12.5 of pregnancy. 
The animals were weighed before injection and one day after injection. The mice conditions were 
assessed and monitored to make sure that there was not any sickness symptoms or abnormal 
behaviours. When pups from these colonies (genotyped by PCR) reached the adulthood, aged 8-
10 weeks, they were used in the experiments. The study is reported in accordance with ARRIVE 
guidelines (https://arriveguidelines.org) and the updated ARRIVE guidelines (Percie du Sert et 
al, 2020). The animal study was performed according to home office (UK) regulations and were 
approved by the University of Glasgow Animal Welfare Ethical Review Board and the University 
of Strathclyde Animal Welfare Ethical Review Board. 

2.2.2 Drug administration in mouse model 
As one of the aims of the study is to detect the association between the stress-induced PNN 
alterations and schizophrenia with schizophrenia mouse model, the current study used Poly I:C 
and resiquimod to model the MIA condition, a kind of prenatal stress factors related to 
schizophrenia (the reason to use MIA induction was presented in Chapter 9 and Chapter 10, 
Section 10.1.3).  

Poly I:C is a synthetic double-strand (ds) RNA virus mimetic, and can be recognised by Toll-like 
receptor 3 (TLR3). Although Poly I:C is a synthetic virus mimetic, it can induce an immune 
response and showed significant effect on several neurobiological systems, and is therefore 
considered as a critical drug to model MIA and was widely used to study the immune response in 
various psychiatric disorders (Meyer et al, 2014; Macêdo et al, 2012; Willis et al., 2021). The 
current study used 20mg/kg Poly I:C for the injection, which is a concentration that was 
commonly and widely used in the previous studies (Meyer et al, 2014; Macêdo et al, 2012; Willis 
et al., 2021; Kwon et al., 2023). 

Resiquimod is a single strand (ss) mRNA virus mimetic, and can be recognised by TLR 7/8. 
Limited studies used resiquimod to model the MIA effect. However, increased risk of 
schizophrenia could be produced after prenatal infections with ss viruses, such as, rubella and 
influenza, as noted in Chapter 1, Section 1.3.2 (Babulas et al., 2006; Buka et al., 2001; Seckl, 
2001). The current study used 2mg/kg resiquimoid for the injection to model MIA, the 
determination of the concentration was also based on previous research that consistently used 
2mg/kg as a final concentration for MIA injection (Kwon et al., 2023; Willis et al., 2021). 

Therefore, the current study aims to investigate the effect of MIA on PNNs and its relationship to 
schizophrenia, thus, to include the MIA effect with the combination of schizophrenia genetic risk, 
the current study used both ds and ss virus mimetics. 

 

https://arriveguidelines.org/
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2.3  Quantitative Polymerase Chain Reaction (qPCR) 
 

2.3.1 messenger RNA (mRNA) extraction from cultured neurons or mice 
brains 

Total mRNA was then isolated from the cultured cells or dissected mouse brains using RNeasy 
mini kits (Qiagen 74106). Before the mRNA isolation, Buffer RLT (Qiagen, 79216) was prepared 
in the fume hood with 10µl of β-mercaptoethanol (Sigma-Aldrich, M3148) per 1ml of Buffer RLT.  

In the primary neuronal culture, the medium was removed from the wells completely and the cells 
were washed with ice-cold phosphate buffered saline (2ml/well for 12 well plates) for a few 
seconds. PBS was removed and 200ul RLT buffer was added to each well to lyse the cells. 
Following this, the cells were dislodged by rubbing the surface of each well with pipette tips and 
the contents were then transferred into 1,5ml tubes. The lysates in the tubes were homogenised 
using syringes and needles. Lysate was passed through a 20-gauge needle attached to a sterile 
plastic syringe 5-10 times. Then 200ul 70% ethanol was added to the lysed cells.  

With the brain samples, tissue was dissected and pre-weighed from mice and placed in pre-
labelled tubes. For each 20/30mg brain tissue, 600ul RLT buffer with β-mercaptoethanol was 
added. Subsequently, the tissues in RLT buffer were ground with tissue grinding pestles (Bio 
echo 050 004 100). The ground samples were centrifuged for 3 minutes at room temperature at 
maximum speed of 13,400 rpm.  the supernatant was transferred to a fresh tube and centrifuged 
again for 3 minutes at room temperature at maximum speed of 13,400 rpm. The supernatant was 
the transferred into a fresh tube containing 1 volume of 70% ethanol and mix by inverting.  

The mixture from cultured cells or brain tissues was then transferred to an RNA spin column 
(Qiagen, 74104). The column with the mixture of cells, lysis buffer and 70% ethanol was 
centrifuged for 15 seconds at 10,000 rpm, the flowthrough was discarded. The column 
membrane was washed with 350 µl RW1 buffer (Qiagen, 1053394). DNase I stock solution was 
prepared with 10 µl DNase I (Qiagen, 79254) and 70 µl RDD buffer (Qiagen, 79254) for each 
RNeasy column, and was added on a column membrane to inhibit DNases. The column was left 
at room temperature for 15 minutes. After 3 times washes with 500 µl RPE buffer (Qiagen, 
1053394), the column was dried for 1 minute and centrifuged at 10,000 rpm at room 
temperature. 50 µl RNase free water (Qiagen, 129112) was added to each column membrane to 
elute RNA. The extracted mRNA was collected using RNase-free consumable tubes and the 
mRNA samples need to be stored at -20°C for future use. The RNA quality and concentration 
were confirmed using spectrophotometry (Thermo Fisher Scientific) before cDNA synthesis. The 
mRNA with high quality with high purification and less contamination was considered for use in 
the further cDNA synthesis (determined by 260/280 and 260/230 ratios, if the value of the 
260/280 ratio was higher than 1.8, which means the mRNA was at high purification level; if the 
value of 260/230 ratio was higher than 1.8, which means the mRNA sample was not 
contaminated, then the samples were decided to use in the further studies). During the nanodrop 
procedure, the mRNA samples need to be kept on ice. 

2.3.2 Complementary DNA (cDNA) synthesis 

First strand cDNA was synthesized from mRNA using high capacity RNA-to-cDNA kit with 10µl 
RT Buffer (Applied Biosystems, 4387406) and 1 µl enzyme (Applied Biosystems, 4387406) in a 
final volume of 20 μL with appropriate volumes of Nuclease free water (NFW), and mRNA 
samples based on the results of RNA spectrophotometry. The sample loading procedure needed 
to be performed in an RNase-free surface in a fume hood. The components and samples were 
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added in RNase-free consumable tubes, and during the sample loading processes, the mRNA 
samples used in the experiment need to be kept on ice. 

The reaction was incubated at 44 ° C for 1 hour and then inactivated at 92 ° C. 80 µl Nuclease 
free water was finally added to dilute cDNA. The product was aliquoted and stored at -20 ° C for 
future use. The cDNA quality and concentration were also confirmed using spectrophotometry 
before qPCR method.   

The specific volume of buffer and enzymes for cDNA extraction and the extraction condition were 
listed under the following tables (Table 2.1 and Table 2.2).  

Component  Component volume per reaction (µl)  
+RT  -RT  

2X RT buffer  10  10  
20X Enzyme 

mix  1  -  

RNA Sample  
9 (change according to cDNA 

concentration)  9  

NFW  Quantity sufficient to make 20µl  

Quantity 
sufficient to 
make 20µl  

Total per 
reaction  20µl  20µl  

Table2.1: cDNA synthesis buffer 

Temperature  Duration (mins)  
37° C  60  
95°C  5  
4°C  hold  

Table2.2: cDNA synthesis conditions  

2.3.3 Quantitative polymerase chain reaction (qPCR) 

Master mix for qPCR was prepared with 10 µl SYBR Green master mix (Agilent, 60082), 0.6 µl 
forward primers, 0.6 µl reverse primers, 0.3 µl dye (diluted 1:50 with nuclease water) (Sigma-
Aldrich, 60082) and 7.5 µl NFW for one well in a 96 well qPCR plate. The volumes of master mix, 
primers and cDNA binding dye are listed below (Table 2.3). The sample loading procedure 
needed to be conducted in a RNase-free surface in a fume hood and the samples needed to be 
kept on ice. 

Master Mix   Per Well (µl)  
SYBR   10  
Forward Primer   0.6  

Reverse Primer   0.6  

NFW   7.5  
Dye    0.3  
total   19  

Table 2.3: specific volume of master mix, primers, NFW and dye in 96 well plates.  
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The primers targeted CSPGs (Acan, Bcan, Ncan and Vcan), HAS (Has1, Has2 and Has3), 
Hapln4, TnR, Pvalb, Gad1 and Gad2 (Table 2.4). The primer used in the current study based on 
previous lab experience, including the primer sequences, and concentrations needed to add in 
each qPCR reaction, was based on the previous studies and experience in our lab (Willis et al., 
2020; Willis et al., 2022). Regarding the reference gene, generally, genes used as references for 
qPCR are related to basic cell functions that are expressed constantly in different conditions, 
called “housekeeping genes” (Feritas et al., 2019). Gapdh was thought to be one of the most 
common reference genes, which could be used to normalise gene expression data as an 
endogenous reference in the analysis of qPCR assay (Edwards and Denhardt 1985; Winer et al. 
1999). Many previous studies in the group have shown that Gapdh expression is stable across 
many diverse models of schizophrenia neurobiology. Therefore, in the present study, Gapdh was 
selected as the reference gene. However, in terms of collagen3 treated samples, expression of 
Gapdh was observed to change with the treatment, so instead of Gapdh, TATA-binding protein 
(Tbp) was chosen as a reference gene.      

Target 
gene  

Forward primer sequences (5’-
3’)  

Reverse primer sequences (5’-
3’)  

Supplier  

Acan  GTTGCAGACATTGACGAGTGC  AGTCCACCCCTCCTCACATT  Merck  
Bcan   GATTCCGGGGTCTATCGCTG  ACGACCCCTTTGACCTTGAC  Merck  

Ncan   AGTATGGGGGCCGGATCTGT  TGGTGTCCTGTGTGTCCTGAT  Merck  
Vcan   ACCTTCCAACTATCCGGTGC  GGTATGCAGATGGGTTCATG  Merck  

 Ptprz1  TGCCGCCTGGATAAACCTCTC  CGGTGAAGTTGGGAAGCTGA  Merck  
Has1   TGTGTCCTGCATCAGTGGTC  TTGGTGAGGTGCCTGTCATC  Merck  
Has2   GCCATGTGGTTTCACAAGCA  TGAGACCCACTAGCTGGACA  Merck  
Has3   GCTTCTTTGTGTGGCGTAGC  AGTCCACTGAGTTGCCAAGG  Merck  

Hapln4   TCTGGAAGGGGTGGTCTTCC  AAAATGCCATCCTGTTCGGC  Sigma-
Aldrich  

TnR  GGATATGCGGGATGGACAGG  GAGTCTCCTGCAGTGCCATT  Merck  
Pvalb  CAAGCAGTCAGCGCCACTTA  GCGCAAAAGTCCTGTGTGTT  Merck  
Gad1  TTTGGAGCTGTCTGACCACC  AAATCGAGGGTGACCTGTGC  Sigma-

Aldrich  
Gad2   TCCTCTCTTGGCTGTAGCTGA  AGAGTTGGCCCTCTCTACTCC  Sigma-

Aldrich  
Gapdh  AATGTGTCCGTCGTGGATCT  AGACAACCTGGTCCTCAGTG  Merck  
Tbp   TGCTGTTGGTGATTGTTGGT  AACTGGCTTGTGTGGGAAAG  Sigma-

Aldrich  
   Table 2.4 Primer sequences used for qPCR  

cDNA samples were used as templates for qPCR. Reactions were performed, in triplicate, in an 
ABI Prism Sequence Detection System 7000 Software, with 20μl volume in each well containing 
1 µl cDNA and 19 µl master mix, with cycling conditions of 1 cycle 50 degree for 2 minutes, 1 
cycle 95 degree for 2 minutes, 40 cycles for 30 seconds at 95 ° C and 10 seconds at 60 ° C, 
followed by a melt curve. The cycle times and temperature were listed in the following Table 2.5.  
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Stage   Temperature   
Time 

(mins)  Cycle   
Stage 1:  50°C  2 minutes  1 cycle  
Stage 2:  95°C  2 minutes  1 cycle  

Stage 3:  95°C  
10 

seconds  40 
cycles  

60°C  
30 

seconds  
Table 2.5: qPCR reaction cycle times and temperatures  

2.3.4 Primer efficiency tests 
The extracted cDNA samples from mouse cortex were diluted in dH2O in a series dilution of 1/5, 
1/25, 1/125 and 1/625. The Ct values of undiluted sample and diluted samples were detected by 
qPCR with targeted primers. The undiluted and diluted samples used for efficiency test were 
presented in Table 2.6.  

Tube   Sample   Volume of sample  Added dH2O  
A  undiluted stock cDNA  10µl  0µl  
B  1/5  5µl (from tube A)  5µl  
C  1/25  5µl (from tube B)  5µl  
D  1/125  5µl (from tube C)  5µl  
E  1/625  5µl (from tube D)  5µl  

Table 2.6: dilution volumes of samples used in efficiency test.  

Following the qPCR, a standard curve of the targeted primers was created with the log value of 
the dilution quantity and the Ct value of each sample. The slope and R squared values of the 
standard curve between the log values and the Ct values were calculated by Graphpad Prism 9. 
The efficiency of the primer was calculated with the slope value with the following equation: 
efficiency (%) = (10^(-1/The Slope Value)-1)*10. As it was difficult to get 100% primer efficiency 
for all of the primers, an efficiency of between 90% and 110% was defined as the desired range. 
Some primer pairs had been tested for amplification efficiency in previous studies in the 
laboratory. All the efficiencies of the new primers used in this study were presented in Chapter 3.  

2.3.5 Data analysis for qPCR 
The commonly used method to analyse data from qPCR is 2^-∆∆Ct method, which is a 
convenient way to analyse the changes in gene expression of the target gene relative to a 
reference gene (Livak & Schmitten, 2001). Generally, 2^-∆∆Ct values presented the fold changes 
in gene expression which is normalised to a reference gene. Ct values were provided from the 
results of qPCR assay, where ∆Ct = Ct (target gene) – Ct (housekeeping gene) and ∆∆Ct = ∆Ct 
(sample) – ∆Ct (control average).   

2.4  Protein analysis 
 

2.4.1 Protein extraction from primary neuronal culture 
Proteins were extracted from primary neuronal cultures in 12-well plates at 7 and 14 DIV. The 
plates with neuronal cultures were placed on ice and the medium was removed from the wells. 
1mL ice-cold PBS (PH7.4) was added to each well for about 1 minute to wash the cells. After 
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removing PBS from wells, 60μl RIPA buffer (made up with 50mM Tris-HCL, 150mM NaCl, 1% 
Triton 100, 0.15 SDS, 0.5% sodium deoxycholate and 50mL dH2O) with 1% protease inhibitor 
cocktail (Sigma P-8340) and 1% Sodium orthovanadate was added to the wells for 3 minutes. 
The wells were then scraped with pipette tips, the contents were transferred to 1.5mL Eppendorf 
tubes and centrifuged for 10 minutes at 4°C, 13,000 rpm. Supernatants were collected and were 
stored at 20°C for further use, and the protein concentration was measured using a Bradford 
Protein Assay (Bradford, 1976). The buffer used in protein extraction were listed in Table 2.7  

Solutions and material  Chemical components  
RIPA buffer (pH 7.4)  For 500ml RIPA buffer: 0.788g Tris-HCL (Sigma-Aldrich 

T3038), 4.38g Sodium Chloride (VWR, 27810.295), 
0.1461g EDTA anhydrous (Sigma-Aldrich, E8008), 0.5g 
Sodium Dodecyl Sulfate (Fisher Scientific, S/P530/53), 
0.5g Sodium Deoxycholic acid (Sigma Aldrich D-6750), 
2.5g Igepal CA-630 (Sigma Aldrich, I7771)  

Table 2.7: protein extraction buffer. 

2.4.2 Western blot 
 

2.4.2.1 Protein quantification 
Following the protein extraction from cultured cells, a Bradford protein assay was used to 
normalise the protein content of the protein samples. The normalisation of samples was achieved 
by comparing each protein sample concentration against a standard curve of known protein 
concentration provided by Bovine Serum Albumin (BSA) (Sigma-Aldrich, A9418-100G). BSA was 
dissolved in distilled H2O to obtain a concentration (mg/ml) range including 0, 0.25, 0.5, 1.0, 1.5 
and 2.0. Each protein sample was diluted 1/400 in distilled H2O. The diluted BSA standard and 
protein samples were mixed with Bio-Rad protein assay dye reagent (diluted 1:5 in distilled H2O) 
(Bio-Rad laboratories, UK).   

Each BSA standard and protein sample was pipetted in 2 wells in a 96 well plate. The 
absorbances of the BSA standard and protein sample were measured with an Opsys MR plate 
reader (Dynex Technologies, UK) using SkanIt software at a wavelength of 595nm. The average 
reading of the wells with BSA standard was plotted to a standard curve using a linear curve fit. 
An example of the standard curve and the absorbance reading calculation was showed in figure 
2.1.  

 
Figure 2.1: BSA curve fitting in a Bradford protein assay: an example of a Bradford standard 
curve used for quantifying the protein concentration. A linear regression is used to determine the 
line of best fit and calculate the absorbance of the unknown samples. 
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2.4.2.2 General method 
The protein samples (-1.5μg/μl) were prepared with 4x sample buffer (NuPAGE, Novex, NP0007) 
and reducing reagent (NuPAGE, Novex, NP0004). Protein samples were denatured at 80°C for 
10 minutes in a heating block. Protein samples were diluted in ddH2O to give roughly equal 
concentrations, and 25μl/lane were added to SDS-PAGE in 4%-12% Bis-Tris pre-cast gels 
(NuPAGE, Novex, NP0302BOX) and run at 200 volts for 1.5 hours in chilled running buffer.   

The gels were then apposed to Invitrogen PVDF membranes (Invitrogen, LC2002) in transfer 
buffer, and run at room temperature for 1 hour at 30 volts. After the transfer procedure, 
membranes were then washed twice (10 minutes for each time) in ddH2O and blocked in 0.5% 
Tween-Tris-buffered-saline (TTBS) with 3% dried milk powder (Marvel) for 30 minutes at room 
temperature with slow agitation. After the blocking, membranes were incubated with targeted 
primary antibodies (at appropriate concentration) (table 2-6) at 4°C overnight in 1% TTBS milk 
with slow agitation. The following morning, membranes were washed 3 times (10 minutes for 
each wash) in TBS containing 0.05% Tween 20 (Sigma-Aldrich, T7949) and incubated in 
horseradish peroxidase (HRP) -conjugated anti-mouse/anti-rabbit (depending on the primary 
antibody) secondary antibodies (anti-mouse concentration: 1:10,000; anti-rabbit concentration: 
1:6000 with 1% dried milk in TTBS) for 1.5-2 hours at room temperature. The antibodies that 
were used in western blots are listed in table2.8.   

Membranes were then washed once with TTBS and washed twice with Tris-buffered-saline 
(TBS) after incubation of secondary antibodies. The bound antibody could be detected by adding 
chemiluminescent HRP Substrate (Immobilon, Millipore, WBKLS0100) using equal quantities of 
luminol and peroxide solution. Finally, the membranes were placed into trays and and emitted 
signal captured using a PXI4 (Syngene) with varying exposure times depending on the 
antibodies used.  Solutions used in western blot were listed in Table 2.9. 

Antibody   Species   Dilution   Company/supplier   
Bcan   Mouse   1: 1000  Boehringer  
Has1  Rabbit  1: 1000  Invitrogen  
Has2   Mouse  1: 5000  Genetex  
Has3  Rabbit   1: 1000  Genetex  

Hapln4   Rabbit   1: 1000  St John's Laboratory  
TnR   Rabbit   1: 1000  Genetex  

Gad65/67  Rabbit   1:10000  Sigma-Aldrich  
Gapdh-HRP conjugated  Rabbit  1:10000  Genetex  
Anti-Mouse IgG HRP   Goat  1:10000  Cell Signaling  
Anti-Rabbit IgG HRP   Goat  1:6000  Cell Signaling  

Table2.8 table of antibodies used in western blot experiments. 

Solutions and material  Chemical components  
20x Running buffer 
pH7.7  

For 500ml running buffer: 104.63g MOPS (Sigma, M8899), 10g 
Sodium Dodecyl Sulfate, 60.57g Tris-Base (Fisher Scientific BP152-
1), 2.92g EDTA Anhydrous (Sigma-Aldrich, E8008). 

20x Transfer buffer pH 
7.2  

For 500ml transfer buffer: 40.79g Bicine (Apollo Scientific, BIB1151), 
52.31g Bis-Tris (Apollo Scientific, BI3932), 2.92g EDTA Anhydrous 
(Sigma-Aldrich, E8008).  

10x Tris buffered saline 
(TBS)  

For 1L TBS: 24.228g Tris-Base, 80.063g Sodium Chloride (VWR, 
27810.295), 10mL Tween20 (Sigma-Aldrich, T7949). 

Blocking solution   1% dried skimmed milk powder (Marvel) diluted in TBS.  
Table 2.9: western blot solutions  
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2.4.2.3 Analysis  
The output images from the PXI4 were quantified using ImageJ (shown in Table 2.10). The 
selected image was converted into grayscales and, by using the rectangular selection tool from 
the tool bar, a large rectangular frame was drawn around each band in turn. Subsequently, a 
profile plot was created for each selected band area and a straight line was drawn at the base of 
each signal, the bottom area which was not included in the signal area was treated as 
background signal. Each targeted signal was selected by the wand tracing tool, the value of the 
signal was expressed as a percentage of the total signal of all the signals detected from the 
rectangular frame section. The targeted band intensity values were measured and normalised to 
the signal value of Gapdh (a reference antibody used to get a relative intensity). Normalised data 
were expressed as a percentage of vehicle mean.    

A  

  

B  

  

Table 2.10 analysis of western blots with image J. A: rectangular frames were drawn around 
the targeted bands. B: a profile plot was created for each band, a line was drawn at the base of 
the signal, the bottom area was background signal. The signal could be selected, and the value of 
the signal could be calculated.  

2.5  Proteasome assay 
After treatment with veh or HCA (20nM/100nM), the medium was removed and ice-cold 
extraction buffer was added to each well. The cells were scraped into an Eppendorf tube and 
were put on ice. Subsequently, the tubes were centrifuged at 13,000 rpm at 4oC for 10 minutes. 
The supernatants were transferred into another Eppendorf tube, and the cell samples stored at -
20°C for later use.  

The 20S proteasomal activity could be quantified by monitoring the accumulation of the 
fluorescent cleavage product 7-amino-4-methylcoumarin (AMC) (Enzo, 610-028-M010) from the 
synthetic proteasomal substrates Suc-Leu-Leu-Val-Tyr-AMC (Suc-LLVY-AMC) (Enzo, BML-
P802-0005), Boc-Leu-Ala-Ala-AMC (Boc-LAA-AMC) (BML-BW8515-0005) or Ac-Glu-Pro-Leu-
Asp-AMC (Ac-GPLD-AMC) (Cayman Chemical, 10008117), and MG132 (Enzo, ALX-092-M001) 
was used as a control treatment to inhibit proteasome activity. The unconjugated AMC was 
diluted to appropriate concentrations for a standard curve (0μM, 0.15μM, 0.31μM, 0.625μM, 
1.25μM, 2.5μM, 5μM and 10μM). The substrates were diluted to 400μM.   

A 96-well plate was used to load samples and unconjugated AMC, and the loading procedure 
was performed on ice. For each well, 80μl assay buffer, 10µl 400mM substrate, 10µl of sample 
supernatant and 10µl MG132 were added. The plate plan was showed in Figure 2.2.  

The release of the fluorescent proteolysis product was quantified in a Fluoroskan Ascent 
microplate fluorometer (Thermo Labsystems). The fluorescence of the released AMC was 
measured every 60s for 30 minutes using excitation wavelength - 340 nm and emission 
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wavelength - 450 nm. Solutions and materials used in proteasome assay were listed in Table 
2.11 

Standard curve Cell 
extracted 
with Suc-
LLVY  

Cells 
extracted with 
Boc-LAA  

Cells 
extracted 
with Ac-
GPLD  

Cells with 
MG132  

    

0 AMC 1.25μM AMC V1 V3 V1 V3 V1 V3 V1 + 
MG132 

V3 + 
MG132 

      

0 AMC 1.25μM AMC V1 V3 V1 V3 V1 V3 
  

      
0.15μM AMC 2.5μM AMC E1 E3 E1 E3 E1 E3 

  
      

0.15μM AMC 2.5μM AMC E1 E3 E1 E3 E1 E3 
  

      
0.31μM AMC 5μM AMC V2 V4 V2 V4 V2 V4 

  
      

0.31μM AMC 5μM AMC V2 V4 V2 V4 V2 V4 
  

      
0.625μM AMC 10μM AMC E2 E4 E2 E4 E2 E4 

  
      

0.625μM AMC 10μM AMC E2 E4 E2 E4 E2 E4 
  

      
                                   

Figure 2.2: a plate layout of proteasome assay. V1-V4: veh group samples. E1-E4: HCA 
treatment group samples.  

Solutions and 
material  

Chemical components  

Extraction buffer  For 50ml extraction buffer: 25mM HEPES (pH 7.6) (Sigma 
H7006), 0.5mM EDTA (Gibco, 25300-054). 

Assay buffer   For 50ml Assay buffer: 25mM HEPES (pH 7.6), 5.0mM MgCl2 
(Sigma Aldrich M1028-100ML), 5mM adenosine 5'-triphosphate 
(ATP) (Sigma Aldrich A2383). 

Table 2.11: proteasome assay solutions  

2.6  Brain slice experiments 
 

2.6.1 Slicing preparation and methods   
The brains were dissected and stored in 4% paraformaldehyde (PFA) at 4°C overnight and then 
cryoprotected with 30% sucrose solution (Fisher Scientific S/8606/60) at 4°C. On the day of use, 
the brains were sectioned with a SM2010R freezing microtome (Leica, UK) into 50μm thick 
sections and stored in cryoprotectant in 24-well plates. The brain sections were collected from 
the plates using a fine brush and placed in 1x PBS.   

2.7 Immunohistochemistry (IHC) 
 

2.7.1 IHC on primary neuronal culture 
The cells were cultured in 8-well chamber slides for IHC at 14 DIV and 21 DIV after HCA and 
HCA with or without mifepristone treatment for 4h and 24h. Following the drug treatment, the 
cells were fixed with 4% paraformaldehyde (PFA) at 4°C for 30 minutes. After the fixation, the 
cells were washed 3 times with PBS and then were stored in PBS at 4°C. On the day of use, 
cells were permeabilised and blocked with PBS (0.3 M NaCl)/0.25%Triton X-100/10% normal 
goat serum (NGS) for 1h at room temperature. Following the blocking step, cells were incubated 
in a humidified chamber with primary antibodies diluted in 0.3 M PBS/0.25%Triton X-100/3% 
NGS at 4°C overnight. To visualise PNNs, the cells were labelled with biotinylated Wisteria 
floribunda agglutinin (WFA, Vector Laboratories B-1355–2; 1:2000) lectin, which labelled PNNs 
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via preferential binding of glycans containing terminal N-acetylgalactosamine β1 residues on the 
chondroitin sulphate chains which were one of the components of PNNs. Following the primary 
antibody incubation, cells were washed three times with 0.3M PBS, each wash lasted for 5 
minutes. Cells were incubated in appropriate secondary antibodies diluted in 0.3M PBS/3% NGS 
for 1h in the dark. The WFA was detected with streptavidin-conjugated Rhodamine Red-X 
(Jackson ImmunoResearch 016-290-084 1:500). After incubation in the dark, cells were washed 
three times in 0.3M PBS and mounted with Vectashield mounting media (Vector Laboratories, H-
1200). Following the mounting step, the slides were finally covered with a coverslip.  

2.7.2 IHC on brain sections  
Staining was performed on glass slides. The brain sections were washed 2 times, 3 minutes for 
each time in PBS/Triton X-100 (PBS/TX-100), and were then blocked 15 minutes in 25µM 
Glycine. After the blocking, the sections were then washed 3 minutes for 2 times in PBS/TX-100. 
After the washes, the sections were blocked in 3% NGS in PBS for 1 hour at room temperature, 
followed by 2 x 3 minutes washed in PBS. The sections were then incubated in 3% NGS in PBS 
with lectin (WFA, 1:1000) overnight at 4°C. On the following day, the brain sections were washed 
3 x 3minutes in PBS and incubated in 1% NGS in PBS with biotinylated streptavidin 488: 1/200) 
in the dark for 2 hours at room temperature. After the incubation, the sections were washed 3 x 3 
minutes in PBS and the brain sections were dried overnight. The next day, the slides with brain 
sections were covered with glass coverslips with Vectashield.  

Solutions and materials used in IHC were listed in Table 2.12.  

Solutions and material  Chemical components  

4% paraformaldehyde 
(PFA)  

For 500ml 4% PFA: 20g of Paraformaldehyde (Fisher Scientific, 
P/0840/53), 300ml 0.2M phosphate buffer (PB), 200ml dH2O, and a 
few drops of 1M NaOH (Fluka, 72068)  

Cryoprotectant  250 ml of 0.1M PB (Sigma, D5773-50L), 150ml of ethylene glycol 
(Sigma Aldrich A3889), 100μg sodium azide (Sigma Aldrich S2002), 
150g of sucrose (Fisher Scientific S/8606/60), and finally bring the 
total volume up to 500 ml with 0.1M PB.  

Phosphate buffer saline 
(PBS)  

100ml 0.2M PB, 900ml dH2O, and adjust to pH7.4   

0.2M phosphate buffer 
(PB)  

Solution A: 18.72g NaH2PO4 (2H2O) (BDH 307164T) in 600ml H2O;  
Solution B: 42.45g NaH2PO4 (Riedel-de Haen, 04269) in 1500ml 
dH2O.   
Add 560ml solution A to 1440 ml solution B and adjust to pH7.4  

Table 2.12: IHC solutions. 

2.7.3 Cell quantification 
The overview of the images was scanned through a confocal microscope (ZEISS, LSM900) with 
a 10x objective for counting and 20x objective for exhibiting. All exhibited images were captured 
as a Z-stack (15µM in depth) using a Z step of 0.50µM, 20X objective lens, image size 
1024x1024 pixels. The images were taken using Zen blue 3.0 software and downloaded as a 
summed intensity zen-stack projection in the Zen black system.   

Image analysis and cell counting were performed using Image J. The cell number including 
WFA+, td tomato+ and WFA+/td tomato+ colocalization was counted manually. A step-by-step 
explanation of the image J counting method was provided in Table 2.13.  
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Step 1 defining cell types Step 2 counting cells by 
different labels 

Step 3 summarising cell 
numbers 

 

 
 

define cell identity code 
numbers: 
for example: 1 = td-tomato+; 2 
= td-tomato+/WFA+; 3 = 
WFA+. 

 

 
 

Select and count targeted cells 
after defining the cell types. 

 

 
 

By using the “show all points” 
tool, the total number of 
different cell types could be 
calculated. 

Table 2.13: steps involved in cell counting using image J. Three steps were highlighted 
which explain in general how the manually cell counting works using 3 different labels (1=td-
tomato+, 2=td-tomato+/WFA+, 3=WFA+).  

2.7.4 PNN measurement 
The overview of the images was scanned through a confocal microscope (ZEISS, LSM900) with 
a 10x objective for counting and 20x objective for exhibiting. All exhibited images were captured 
as a Z-stack (15µM in depth) using a Z step of 0.50µM, 20X objective lens, image size 
1024x1024 pixels. The images were taken using Zen blue 3.0 software and downloaded with a 
maximum projection size using the Zen black system.   

The length of dendrites covered by PNNs and the mean intensity intensity were measured using 
Image J. The specific steps of Image J measurement method were provided in Table 2.14.  

Step 1 set the scale  Step 2 convert image to 
black/white  

Step 3 measure neurite length  

 
 
Set the scale for the image 
based on the scale bar, using 
the “line” tool in the tool bar  

 
 
Convert image to 32 bit black 
and white version  

  

 
 
Use the “line” tool, measure the 
dendrite from start to the end, 
click measuring or tab ctrl+C+M 
to detect the mean intensity 
intensity (Mean) and length.  

Table 2.14: procedure of dendritic measurement using image J.  
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2.8  Statistical analysis 

The statistical analysis of the data was performed by Minitab Software (Minitab, USA) and IBM 
SPSS (version 29). 

The descriptive statistics were analysed to describe the essential features of the dataset, with the 
output of median, mean, standard error of the mean (SEM) and standard deviation (SD). 

The exclusion criteria for a data that could be treated as an outlier was set, when the value of the 
data was more than 2 times SD from the mean, the data was determined as an outlier and was 
decided to be removed. The specific removal of the outliers in each data set was further detailed 
in the following chapters.  

The normality of the data was then assessed with Kolmogorov-Smirnov Test. The normality was 
depend on the p value reported from the Kolmogorov-Smirnov Test, when p value is less than 
0.05, the data was not normally distributed, and when p value is more than 0.05, the data was 
treated as normally distributed. 

Based on the outcome of normality tests, the data showing a normal distribution were analysed 
using Minitab Software (Minitab, USA) with ANOVA followed by Tukey’s post-hoc tests; and non-
normally distributed data were analysed using IBM SPSS (version 29) with Kruskal-Wallis test 
followed by Dunn’s post-hoc tests. Statistical significance was accepted at p<0.05.   

For the normally distributed data, the related graphs were presented as bar graphs with mean ± 
SEM; in terms of data which were not normally distributed, the graphs were presented as box 
and whisker plots with median, interquartile range (IQR) and 95% confidence intervals (CI). 

2.9  Experimental consideration 
The experiments described in the current study were not performed in a blind condition. In a blind 
experimental condition, the experimenter is not aware of the specific treatment groups, which 
could eliminate the subjective biases or other related biases where the experimental results 
could be influenced by the experimenter’s own ideas. However, in the biochemical studies, such 
as, qPCR or western blot, the blinding condition was not as important as it would be in the 
behavioural or clinical trials, using animal or human participants. The results of the biochemical 
studies, or the results from different assays, were not easily influenced by subjective biases, and 
it was not easy for the experimenter alone to perform a total blind experimental condition during 
the sample collection and in different assay procedures. Thus, in some experiments, such as 
qPCR which were largely used in the current research, western blot, cell staining and 
proteasome assays, the experiments were not in a blind condition. 
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Chapter 3 
Altered mRNA expression of PNN components in GCs treated 
cortical neurons 
 

3.1  Introduction 
Perineuronal nets (PNNs) are a structure of extracellular matrix (ECM). Most fast-spiking 
GABAergic interneurons, especially parvalbumin (Pv)-expressing interneurons, are fully 
enveloped by PNNs after maturation (Kwok et al., 2011; Morawski et al., 2004). 

Emerging studies reported alterations caused by stress on PNN expression among different 
species. Several studies suggested that PNN formation and construction are disrupted by 
external stressors, with a reduction of staining intensity or density in various brain regions, such 
as hippocampus, PFC, or basolateral amygdala after exposure to chronic stress, in juvenile or 
adult rodents (Ueno et al., 2016; Santiago et al., 2018; Gomes et al, 2019).   

After stress induction, GCs are secreted from the cortex of adrenal glands (Rabin, et al., 1988). 
As key stress hormones, GCs were demonstrated to affect expression of various target genes, 
such as suppressing the expression of various inflammatory genes and attenuation of 
inflammation (Barnes and Adcock., 2009) by inhibiting the activity of inflammatory transcription 
factors; and downregulating the expression of cartilage extracellular matrix-degrading matrix 
metalloproteinases (MMPs) 1, 13, and 16 (Pemmari et al., 2020).   

In addition to inhibitory effect of GCs on inflammatory genes and extracellular MMP expression, 
studies also reported different effects of GCs on PNN expression. Increased aggregation of 
PNNs and Bcan mRNA levels was reported after the administration of one of the stress related 
hormones, corticosterone (Alaiyed et al., 2020). With the administration of GCs, downregulation 
of PNNs covering PV-expressing interneurons was observed in mice hippocampus and PFC 
(Uchida et al.,2014); and Has2 expression was also suggested to decrease dramatically after 
dexamethasone injection (Pemmari et al., 2020). A similar inhibition effect was also shown in 
PNNs in cultured cells with methylprednisolone, a synthetic GC, with reduced CSPG expression 
reported in astrocytes at 14 to 18 DIV (Liu et al., 2008).    

There is limited research reporting the modulatory effect of specific drugs on specific PNN 
components expression, for example, BDNF stimulation was demonstrated to upregulate the 
mRNA levels and protein expression of Bcan, Vcan, Ncan and a GABAergic interneuron related 
molecule, Gad1 (Willis et al., 2020). Several previous studies have investigated the stress or 
GCs induction effects on general PNN expression, and most of the studies focused on the 
expression in rodent brains. Whether GCs affect specific PNNs components in cultured cells 
remained less clear.  

Hydrocortisone acetate (HCA) is one of the GC, which binds to GRs, albeit with lower affinity 
compared to other corticosterone receptors, such as, MRs (Sayers et al, 2024). Therefore, the 
current study aimed to investigate the effect of one of the GCs, HCA, on PNN components in 
cortical cultured cells.  As PNNs surround mainly Pv-expressing GABAergic interneurons 
(Cabungcal et al., 2013; Morishita et al., 2015), GABA related components, including glutamate 
decarboxylase (Gad) and Pv-expressing components, were also related to the stress-affected 
PNNs. Therefore, the mRNA alterations of Pv, Gad1 and Gad2 after HCA exposure were also 
measured in the current study.   
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3.2  Study aim 
The current study aimed to investigate whether there are alterations in the expression of PNN 
components after exposure to GCs in the neuronal developing period. The specific research 
objectives in this chapter were:   

    a. to investigate the effect of HCA (GC) on the expression of PNN components, including 
mRNA expression and protein expression. This to include a short time point (4h) potentially too 
rapid for canonical (genomic) GC effects, as well as a more conventional time point (24h), and a 
low concentration (20nM) potentially too low for canonical (genomic) GC effects, as well as a 
more conventional concentration (100nM).  

   b. to investigate whether the alterations of expression were reversed by mifepristone (Mif, 
RU486) (antagonist of GC receptors) to determine possible pathways of how HCA affect PNNs 
components.   

3.3  Methods 
To investigate the effect of GCs on PNNs components and PNN covered GABAergic neruons 
(Pv, Gad) in vitro, one of the GCs, HCA, were treated into developing cultured cells at 7 DIV, 14 
DIV and 21 DIV with 2 different concentrations (20nM and 100nM) and with 2 different exposure 
time points (4h and 24h). The vehicle group were treated with nuclease-free water. To examine 
whether the altered expression was reversed by mifepristone, 20nM mifepristone were treated to 
cultured cells prior 30 minutes before HCA treatment. The specific reason for deciding to use the 
specific concentration of the drugs was presented in Chapter2, section 2.1.2. 

The mRNA samples were extracted from treated cultured neurons, and cDNA samples 
synthesised as performed in Chapter 2. The mRNA expression of PNNs components were 
measured by qPCR described in Chapter 2 with cDNA samples and targeted primers.    

Western blotting was performed as described in Chapter 2. For the mifepristone studies, the 
number of samples was too great to be run on a single gel. To normalise a common measure in 
every blot and enable comparison of results, integrated intensities of each protein signal were 
divided by the average of the vehicle groups, which showed a fold change of integrated intensity 
relative to vehicle group as plotted in each blot. Therefore, in the mifepristone and HCA cotreated 
western blot analysis, vehicle groups were also presented in the blots with mifepristone treated 
groups.   

3.4  Results  
 

3.4.1 Efficiency tests curves for targeted primers 
Before examining the mRNA expression of PNNs and GABA-related components, efficiency 
tests of the targeted primers were conducted to determine the quality of cDNA samples and 
targeted primers and avoid false calculation of fold changes of mRNA expression. The standard 
curve of targeted primers were analysed and the efficiency was calculated (Fig.3.1). Efficiency 
(%) of targeted primers ranged from 89.09% to 117.62%, which were approximately in the 
desired range (90% to 110%). Attempts were also made to detect Hapln1, Hapln2 and Hapln3, 
but they appeared to be below the threshold for reliable detection (Ct’s ~ 33 or higher)     
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Figure 3.1: efficiency curves of targeted primers: A-J efficiency curves of PNNs-related primers; 
K-M: efficiency curves of GABA-related primers  
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3.4.2 HCA treatment altered the mRNA expression of PNN components 
during neuronal development period 
 

3.4.2.1 Gapdh  

Initial experiments established that Gapdh expression did not appear to be systematically and 
significantly affected by any of the HCA treatments (Fig.3.2) 

No significant effects of HCA with or without mifepristone were reported on Gapdh expression 
(initial HCA experiment: 7 DIV: 4h: F(2, 44)=0.49, p=0.616, 24h: F(2, 44)=0.17, p=0.843; 14 DIV 
4h: F(2, 21)=0.98, p=0.393, 24h: F(2, 21)=0.47, p=0.630; 21 DIV 4h: F (2, 18)=0.10, p=0.909, 
24h: F (2, 19) =0.82, p=0.300; following HCA+Mif experiment: 7 DIV: 4h: F(2, 42)=2.00, p=0.148 
24h: F(2, 42)=2.94, p=0.112; 14 DIV 4h: F(2, 42)=0.89, p=0.420, 24h: F(2, 42)=1.41, p=0.257; 21 
DIV: 4h: F (2, 42)=0.03, p=0.974, 24h: F (2, 42) =0.32, p=0.726). 

In addition to the absence effect of HCA, mifepristone did not affect Gapdh expression either (7 
DIV: 4h: F(2, 42)=0.40, p=0.529 24h: F(2, 42)=2.26, p=0.116; 14 DIV 4h: F(2, 42)=0.25, p=0.623, 
24h: F(2, 42)=3.77, p=0.095; 21 DIV: 4h: F (2, 42)=0.87, p=0.355, 24h: F (2, 42) =0.04, p=0.837) 

No interactions of HCA*mifepristone were reported on the expression of Gapdh (7 DIV: 4h: F(2, 
42)=1.79, p=0.131 24h: F(2, 42)=1.09, p=0.347; 14 DIV 4h: F(2, 42)=2.98, p=0.062, 24h: F(2, 
42)=0.48, p=0.624; 21 DIV: 4h: F (2, 42)=0.09, p=0.910, 24h: F (2, 42) =0.33, p=0.723) 

The stability of Gapdh with external stimulation was consistent with previous studies in the 
laboratory (Willis et al., 2021).  
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Figure 3.2. mRNA levels of Gapdh after exposure to low dose (20nM) and high dose (100nM) 
HCA for 4h and 24h with or without mifepristone. The mRNA levels remained unchanged at 7, 14 
and 21 DIV with low dose (20nM) and high dose (100nM) HCA treatment for 4h and 24h A-F 
mRNA level of Gapdh without mifepristone treatment: (4h: 7 DIV: n=43 in total, veh=16, low 
dose=14, high dose=14; 14 DIV: n=20 in total, veh=6, low dose=8, high dose=7; 21 DIV: n=18 in 
total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=48 in total, veh=16, low dose=164, high 
dose=16; 14 DIV: n=22 in total, veh=8, low dose=7, high dose=7; 21 DIV: n=20 in total, veh=7, 
low dose=7, high dose=6). G-J: mRNA levels of Gapdh cotreated with mifepristone at 7, 14 and 
21 DIV (7 DIV 4h: n=45 in total, HCA: veh=8, low dose samples=8, high dose samples=7; 
HCA+Mif: veh=8, low dose samples=7, high dose samples=7, 24h: n=46 in total, HCA: veh=6, 
low dose samples=8, high dose samples=8; HCA+Mif: veh=8, low dose samples=8, high dose 
samples=8; 14 DIV: 4h: n=46 in total, HCA: veh=7, low dose samples=8, high dose samples=8; 
HCA+Mif: veh=7, low dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, 
low dose samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose 
samples=8; 21 DIV: 4h: n=45 in total, HCA: veh=7, low dose samples=8, high dose samples=8; 
HCA+Mif: veh=7, low dose samples=8, high dose samples=7; 24h: n=45 in total, HCA: veh=8, 
low dose samples=6, high dose samples=8; HCA+Mif: veh=8, low dose samples=7, high dose 
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samples=8). The dataset of Gapdh with HCA treatment at each timepoint was normally 
distributed as assessed with the Kolmogorov-Smirnov test, and no outliers were found. The data 
was analysed by ANOVA followed by Tukey’s post-hoc tests. The bar graphs show mean ± SEM. 

3.4.2.2 Acan 

There was a decreasing tendency of Acan mRNA expression at 7 DIV with 4h HCA treatment, 
but the results were not significant (7 DIV 4h: Kruskal–Wallis statistic=4.68, p= 0.096) (Fig.3.3 A), 
and Acan expression showed changes after 24h HCA treatment (7 DIV 24h: Kruskal–Wallis 
statistic=2.82, p= 0.244) (Fig.3.3 B). No significant effects were detected at 14 or 21 DIV with 
both 4h and 24h HCA treatment (14 DIV 4h: Kruskal–Wallis statistic=0.62, p= 0.734, 24h: 
Kruskal–Wallis statistic=3.27, p=0.195; 21 DIV: 4h: Kruskal–Wallis statistic=3.00, p=0.223, 24h: 
Kruskal–Wallis statistic=3.91, p=0.141) (Fig.3.3 C-F).  

Following detecting the effect of HCA alone, mifepristone was cotreated with HCA to detect 
potential mediation by GRs.  At 7 DIV, although no significant mRNA expression changes of 
Acan (Fig.3.3 A) were detected, there was a decreasing tendency shown. Therefore, it was still 
worth testing whether the effect of HCA could be observed with and without mifepristone. As a 
result, no significant effect of HCA was shown with 4h exposure (Kruskal–Wallis statistic=2.89, 
p=0.235) (Fig.3.3 G), although there was a hint of a suppression (p=0.069 veh without 
mifepristone vs 20nM HCA without mifepristone, post-hoc Dunn’s test). Mifepristone showed an 
overall tendency to increase Acan expression; however, the significance was at a borderline 
(Kruskal–Wallis statistic=3.75, p=0.053). The results suggested that there was some basal 
suppression of Acan expression by GCs, which limited the ability to detect further suppression 
with HCA application and showed a tendency to slightly increase with mifepristone exposure.   
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Figure 3.3: mRNA expression of Acan. A-F: Acan mRNA levels after 4h or 24h exposure to low 
dose HCA, high dose HCA at 7, 14 and 21 DIV, The mRNA expression tend to decrease at 7 DIV 
after 4h exposure, but no significant changes were observed at 14 and 21 DIV (4h: 7 DIV: n=43 
in total, veh=16, low dose=14, high dose=14; 14 DIV: n=20 in total, veh=6, low dose=8, high 
dose=7; 21 DIV: n=18 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=48 in total, 
veh=16, low dose=164, high dose=16; 14 DIV: n=22 in total, veh=8, low dose=7, high dose=7; 21 
DIV: n=20 in total, veh=7, low dose=7, high dose=6). G: Acan mRNA levels with mifepristone 
(20nM) exposure at 7 DIV with 4h HCA treatment (n=45 in total, Veh: veh=8, low dose 
samples=8, high dose samples=7; Mifepristone: veh=8, low dose samples=7, high dose 
samples=7).   The dataset of Acan with HCA treatment at each timepoint was generally not 
normally distributed based on Kolmogorov-Smirnov test results, and no outliers were found. The 
data were analysed by Kruskal-Wallis test followed by a Dunn’s post-hoc test. Boxes show 
median and interquartile range, with whiskers from minimum to maximum.  

3.4.2.3 Bcan 

No significant changes in Bcan gene expression were detected at 7 DIV (4h: F (2, 43) =2.80, 
p=0.072; 24h: F (2, 47) =0.85, p=0.436) (Fig.3.4 A B); the expression showed a tendency to 
decrease after 4h exposure to low dose and high dose HCA treatment at 14 DIV, although the 
post-hoc test did not reach a significant level (F (2, 19) =3.62, p=0.048; veh vs low dose: 
p=0.061, veh vs high dose p=0.084, Tukey’s post-hoc tests), and no alterations were found after 
24h HCA treatment (24h: F (2, 21) =0.53, p=0.596) (Fig.3.4 C D). Similarly, at 21 DIV, no 
significant effect of HCA was shown on the Bcan expression with 4h HCA treatment (F (2, 18) 
=1.06, p=0.704), but showed an increased effect at 24h after high dose HCA treatment, and a 
tendency to increase with low dose HCA treatment but it did not reach the statistical significance 
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level (F (2, 19) =5.07, p=0.018; veh vs low dose p=0.063, veh vs high dose p=0.020, Tukey’s 
post-hoc tests) (Fig.3.4 E F).  

In the following mifepristone experiment, at 14 DIV, no significant effect of HCA was found at 4h 
(F (2, 46) =1.19, p=0.316), and mifepristone did not affect the overall expression of Bcan either 
(F (2, 46)=0.29, p=0.592); although there was a significant interaction of HCA and mifepristone 
treatment at 4h, the post-hoc test did not show any significant differences between the mRNA 
levels in different treatment group with mifepristone compared to the mRNA levels in different 
treatment group without mifepristone (F (2, 46) =3.63, p=0.036, veh with mifepristone vs veh 
without mifepristone p=0.160, 20nM HCA with mifepristone vs 20nM HCA without mifepristone 
p=0.999, 100nM HCA with mifepristone vs 100nM HCA without mifepristone p=0.851, Tukey’s 
post-hoc tests) (Fig.3.4 G). There was a significant effect of HCA treatment on Bcan mRNA 
expression at 14 DIV after 24h (F (2, 46) =6.85, p=0.003), although there was a decreased 
tendency of Bcan showed after low dose HCA, but the post-hoc test suggested the decreasing 
tendency was not significant in both group with or without mifepristone (veh without mifepristone 
vs low dose HCA without mifepristone p=0.147, veh without mifepristone vs high dose HCA 
without mifepristone p=0.999; veh with mifepristone vs low dose HCA with mifepristone p=0.106, 
veh with mifepristone vs high dose HCA with mifepristone p=0.588, Tukey’s post-hoc tests) 
(Fig.3.4 H). In addition, no overall mifepristone effect was detected at 14 DIV with 24h treatment 
(F(2, 46)=0.97, p=0.329), and there was no significant interaction of mifepristone and HCA 
treatment (F(2, 46)=0.51, p=0.603). 

However, at 21 DIV, the expression of Bcan was not affected by HCA significantly at 4h (F(2, 
44)=0.59, p=0.560) (Fig.3.4 I). The effect of mifepristone was not significant either at 4h (F(1, 
44)=0.01, p=0.936), no interaction of mifepristone and HCA treatment was found at 4h (F(1, 
44)=1.24, P=3.000). Similarly, at 24h, no significant effect of HCA was reported (F(2, 44)=2.78, 
p=0.075) and there was no overall effect of mifepristone (F(1, 44)=1.58, p=0.217), the interaction 
of HCA and mifepristone was not reported to reach the significant level (F(1, 44)=0.78, p=0.466) 
(Fig.3.4 J). These complex effects suggested a rapid non-GR-mediated suppression of Bcan 
expression by HCA, although the suppression effect was not replicated in the following 
mifepristone experiment. The reason could be attributed to the variability between cell cultures 
and different biological samples.  

Although several Bcan mRNA alterations were observed at 14 DIV, the protein expression of 
Bcan (155kDa) remained unchanged after 4h HCA exposure ( F(2, 26)=1.5, p=0.227), but the 
145kDa band of Bcan was not clearly expressed (Fig.3.4 K). With mifepristone cotreatment, no 
significant changes were observed on Bcan (155kDa/145kDa) protein levels with 4h HCA 
exposure (155kDa: F(2, 47)=0.97, p=0.389; 145kDa: F(2, 47)=2.64, p=0.083 ), and no overall 
mifepristone effect was shown (155kDa: F(1, 47)=1.54, p=0.221; 145kDa: F(1, 47)=0.21, 
p=0.652), the significant interaction of HCA and mifepristone was not detected (155kDa: F(2, 
47)=0.27, p=0.765; 145kDa: F(2, 47)=0.38, p=0.686) (Fig.3.4 L). Similarly, after 24h, no effect of 
HCA was significantly reported in terms of the Bcan protein levels (155kDa: F(2, 47)=0.77, 
p=0.469; 145kDa: F(2, 47)=1.10 p=0.342). Moreover, there were no overall effects of 
mifepristone (155kDa: F(1, 47)=0.00, p=0.963; 145kDa: 24h: F(1, 47)=0.23, p=0.631) and no 
significant interactions of HCA and mifepristone was detected (155kDa: F(2, 47)=0.28, p=0.759; 
145kDa: F(2, 47)=1.73, p=0.190) (Fig.3.4 M).  In the western blot, we used Gapdh as a reference 
gene, which was quite stable with external drug treatment, such as HCA; but in the current study, 
some Gapdh protein signals showed slight differences, this differences might be attributed to the 
different expression of Gapdh protein signals with different drug treatment, or the sample loading 
error in western blot procedure, which will be further discussed in the discussion section (Section 
3.5). 
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Figure 3.4: mRNA and protein expression of Bcan at 7, 14 and 21 DIV. A-F: mRNA expression 
of Bcan after 4h and 24h exposure to low dose (20nM) and high dose (100nM) at 7, 14 and 21 
DIV (4h: 7 DIV: n=43 in total, veh=16, low dose=14, high dose=14; 14 DIV: n=20 in total, veh=6, 
low dose=8, high dose=7; 21 DIV: n=18 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: 
n=48 in total, veh=16, low dose=164, high dose=16; 14 DIV: n=22 in total, veh=8, low dose=7, 
high dose=7; 21 DIV: n=20 in total, veh=7, low dose=7, high dose=6). G-J: mRNA levels of Bcan 
cotreated with mifepristone at 14 and 21 DIV (14 DIV: 4h: n=46 in total, HCA: veh=7, low dose 
samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose samples=8; 
24h: n=46 in total, HCA: veh=7, low dose samples=8, high dose samples=8; HCA+Mif: veh=7, 
low dose samples=8, high dose samples=8; 21 DIV: 4h: n=45 in total, HCA: veh=7, low dose 
samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose samples=7; 
24h: n=45 in total, HCA: veh=8, low dose samples=6, high dose samples=8; HCA+Mif: veh=8, 
low dose samples=7, high dose samples=8). K-M: Protein expression and related box plots with 
Bcan normalised mean intensity of the bands’ signals after HCA and mifepristone exposure at 14 
DIV with 4h and 24h exposure with or without mifepristone treatment (4h: HCA: n=27 in total, 
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veh=9, low dose=9, high dose=9; HCA+Mif: n=48 in total HCA: veh=8, low dose=8, high dose=8, 
Mif: veh=8, low dose=8, high dose=8; 24h: HCA: n=27 in total, veh=9, low dose=9, high dose=9; 
HCA+Mif: n=48 in total HCA: veh=8, low dose=8, high dose=8, Mif: veh=8, low dose=8, high 
dose=8). The normality of Bcan dataset was generally normally distributed as assessed with the 
Kolmogorov-Smirnov test, no outliers were detected. The data were analysed by ANOVA 
followed by Tukey’s post-hoc tests. The bar graphs show mean ± SEM. 

3.4.2.4 Ncan 

The mRNA expression of Ncan at 7 DIV was decreased by high dose HCA at 4h (F (2, 47) 
=4.24, p=0.021, veh vs high dose p=0.025 Tukey’s post-hoc tests) (Fig.3.5 A); but no effect were 
observed at 24h HCA treatment (F (2, 45) = 0.16, p=0.85) (Fig.3.5 B). There is a suggestion of 
increased Ncan expression 4h after HCA treatment at 14 DIV, although the variability was large 
and this effect did not reach statistical significance (F (2, 20) = 3.03, p=0.073; low dose HCA vs 
veh p=0.062, Tukey’s post-hoc test) (Fig.3.5 C). No significant changes in Ncan expression were 
detected 24h after treatment at 14 DIV (F (2, 22) =0.09, p=0.92) (Fig.3.5 D); or at either time 
point at 21 DIV (4h: F (2, 17) =1.50, p=0.26; 24h: F (2, 20) = 1.66, p=0.22) (Fig.3.5 E F).   

With co-exposure of mifepristone and HCA at 7 DIV, a significant effect of HCA on Ncan was 
detected after 4h (F(2,45)=7.66, p=0.002), and the Tukey’s post-hoc tests revealed that the 
mRNA expression decreased relative to vehicle treatment with low dose HCA treatment at 4h in 
the absence of mifepristone (veh without mifepristone vs low dose HCA without mifepristone 
p=0.008 Tukey’s post-hoc test) (Fig.3.5 G). This partially reproduced the earlier finding that high 
dose HCA could suppress the Ncan expression (Fig.3.5 A), but the expression decreased with 
the low dose HCA treatment was reported here. Moreover, no significant changes were observed 
with 4h HCA exposure in the presence of mifepristone (veh with mifepristone vs low dose HCA 
with mifepristone, p=0.869, veh with mifepristone vs high dose HCA with mifepristone, p=0.683, 
Tukey’s post-hoc tests). No overall mifepristone effect was reported in terms of the Ncan mRNA 
levels (F(2,45)=1,06, p=0.310) (Fig.3.5 G). However, the interaction of mifepristone and HCA 
treatment was significant after 4h (F(2, 45)=9.79, p<0.001), suggesting the level of low dose HCA 
treated Ncan without mifepristone increased after mifepristone presence (low dose HCA without 
mifepristone vs low dose HCA with mifepristone, p=0.002, Tukey’s post-hoc test), indicating the 
presence of mifepristone with GR inhibition could potentially affect the HCA effect on Ncan with 
4h HCA exposure. 

A similar reduction of Ncan expression was shown after both low dose and high dose HCA at 7 
DIV with 24h treatment in the absence of mifepristone (F(2, 45)=4.96, p=0.012, veh without 
mifepristone vs low dose HCA without mifepristone p=0.017, veh vs high dose HCA p=0.036, 
Tukey’s post-hoc tests) (Fig.3.5 H), which was not in line with the initial HCA results (Fig.3.5 B). 
and the reduction was also detected in the presence of mifepristone, with a reduction of mRNA 
levels but only after low dose HCA treatment (veh with mifepristone vs low dose HCA with 
mifepristone, p=0.023, Tukey’s post-hoc tests). Additionally, there was an overall effect of 
mifepristone (F(2, 45)=12.47, p=0.001), with the overall reduction of Ncan mRNA expression 
(Fig.3.5 H). But the interaction of HCA and mifepristone was not significant at 24h treatment (F(2, 
45)=2.20, p=0.124). The results indicated that suppressive effect of HCA on Ncan was not 
mediated by the activation of GRs; while after the mifepristone treatment, significant decrease of 
Ncan mRNA levels was reported, suggesting a basal slow-acting elevation of Ncan expression 
by GRs in culture medium.  

Although the current results on Ncan reported partially consistent rapid suppressive effects of 
HCA at 7 DIV, the initial HCA experiment suggested that high dose HCA decreased the Ncan 
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mRNA levels, and the following mifepristone experiment, it showed a suppressive effect by low 
dose HCA. This variability between these 2 experiments might be due to the variability between 
different biological samples in different culture sets, which might lead to the variations, such as 
variable concentration and purification of the neurons, and this might in turn lead to the different 
results. 
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Figure 3.5: mRNA expression of Ncan. A-F: mRNA expression of Ncan after 4h and 24h 
exposure to low dose (20nM) and high dose (100nM) HCA, at 7, 14 and 21 DIV (4h: 7 DIV: n=43 
in total, veh=16, low dose=14, high dose=14; 14 DIV: n=20 in total, veh=6, low dose=8, high 
dose=7; 21 DIV: n=18 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=48 in total, 
veh=16, low dose=164, high dose=16; 14 DIV: n=22 in total, veh=8, low dose=7, high dose=7; 21 
DIV: n=20 in total, veh=7, low dose=7, high dose=6). G-H: mRNA levels of Ncan after low dose 
(20nM) and high dose (100nM) HCA and cotreatment of mifepristone (20nM) at 7 DIV (4h: n=45 
in total, HCA: veh=8, low dose samples=8, high dose samples=7; HCA+Mif: veh=8, low dose 
samples=7, high dose samples=7; 24h: n=46 in total, HCA: veh=6, low dose samples=8, high 
dose samples=8; HCA+Mif: veh=8, low dose samples=8, high dose samples=8). The data for 
Ncan expression was normally distributed when tested with the Kolmogorov-Smirnov test. One 
outlier was removed in low dose HCA group in the mifepristone experiment at 7 DIV with 4h HCA 
exposure (Fig.3.5 G), as the value was more than 2 times SD from the mean (Mean=1.407, 
SD=1.814). The data were analysed by ANOVA followed by Tukey’s post-hoc tests. * p<0.05, *** 
p<0.001 HCA effect vs corresponding vehicle group, post-hoc Tukey’s test; ### p<0.001 overall 
effect of mifepristone vs vehicle group, ANOVA, Tukey’s post-hoc test. The bar graphs show 
mean ± SEM. 
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3.4.2.5 Vcan 

The mRNA expression of Vcan were not significant at 7 DIV (4h: F (2, 43) =1.02, p=0.370; 24h: F 
(2, 42) =0.42, p=0.66) (Fig.3.6 A B). Similarly, at 14 DIV, no significant HCA effect was reported 
with 4h treatment (F (2, 19) =0.66, p=0.531) (Fig.3.6 C); but the expression of Vcan decreased 
significantly after 24h treatment (F (2, 21) =5.12, p=0.017, veh vs low dose p=0.028, Tukey’s 
‘spost-hoc tests) (Fig.3.6 D). And no significant HCA effects were observed at 21 DIV (4h:  F (2, 
19) =3.00, p=0.085; 24h: F (2, 18) =0.11, p=0.894) after 4h and 24h HCA treatment (Fig.3.6 E F). 

Following the mifepristone exposure at 14 DIV, there was a significant effect of HCA treatment at 
4h (F(2, 46)=3.32, p=0.046), the post-hoc tests suggested that the expression of Vcan showed a 
decreased tendency with low dose HCA treatment, and was significantly decreased after high 
dose HCA treatment in the absence if mifepristone (veh without mifepristone vs low dose HCA 
without mifepristone p=0.069, veh without mifepristone vs high dose HCA without mifepristone 
p=0.007, Tukey’s post-hoc test), but the suppression effect did not appear in the presence of 
mifepristone (veh with mifepristone vs low dose HCA with mifepristone p=1.000, veh with 
mifepristone vs high dose HCA with mifepristone p=0.999, Tukey’s post-hoc test). The overall 
effect of mifepristone was not significant at 4h (F(2, 46)=2.37, p=0.131). However, the interaction 
of HCA and mifepristone was significant at 4h (F(2, 46)=4.63, p=0.016), suggesting a decreased 
expression in vehicle treated group with the presence of mifepristone (veh without mifepristone 
vs veh with mifepristone p=0.027 Tukey’s post-hoc test) (Fig.3.6 G). And the suppressive 
tendency was attenuated after mifepristone treatment, suggesting there was a potential effect of 
mifepristone on the expression of Vcan and could eliminate the significant effect of HCA. Hence, 
just as with the regulation of Bcan expression, GCs seem to exert a rapid non-GR-mediated 
suppression of Vcan mRNA levels by HCA, and a basal GR-mediated enhancement by GCs in 
the medium, which is rapidly blocked by mifepristone. 

At 24h, there was a significant effect of HCA treatment (F(2, 46)=3.92, p=0.028), however, the 
post-hoc test did not significantly reported the effect (veh without mifepristone vs low dose HCA 
without mifepristone p=0.898, veh without mifepristone vs high dose HCA without mifepristone 
p=0.742; veh with mifepristone vs low dose HCA with mifepristone p=0.887, veh with 
mifepristone vs high dose HCA with mifepristone p=0.120), which did not replicate the initial HCA 
effect with the same time point. The overall effect of mifepristone was not significant either (F(2, 
46)=0.01, p=0.943). However, the interaction of HCA and mifepristone was still not signifiant 
(F(2, 46)=0.43, p=0.653). The results suggested that Vcan expression was not affected by long 
exposure of HCA and inhibition of GRs by mifepristone did not change the overall Vcan 
expression. Like the results in Bcan and Ncan, the inconsistent results found between the initial 
HCA and following mifepristone experiment might be due to the reason that samples that used in 
these 2 experiments were not collected from the same biological sample, which will lead to the 
variations of the results in these 2 experiments, resulting in different results in these 2 
experiments. 
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Figure 3.6: mRNA expression of Vcan. A-F: mRNA expression of Vcan after 4h and 24h 
exposure to low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIVn (4h: 7 DIV: n=43 
in total, veh=16, low dose=14, high dose=14; 14 DIV: n=20 in total, veh=6, low dose=8, high 
dose=7; 21 DIV: n=18 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=48 in total, 
veh=16, low dose=164, high dose=16; 14 DIV: n=22 in total, veh=8, low dose=7, high dose=7; 21 
DIV: n=20 in total, veh=7, low dose=7, high dose=6). G-H: mRNA expression of Vcan at 14 DIV 
after 4h and 24h low dose (20nM) and high dose (100nM) HCA with mifepristone (20nM) 
treatment (4h: HCA: n=46 in total, veh=7, low dose samples=8, high dose samples=8; HCA+Mif: 
veh=7, low dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, low dose 
samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose 
samples=8). The data for Vcan were normally distributed as assessed with the Kolmogorov-
Smirnov test. No outliers were detected in this study. The data were analysed by ANOVA 
followed by Tukey’s post-hoc tests. *p<0.05 HCA effect vs corresponding vehicle group, Tukey’s 
post-hoc test; # p<0.05 overall effect of mifepristone vs group without mifepristone, ANOVA, 
Tukey’s post-hoc test. The bar graphs show mean ± SEM. 

3.4.2.6 Phcan/Ptprz1 

For Phcan/Ptprz1, another CSPG component, its mRNA expression was also examined after 4h 
and 24h HCA exposure with low and high doses at 7 DIV, 14 DIV and 21 DIV. However, the 
results proposed that there were no significant changes of Ptprz1 expression after HCA exposure 
(7 DIV: 4h: F (2, 22)=0.63 p=0.542, 24h: F (2, 22) =1.78, p=0.66; 14 DIV: 4h: F (2, 22)=1.21 
p=0.39, 24h: F (2, 18)=0.49 p=0.623; 21 DIV: 4h: F (2, 17)=0.68 p=0.219, 24h: F (2, 19)=0.55 
p=0.584) (Fig 3.7). As exposure of HCA alone did not lead to the changes of Ptprz1 mRNA 
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expression, GRs mediation was definitely not involved during the HCA exposure. Thus, 
mifepristone was not treated on Ptprz1 mRNA.  
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Figure 3.7: mRNA expression of phosphacan/Ptprz1. A-F: mRNA expression of 
phosphacan/Ptprz1 after 4h and 24h exposure to low dose and high dose HCA at 7, 14 and 21 
DIV (4h: 7 DIV: n=24 in total, veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low 
dose=8, high dose=8; 21 DIV: n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 
in total, veh=8, low dose=8, high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 
21 DIV: n=21 in total, veh=7, low dose=8, high dose=6). The data for Phcan/Ptprz1 was normally 
distributed as assessed with the Kolmogorov-Smirnov test, no outliers were detected in this 
study. The data were analysed by ANOVA followed by Tukey’s post-hoc tests. The bar graphs 
show mean ± SEM. 

3.4.2.7 Has1 

The changes of gene expression of Has1 were not detected significantly at 7 DIV (4h: F (2, 22) 
=2.02, P=0.161; 24h: F (2, 22) =2.71, p=0.360) (Fig.3.8 A B)  and 14 DIV (4h: F (2, 22) =0.07, 
p=0.933, 24h: F (2, 18) =1.75, p=0.223) (Fig.3.8 C D). However, the expression increased 
significantly after 4h treatment at 21 DIV with high dose HCA (F (2, 17) =6, p=0.012, veh vs high 
dose, p=0.009 Tukey’s post-hoc tests), but not 24h (F (2, 19) =0.65, p=0.536) (Fig.3.8 E F).  

In the following mifepristone study, although no significant alterations were found at 7 DIV in both 
4h and 24h treatment and 14 DIV with 24h treatment, there was a tendency towards decreased 
Has1 mRNA expression shown (Fig.3.8 A B D), it was still worth to further detect the HCA effect 
and GR involvement in the decreasing tendency. As a result, at 7 DIV, no significant effect of 
HCA was shown with 4h treatment (F (2, 45) =0.204 p=0.959) (Fig.3.8 G). There was an overall 
effect of mifepristone (F (1, 46) =6.75, p=0.014), indicating mifepristone significantly increased 
the overall expression of Has1. However, the interaction of mifepristone and HCA treatment was 
not significant (F (2, 45) =1.78, p=0.183). After 24h exposure to HCA and mifepristone, the 
mRNA levels of Has1 still remained unchanged (F (2, 45) =1.34, P=0.273), and no overall effect 
of mifepristone (F (1, 46) =1.29, p=0.263) and interactions of HCA and mifepristone (F (2, 45) 
=0.26, p=0.775) were found (Fig.3.8 H).  

Additionally, the expression changes of Has1 at 14 DIV were not significant after 24h HCA 
treatment (F(2, 45)=0.88, p=0.422) (Fig.3.8 I). However, there was an overall effect of 
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mifepristone after 24h (F(1, 46)=12.48, p=0.001), suggesting that the expression of Has1 
increased after being treated with mifepristone. The interaction of mifepristone and HCA 
treatment was not significant (F(2, 45)=0.35, p=0.708).  

These results suggested that mifepristone significantly inhibited a basal suppression of Has1 
expression by GCs in the medium at 7 and 14 DIV; however, no HCA effect was detected with or 
without mifepristone.  The results suggested that there may be a rapidly relievable effect of GCs 
in the culture medium to suppress Has1 mRNA levels at 7 and 14 DIV by GR-mediation, an 
effect diminished by mifepristone exposure; however, the additional HCA treatment did not show 
an effect.   
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 Figure 3.8: mRNA expression of Has1. A-F: mRNA expression of Has1 after 4h and 24h 
exposure to low dose (20nM) and (100nM) high dose HCA at 7, 14 and 21 DIV (4h: 7 DIV: n=24 
in total, veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low dose=8, high dose=8; 
21 DIV: n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 in total, veh=8, low 
dose=8, high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 21 DIV: n=21 in 
total, veh=7, low dose=8, high dose=6). G-I: the mRNA expression of Has1 at 7 and 14 DIV after 
4h and 24h low dose (20nM) and (100nM) high dose HCA and mifepristone (20nM) treatment. 
4h: HCA: n=46 in total, veh=7, low dose samples=8, high dose samples=8; HCA+Mif: veh=7, low 
dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, low dose samples=8, 
high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose samples=8). The data 
for Has1 were normally distributed as assessed with the Kolmogorov-Smirnov test. One outlier 
was removed in this study in the mifepristone experiment at 7 DIV with 4h treatment within high 
dose treated HCA group without mifepristone (Fig.3.8. G), the data was more than 2 times SD 
from the mean (mean=1.003, SD=0.363). The data were analysed by ANOVA followed by 
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Tukey’s post-hoc tests. *p<0.05 HCA effect vs corresponding vehicle group, post-hoc Tukey’s 
test; ### p<0.001 overall effect of mifepristone vs vehicle group, ANOVA, Tukey’s post-hoc tests. 
The bar graphs show mean ± SEM. 

3.4.2.8 Has2 

There is a suggestion that the gene expression of Has2 decreased at 7 DIV 4h after high dose 
HCA treatment (Fig.3.9 A), although the effect did not reach the significance value (F (2, 22) 
=3.78, p=0.070; veh vs high dose p=0.065, Tukey’s post-hoc test). No significant expression 
changes were detected at 7 DIV 24h after treatment (F (2, 122) =0.22, p=0.816) (Fig. 3.9 B). 
similar nonsignificant results were also showed in 14 DIV (4h: F (2, 22) =3.46, p=0.082; 24h: F 
(2, 18) =0.66, p=0.537) (Fig. 3.9 C D) and 21 DIV (4h: F (2, 19) =2.02, p=0.165, 24h: F (2, 17) 
=3.07, p=0.072) (Fig. 3.9 E F).   

Previous results suggested a decreased tendency Has2 mRNA levels at 7 DIV after 4h HCA 
treatment, although it was not significant, it was still worth to further investigate whether the 
tendency was mediated by GRs by adding mifepristone. As a result, no significant effect of HCA 
was found with 4h exposure (F (2, 44) =0.38, p=0.686) (Fig.3.9 G). The overall effect of 
mifepristone was not significant either (F (1, 45) =2.50, P=0.123). Additionally, no significant 
interaction of mifepristone and HCA treatment was detected (F (2, 44) =0.80, p=0.457). Regards 
to the effect of HCA at 7 DIV with 24h treatment, no alterations of Has2 mRNA levels were 
observed after (F (2, 44) =1.98, p=0.151), and the overall effect of mifepristone was not detected 
either (F (1, 45) =1.85, p=0.181) (Fig.3.9 H). No interactions of HCA and mifepristone were found 
(F (1, 44) =0.38, p=0.688), suggesting that HCA has no rapid or long-term effect on Has2 mRNA 
levels.   

Although no significant alterations were found at 14 and 21 DIV previously with 24h HCA 
treatment, an upregulation or downregulation tendency was shown. Therefore, the effect of 
mifepristone was still investigated. At 14 DIV, the changes in Has2 expression were not 
significant 24h after HCA treatment (F (2, 44) =0.36, p=0.701) (Fig. 3.9 I), but the expression of 
Has2 was significantly affected by mifepristone (F (1, 45) =7.20, p=0.011), suggesting an 
increase of Has2 expression after blocking GRs with mifepristone. The interactions of 
mifepristone and HCA treatment were not significant (F (2, 44) =1.46, p=0.246), indicating that 
the effect of HCA was not dependent on the GRs mediation (Fig. 3.9 I). At 21 DIV, the effect of 
HCA was not significant at 24h (F (2, 44) =0.25, p=0.783) (Fig. 3.9 J). Mifepristone did not have 
an overall effect on Has2 expression at 24h either (F (1, 45) =0.11, p=0.738). And there was no 
significant interaction of mifepristone and HCA treatment detected with 24h exposure (F (2, 44) 
=1.10, p=0.303) (Fig. 3.9 J).    

Following the mRNA alterations, protein expression of Has2 was measured. At 7 DIV, there was 
an effect of HCA on Has2 (59kDa) protein expression, which increased significantly at 4h with 
low dose and high dose HCA exposure (F (2, 26)=3.73, p=0.039, veh vs low dose p=0.020, veh 
vs high dose HCA p=0.036, Tukey’s post-hoc tests) (Fig. 3.9 K), but the lower band of Has2 
(48kDa) was not affected ( F (2, 26)=3.31, p=0.287) (Fig. 3.9 K). In terms of the protein levels at 
7 DIV with 24h HCA treatment, no significant changes were found on both higher band (59kDa) 
(F (2, 26) =2.09, p=0.146) or lower band (48kDa) (F (2, 26) =2.09, p=0.146) (Fig.3.9 L).   

Moreover at 14 DIV, an effect of HCA on Has2 (59KDa) protein expression was also observed, 
Has2 (59KDa) protein expression was reduced significantly at 4h with both low dose and high 
dose HCA treatment ( F (2, 35)=9.29, p=0.001, veh vs high dose p=0.002, Tukey’s post-hoc 
tests), but the lower band was not significantly affected ( F (2, 35)=0.94, p=0.401) (Fig 3.9 M). No 



 107 

effect of HCA was found with 24h HCA treatment (59kDa: F (2, 35)=0.08, p=0.920; 48kDa: F (2, 
35)=1.89, p=0.168) (Fig 3.9 N). 

As noted in Bcan western blot results, the current Gapdh protein signals also showed slight 
differences in different treatment groups (Fig. 3.9 N). The altered Gapdh signals might be 
attributed to the different expression of Gapdh protein with different drug treatment, or the 
sample loading error in western blot procedure, which will be further discussed in the discussion 
section (Section 3.5). 
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Figure 3.9: mRNA and protein expression of Has2 A-F: mRNA expression of Has2 after 4h and 
24h exposure to low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIV (4h: 7 DIV: 
n=24 in total, veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low dose=8, high 
dose=8; 21 DIV: n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 in total, veh=8, 
low dose=8, high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 21 DIV: n=21 
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in total, veh=7, low dose=8, high dose=6). G-I: the mRNA expression of Has2 at 7, 14 and 21 
DIV after 4h and 24h low dose (20nM) and (100nM) high dose HCA and mifepristone (20nM) 
treatment. 4h: HCA: n=46 in total, veh=7, low dose samples=8, high dose samples=8; HCA+Mif: 
veh=7, low dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, low dose 
samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose 
samples=8). K-N: Western blot analysis of Has2 protein levels exposed with low dose HCA 
(20nM) and high dose HCA (100nM) HCA at 7 and 14 DIV for 4h and 24h. (4h: n=34 in total, 
veh=12, low dose HCA=12, high dose HCA=10; 24h: n=34 in total, veh=12, low dose HCA=12, 
high dose HCA=10). The data for Has2 was normally distributed as assessed with the 
Kolmogorov-Smirnov test. No outliers were detected in this study. The data were analysed by 
ANOVA followed by Tukey’s post-hoc tests. * p<0.05, ***p<0.001 HCA effect vs corresponding 
vehicle group, Tukey’s post-hoc test; ## p<0.01 an overall effect of mifepristone vs 
corresponding vehicle group, ANOVA, Tukey’s post-hoc test. The bar graphs show Mean ± SEM. 

 

3.4.2.9 Has3 

In the initial HCA experiment, the mRNA expression of Has3 decreased significantly at 7 DIV 
after 4h high dose HCA treatment (F (2, 22) =5.40, p=0.038, veh vs high dose HCA, p=0.039, 
Tukey’s post-hoc test) (Fig.3.10 A), but not 24h (F (2, 22) =2.37, p=0.149) (Fig.3.10 B). No 
significant changes were detected at 14 DIV (4h: F (2, 22) =0.13, p=0.875; F (2, 18) =0.99, 
p=0.406) (Fig.3.10 C D).  At 21 DIV, the Has3 mRNA expression was reduced with both low dose 
and high dose HCA treatment at 4h, however the statistics did not reach the significance level in 
the post-hoc tests (F (2, 19) =3.86, p=0.043, veh vs low dose HCA p=0.059, veh vs high dose 
HCA p=0.096, Tukey’s post-hoc tests) (Fig.3.10 E); but the mRNA expression was significantly 
reduced with low dose HCA but not high dose at 24h (F (2, 17) =7.33, p=0.005, veh vs low dose 
HCA p=0.005, veh vs high dose HCA p=0.518, Tukey’s post-hoc tests) (Fig.3.10 F). 

After exposure to mifepristone, at 7 DIV, there was no significant effect of HCA treatment at 4h, 
although there was a decreasing tendency showed with high dose HCA (F (2, 45) =0.82, 
p=0.452); the overall effect of mifepristone was not significant either (F (2, 45)=2.04, P=0.163); 
however, a significant interaction of HCA and mifepristone was found, suggesting a decreased 
tendency of Has3 mRNA levels with exposure of high dose HCA and mifepristone (high dose 
HCA with mifepristone vs high dose HCA without mifepristone p=0.045, Tukey’s post-hoc tests) 
(Fig.3.10 G). At 24h, no significant effect of HCA was reported on mRNA expression of Has3 (F 
(2, 45) =1.97, p=0.753). The overall effect of mifepristone was not significant either (F (2, 
45)=2.45, P=0.126) and no interaction was found between HCA and mifepristone (F(2, 45)=0.05, 
p=0.955) (Fig.3.10 H). The results indicated that, at 7 DIV, the rapid suppressive tendency of 
high dose HCA on Has3 mRNA levels was significantly mediated by mifepristone, and hence this 
rapid suppression was mediated through GRs. 

At 21 DIV, no significant effect of HCA on the expression of Has3 mRNA levels were found at 4h 
(F(2, 47)=1.79, p=0.179), and mifepristone did not show an effect on overall expression of Has3 
(F(1, 47)=0.30, p=0.43), no interaction was reported either (F(2, 47)=0.30, P=0.743) (Fig.3.10 I). 
Moreover, similar results were reported at 24h, the Has3 mRNA levels were not altered with HCA 
exposure (F(2, 47)=0.24, p=0.787), and no effect of mifepristone was found either (F(1, 
47)=2.70, p=0.108). Additionally, no significant interaction of mifepristone and HCA treatment 
was detected (F(2, 47)=0.57, P=0.568) (Fig.3.10 J). 

Regards to the mRNA level, the alteration in the followed mifepristone treatment experiments 
was not consistent with the initial HCA experiments, such as significant reduction of Has3 at 7 
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and 21 DIV with low or high dose HCA was not replicated in the following mifepristone 
experiments, although a decreased tendency was shown at 7 DIV (Fig.3.10 G). Just like the 
results showed in Bcan, Ncan and Vcan, the inconsistent results might be due to the biological 
variation between samples collected in different cell cultures, which might lead to the different 
results in these 2 experiments with the same drug treatment; further explanation was presented 
in discussion Section 3.5.  

With regard to the protein alterations after HCA exposure, at 7 DIV, Has3 protein levels 
decreased significantly after 4h exposure with both low dose and high dose HCA (F(2, 
17)=11.14, p=0.014; veh vs low dose HCA, p=0.001 veh vs high dose HCA, Tukey’s post-hoc 
tests) (Fig.3.10 K); but no significant changes of Has3 protein expression were observed after 
24h HCA exposure (F(2, 26)=0.57, p=0.572) (Fig.3.10 L).   

Following detecting HCA effect on Has3 protein levels at 7 DIV, the overall effect of mifepristone 
was examined. The results reported that no HCA effect was found with either 4h (F (2, 47) =0.41, 
p=0.665), but mifepristone significantly increased Has3 protein levels with 4h treatment (F (1, 47) 
=8.29, p=0.006), with the overall increasing protein levels of Has3 mediated by GRs, suggesting 
an effect of basal GCs in the cell culture medium affecting overall protein levels of Has3 during 
cell developmental stage by GRs pathway (Fig.3.10 M). No significant interactions of HCA and 
mifepristone were observed (F (2, 47) =0.51, p=0.603) (Fig.3.10 M). With 24h HCA treatment, no 
effect was reported (F (2, 47) =1.21, p=0.309) and the protein levels of Has3 were not altered 
with mifepristone exposure (F (1, 47) =3.38, p=0.073) (Fig.3.10 N). Moreover, no significant 
interactions of HCA and mifepristone were observed (F (2, 47) =1.12, p=0.336) (Fig.3.10 N).   

Just like the Gapdh signals presented in Bcan and Has2 western blot results, the current Gapdh 
signals also showed slight differences in different treatment groups (Fig. 3.10 K M N). The similar 
reason was considered that the altered Gapdh signals might be attributed to the different 
expression of Gapdh protein with different drug treatment, or the sample loading error in western 
blot procedure, which will be further discussed in the discussion section (Section 3.5). 
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Figure 3.10: mRNA and protein expression of Has3. A-F: mRNA expression of Has3 after 4h 
and 24h exposure to low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIV (4h: 7 
DIV: n=24 in total, veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low dose=8, 
high dose=8; 21 DIV: n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 in total, 
veh=8, low dose=8, high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 21 DIV: 
n=21 in total, veh=7, low dose=8, high dose=6). G-J: the mRNA expression of Has3 at 7 and 21 
DIV after 4h and 24h low dose (20nM) and (100nM) high dose HCA and mifepristone (20nM) 
treatment. 4h: HCA: n=46 in total, veh=7, low dose samples=8, high dose samples=8; HCA+Mif: 
veh=7, low dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, low dose 
samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose 
samples=8). K-l: Western blot analysis of Has3 protein levels exposed with low dose HCA 
(20nM) and high dose HCA (100nM) HCA at 7 DIV for 4h and 24h with or without mifepristone 
(4h: HCA: n=27 in total, veh=9, low dose=9, high dose=9; HCA+Mif: n=48 in total HCA: veh=8, 
low dose=8, high dose=8, Mif: veh=8, low dose=8, high dose=8; 24h: HCA: n=27 in total, veh=9, 
low dose=9, high dose=9; HCA+Mif: n=48 in total HCA: veh=8, low dose=8, high dose=8, Mif: 
veh=8, low dose=8, high dose=8). The data for Has3 was normally distributed as assessed with 
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the Kolmogorov-Smirnov test. No outliers were detected in this study. The data were analysed by 
ANOVA followed by Tukey’s post-hoc tests. *p<0.05, ***p<0.001 HCA effect vs corresponding 
vehicle groups, Tukey’s post-hoc tests; ## p<0.01, overall effect of mifepristone vs corresponding 
veh group, ANOVA, Tukey’s post-hoc test. The bar graphs show mean ± SEM. 

3.4.2.10 Hapln4 

In the initial HCA experiment, no significant changes were detected at 7 DIV with both 4h and 
24h treatment (4h: F (2, 21) =2.94, p=0.104, 24h: F (2, 22) =0.82, p=0.483) (Fig.3.11 A B). 
However, the expression decreased significantly at 14 DIV with 4h high dose HCA treatment (F 
(2, 22) =3.79, p=0.050; veh vs high dose HCA, p=0.048, Tukey’s post-hoc test) (Fig.3.11 C), 
while no changes were found with 24h HCA treatment (F (2, 18) =0.13, p=0.879) (Fig.3.11 D). At 
21 DIV, the expression of Hapln4 was not affected by HCA with 4h treatment (F (2, 17) =0.22, 
p=0.801) (Fig.3.11 E), but after 24h treatment, Hapln4 expression was reduced by low dose HCA 
(F (2, 19) =0.44, p=0.008; veh vs low dose p=0.041, Tukey’s post-hoc test) (Fig.3.11 F). 

Following mifepristone treatment at 14 DIV, the effect of HCA was also significant after 4h (F (2, 
46) =5.91, p=0.006), however, the following post-hoc test suggested the effect of HCA on mRNA 
expression of Hapln4 did not reach the significance with both absence or presence of 
mifepristone (veh without mifepristone vs low dose HCA without mifepristone p=0.087, veh 
without mifepristone vs high dose HCA without mifepristone p=1.000, Tukey’s post-hoc tests; veh 
with mifepristone vs low dose HCA with mifepristone p=0.882, veh with mifepristone vs low dose 
HCA with mifepristone p=0.965, Tukey’s post-hoc tests) (Fig.3.11 G); the overall effect of 
mifepristone was not significant at 4h HCA treatment group (F (2, 44) =0.14, p=0.714), and no 
significant interactions of HCA and mifepristone was reported (F (1, 46) =0.69, p=0.506) 
(Fig.3.11 G). Similarly, at 14 DIV after 24h treatment, no significant effect of HCA was reported 
(F (2, 44) =0.18, p=0.836) and the overall expression of Hapln4 was not altered by mifepristone 
(F (1, 45) =0.11, p=0.745). No interactions of HCA and mifepristone were reported (F (2, 44) 
=1.17, p=0.323) (Fig.3.11 H). 

At 21 DIV, the effect of HCA was not significant to affect the expression of Hapln4 at 4h (F (2, 44) 
=1.62, p=0.210) (Fig.3.11 I), but there was a decreasing tendency of high dose HCA showed with 
the absence of mifepristone (veh without mifepristone vs high dose without mifepristone p=0.066, 
Tukey’s post-hoc test); moreover, the effect of mifepristone was not significant either (F (1, 45) 
=0.23, p=0.635); although an interaction was reported between HCA and mifepristone (F(2, 
44)=3.71, p=0.033), the following post-hoc tests showed no specific differences between different 
groups (veh without mifepristone vs veh with mifepristone p=0.628, low dose HCA without 
mifepristone vs low dose HCA with mifepristone p=1.000, high dose HCA without mifepristone vs 
high dose HCA with mifepristone p=0.225, Tukey’s post-hoc test) (Fig.3.11 I). After 24h 
treatment, Hapln4 expression was not affected by HCA in the absence or presence of 
mifepristone (F (2, 44) =0.83, p=0.443); no overall effect of mifepristone was detected (F (1, 45) 
=0.00, p=0.959); additionally, there was no significant interaction of mifepristone and HCA 
treatment (F(2, 44)=1.71, p=0.194) (Fig.3.11 J). 

Compared to the results in the initial HCA experiments, the following mifepristone experiment did 
not report any significant HCA effects, similar to the results showed for Bcan, Ncan, Vcan and 
Has3. The inconsistent results could be attributed to the sample collection from different 
biological samples, leading to the biological variability between each separate experiments.  

Based on the findings of mRNA alterations, protein levels of Hapln4 were measured with HCA 
and mifepristone cotreatment at 14 DIV. The protein levels of Hapln4 remained unchanged after 
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4h HCA treatment (F (2, 46) =0.23, p=0.794) and mifepristone exposure (F (1, 47) =2.01, 
p=0.763), the interactions of HCA and mifepristone was not significantly reported (F(2, 46)=0.24, 
p=0.786) (Fig.3.11 K). With 24h treatment, no alterations of protein levels were affected by HCA 
(F (2, 46)=0.80, p=0.455) and mifepristone (F (1, 47)=0.95, p=0.336); the interaction of HCA and 
mifepristone was not detected either (F(2, 46)=1.38, p=0.263). 

As noted in Bcan, Has2, Has3 western blot results, the Gapdh protein signals in the current 
experiment were also slightly different in different treatment groups (Fig. 3.11 K L). The altered 
Gapdh signals might be attributed to the different expression of Gapdh protein with different drug 
treatment, or the sample loading error in western blot procedure, which was further discussed in 
the discussion section (Section 3.5). 
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Figure 3.11: A-F: mRNA and protein expression of Hapln4. A-F: mRNA expression of Hapln4 
after 4h and 24h exposure to low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIV 
(4h: 7 DIV: n=24 in total, veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low 
dose=8, high dose=8; 21 DIV: n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 
in total, veh=8, low dose=8, high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 
21 DIV: n=21 in total, veh=7, low dose=8, high dose=6). G-J: the mRNA expression of Hapln4 at 
7 and 21 DIV after 4h and 24h low dose (20nM) and (100nM) high dose HCA and mifepristone 
(20nM) treatment. 4h: HCA: n=46 in total, veh=7, low dose samples=8, high dose samples=8; 
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HCA+Mif: veh=7, low dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, 
low dose samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose 
samples=8). K-L: Protein expression of Hapln4 detected by western blot after low dose (20nM) 
and high dose (100nM) HCA and mifepristone (20nM) exposure at 14 DIV, presenting with 
normalised mean intensity (HCA+Mif: 4h: n=48 in total HCA: veh=8, low dose=8, high dose=8, 
Mif: veh=8, low dose=8, high dose=8; 24h: n=48 in total HCA: veh=8, low dose=8, high dose=8, 
Mif: veh=8, low dose=8, high dose=8). The data for Hapln4 was normally distributed as assessed 
with the Kolmogorov-Smirnov test. One outlier was more than 2 times of SD from the mean and 
was removed in this study, in the low dose HCA treatment group at 7 DIV with 4h treatment 
(SD=0.662, mean=0.873) (Fig 3.11 A). The data were analysed by ANOVA followed by Tukey’s 
post-hoc tests. *p<0.05, ***p<0.001 HCA effect vs corresponding vehicle groups, Tukey’s post-
hoc tests; ## p<0.01, overall effect of mifepristone vs corresponding veh group, ANOVA, Tukey’s 
post-hoc tests. The bar graphs show mean ± SEM. 

3.4.2.11 TnR 

The mRNA levels of TnR decreased significantly at 7 DIV after 4h low dose and high dose HCA 
treatment (F (2, 11) =5.01, p=0.035, veh vs low dose p=0.024, veh vs high dose p=0.021, 
Tukey’s post-hoc tests) (Fig.3.12 A), but increased after 24h high dose HCA treatment (F (2, 11) 
=5.73, p=0.025, veh vs high dose p=0.038, Tukey’s post-hoc tests) (Fig.3.12 B). Moreover, there 
were no significant changes at 14 DIV (4h: F (2, 12) =1.32, P=0.309; 24h: F (2, 11) =0.33, 
P=0.729) (Fig.3.12 C D) or 21 DIV (4h: F (2, 16) =0.01, P=0.990; 24h: F (2, 20) =1.65, P=0.219) 
(Fig.3.12 E F).  

As mRNA levels of TnR were altered at 7 DIV by low dose and high dose HCA, mifepristone was 
cotreated with HCA to investigate the involvement of GRs mediation. The results suggested that 
at 7 DIV, there was a significant decrease of TnR mRNA expression after 4h low dose HCA 
treatment in the absence of mifepristone (F (2, 45)=3.28, p=0.049, veh without mifepristone vs 
low dose HCA without mifepristone, p=0.019, Tukey’s post-hoc tests), but the overall effect of 
TnR was not affected by mifepristone (F(2, 45)=1.69, P=0.201); additionally, no interaction of 
HCA and mifepristone was detected (F(2, 45)=2.51, P=0.095) (Fig.3.12 G). After 24h treatment, 
no effect of HCA was reported (F(2,45)=0.49, p=0.619), but the overall expression of TnR was 
altered after mifepristone treatment (F (2, 45)=9.17, P=0.004), the level of mRNA expression with 
24h mifepristone was lower than that with the absence mifepristone; and there was a significant 
interaction of HCA treatment and mifepristone treatment after 24h (F(2, 45)=5.42, P=0.008), 
suggesting a reduction of mRNA levels of veh treatment group after 24h mifepristone exposure 
(veh without mifepristone vs veh with mifepristone p=0.003, Tukey’s post-hoc test) (Fig.3.12 H). 

Similar to the results reported previously in Bcan, Ncan, Vcan, Hapln4 and Has3, expression of 
TnR showed the inconsistent results between the initial HCA experiment and following 
mifepristone experiment, with suppression after both low and high dose HCA reported in the 
initial HCA experiment, but with suppression reported after only low dose HCA treatment in the 
following mifepristone experiment. This inconsistency, as previously mentioned, could be 
attributed to the variability between each separate experiments with different biological samples, 
resulting in results differences. 

In addition to mRNA alterations at 7 DIV, TnR-immunoreactivity (180kDa) showed an increasing 
tendency after 4h high dose HCA exposure, but the tendency was not statistically significant (F 
(2, 26) =2.91, P=0.074), the protein expression remained unchanged at 24h (F(2, 26)=0.08, 
P=0.928) (Fig.3.12 I J). However, the 160kDa band of TnR was not clearly detected.  
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Following the mifepristone treatment, protein levels of TnR (180kDa and 160kDa) remained 
unchanged with 4h HCA exposure at 7 DIV (180kDa: F(2, 47)=0.32, 160kDa: 4h F(2, 47)=1.15).  
However, there was a significant effect of mifepristone on TnR (180kDa) (F(1, 47)=5.83, 
p=0.018), with an increasing tendency after mifepristone exposure; but no changes of TnR 
(160kDa) were detected after mifepristone (F(1, 47)=2.51, p=0.120). No interactions of HCA and 
mifepristone were found in TnR protein levels in both 180kDa and 160kDa bands (180kDa: F(2, 
47)=0.02, p=0.977; 160kDa: F(2, 47)=0.45, p=0.639) (Fig.3.12 K). After 24h treatment, no HCA 
effect was reported on both band of TnR (180kDa and 160kDa) (180kDa: F(2, 47)=0.68, 
p=0.501; 160kDa: F(2, 46)=0.26, p=0.268). However, there was a significant effect of 
mifepristone on the overall levels of both band of TnR (180kDa and 160kDa) (180kDa: (F(1, 
46)=9.92, p=0.003; 160kDa: F(1, 46)=25.30, p<0.001), with an increasing tendency after 
mifepristone exposure. No interactions of HCA and mifepristone were found in both bands of 
TnR (180kDa and 160kDa) protein levels (180kDa: F(2, 47)=1.11, p=0.338; 160kDa: F(2, 
46)=1.44, p=0.248) (Fig.3.12 L).  

Just like the results reported in Bcan, Has2, Has3 and Hapln4 western blot experiments, the 
Gapdh protein signals in the current experiment were slightly different in different treatment 
groups (Fig. 3.12 I K L). The altered Gapdh signals might be attributed to the different expression 
of Gapdh protein with different drug treatment, or the sample loading error in western blot 
procedure, which was further discussed in the discussion section (Section 3.5). 
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Figure 3.12: A-F: mRNA and protein expression of TnR. A-F: mRNA expression of TnR after 4h 
and 24h exposure to low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIV (4h: 7 
DIV: n=24 in total, veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low dose=8, 
high dose=8; 21 DIV: n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 in total, 
veh=8, low dose=8, high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 21 DIV: 
n=21 in total, veh=7, low dose=8, high dose=6). G-J: the mRNA expression of TnR at 7 DIV after 
4h and 24h low dose (20nM) and (100nM) high dose HCA and mifepristone (20nM) treatment 
(4h: HCA: n=46 in total, veh=7, low dose samples=8, high dose samples=8; HCA+Mif: veh=7, 
low dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, low dose 
samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose 
samples=8). I-L: TnR protein expression after HCA treatment. Western blot analysis of TnR 
proteins with HCA at 7 DIV for 4h and 24h respectively, with veh, low dose HCA (20nM) and high 
dose HCA (100nM), presenting with normalised mean intensity of the bands signals of TnR (4h: 
HCA: n=27 in total, veh=9, low dose=9, high dose=9; HCA+Mif: n=48 in total HCA: veh=8, low 
dose=8, high dose=8, Mif: veh=8, low dose=8, high dose=8; 24h: HCA: n=27 in total, veh=9, low 
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dose=9, high dose=9; HCA+Mif: n=48 in total HCA: veh=8, low dose=8, high dose=8, Mif: veh=8, 
low dose=8, high dose=8). The data for TnR was normally distributed as assessed with the 
Kolmogorov-Smirnov test. No outlier was detected in this study. The data were analysed by 
ANOVA followed by Tukey’s post-hoc tests. * p<0.05 HCA effect vs corresponding vehicle group, 
Tukey’s post-hoc test; # p<0.05, ## p<0.01 overall effect of mifepristone vs corresponding veh 
group, ANOVA, Tukey’s post-hoc tests. The bar graphs show mean ± SEM. 

 

3.4.3 HCA altered expression of GABA related components 
 

3.4.3.1 Pv 
As a result, there were no significant changes at 7 DIV (4h: F(2, 23)=1.25, p=0.308; 24h: F(2, 
22)=0.50, p=0.613) (Fig.3.13 A B) and 14 DIV (4h: F(2, 23)=0.25, p=0.785; 24h: F(2, 22)=1.31, 
p=0.292) after both 4h and 24h HCA treatment (Fig.3.13 C D). Similarly, at 21 DIV, no alterations 
were reported after 4h HCA treatment (F(2, 18)=0.26, p=0.775) (Fig.3.13 E); however, the 
expression of Pv decreased significantly after 24h high dose HCA treatment (F(2, 20)=4.72, 
p=0.023, veh vs high dose HCA p=0.043, Tukey’s post-hoc tests) (Fig.3.13 F). 

After mifepristone exposure, the results showed that, at 7 DIV, there was no significant effect of 
HCA on the expression of Pv after 4h exposure (F(2, 44)=0.89, p=0.420) (Fig.3.13 G). However, 
there was a significant overall effect of mifepristone (F(1, 45)=12.40, p=0.001) with an overall 
increase expression of Pv, suggesting that the mRNA levels of Pv increased significantly with 4h 
exposure of HCA and mifepristone; and the overall interaction of HCA and mifepristone was 
significant (F(1, 45)=11.30, p=0.002), indication the expression Pv with low dose HCA treatment 
in the absence of mifepristone increased with the presence of mifepristone (low dose HCA with 
mifepristone vs low dose HCA without mifepristone p=0.022, Tukey’s post-hoc tests) (Fig.3.13 
G), implying that there is a basal GR-mediated suppression of Pv mRNA at 7 DIV.  

At 21 DIV, there was a significant effect of low dose and high dose HCA after 24h exposure with 
both presence and absence of mifepristone (F(2, 47)=8.66, p=0.001, veh without mifepristone vs 
high dose HCA without mifepristone p=0.048; veh with mifepristone vs low dose HCA with 
mifepristone p=0.035, veh with mifepristone vs high dose HCA with mifepristone p<0.001, 
Tukey’s post-hoc test) (Fig.3.13 H). However, the overall effect of mifepristone was not 
significant (F(1, 47)=1.88,  p=0.178). The interaction of mifepristone and HCA treatment was not 
detected with 24h exposure (F(2, 47)=0.88, p=0.423), suggesting that the suppressive effect was 
not mediated by GRs.   

Similar to the results reported previously for Bcan, Ncan, Vcan, Hapln4, Has3 and TnR, 
expression of Pv also showed the inconsistent results between the initial HCA experiment and 
following mifepristone experiment, with suppression after high dose HCA reported in the initial 
HCA experiment at 21 DIV, but with suppression reported after both low and high dose HCA 
treatment in the following mifepristone experiment. This inconsistency could be due to variability 
between each separate experiments with different biological samples. 
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Figure 3.13: mRNA expression of Pv. A-F: mRNA expression of Pv after 4h and 24h exposure to 
low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIV (4h: 7 DIV: n=24 in total, 
veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low dose=8, high dose=8; 21 DIV: 
n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 in total, veh=8, low dose=8, 
high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 21 DIV: n=21 in total, 
veh=7, low dose=8, high dose=6). G-H: the mRNA expression of Pv at 7 DIV after 4h and 24h 
low dose (20nM) and (100nM) high dose HCA and mifepristone (20nM) treatment (4h: HCA: 
n=46 in total, veh=7, low dose samples=8, high dose samples=8; HCA+Mif: veh=7, low dose 
samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, low dose samples=8, high 
dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose samples=8). The data for Pv 
was normally distributed as assessed with the Kolmogorov-Smirnov test. No outliers were 
detected in this study. The data were analysed by ANOVA followed by Tukey’s post-hoc tests. * 
p<0.05 HCA effect vs corresponding vehicle group, Tukey’s post-hoc test; # p<0.05 overall effect 
of mifepristone vs corresponding vehicle group, ANOVA, Tukey’s post-hoc tests. The bar graphs 
show mean ± SEM. 

3.4.3.2 Gad1 mRNA expression 
There was a decreasing tendency of the expression at 7 DIV after 4h HCA treatment (F(2, 
23)=2.92, p=0.076), the changes of Gad1 mRNA expression after 24h HCA treatment at 7 DIV 
were not significant (F(2, 23)=2.24, p=0.132) (Fig.3.14 A B). The expression at 14 DIV increased 
significantly at 4h HCA treatment (F(2, 23)=3.78, p=0.040, veh vs low dose p=0.034, Tukey’s 
post-hoc tests), but not at 24h (F(2, 17)=0.52, p=0.572) (Fig.3.14 C D). At 21 DIV, no alterations 
were found after 4h treatment (F(2, 18)=0.09, p=0.914); after 24h, there was a decreased 
tendency with HCA treatment, but the post-hoc tests did not reach the significance level (F(2, 
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20)=11.20, p=0.001, veh vs low dose p=0.056, veh vs high dose p=0.088, Tukey’s post-hoc 
tests) (Fig.3.14 E F). 

After mifepristone treatment, at 7 DIV, the expression of Gad1 was not significantly changed after 
HCA after 4h exposure (F (2, 40) =0.93, p=0.406) (Fig.3.14 G). The overall effect of mifepristone 
was approaching significance (F (1, 40) =4.01, p=0.053), suggesting a tendency of increasing 
Gad1 expression in the presence of mifepristone. Additionally, the interaction of HCA treatment 
and mifepristone was not significant (F (1, 40) =4.01, p=0.237) (Fig.3.14 G). As there was a 
decreased tendency of Gad1 mRNA expression after HCA exposure in previous results, similar 
tendency was shown in the current result, implying a GR-mediated suppression of Gad1 mRNA 
levels that was on the borderline of detectability of the sample sizes.   

At 14 DIV, no significant change in the mRNA levels after 4h HCA exposure was found (F (2, 47) 
=0.22, p=0.803) (Fig.3.14 H). The borderline significant increase in Gad1 expression detected 
before was not reproduced. The overall effect of mifepristone was not significant either (F (1, 47) 
=0.19, p=0.661). There was a significant interaction of HCA and mifepristone (F (2, 47) =0.823, 
p=0.038), however, no specific significant changes were found in the following post-hoc tests 
(veh without mifepristone vs veh with mifepristone p=0.169, low dose HCA without mifepristone 
vs low dose HCA with mifepristone p=0.964, high dose HCA without mifepristone vs high dose 
HCA with mifepristone p=0.954, Tukey’s post-hoc tests) (Fig.3.14 H).  

Moreover, at 21 DIV, the effect of HCA treatment on Gad1 expression was not significant after 
24h exposure (F (2, 46) =0.71, p=0.496) (Fig.3.14 I). There was not a significant effect of 
mifepristone on Gad1 expression at 24h (F (1, 46) =0.21, p=0.647). The interaction of 
mifepristone and HCA treatment was not detected with 24h (F (2, 46) =0.23, p=0.798) exposure 
(Fig.3.14 I).         

Similar to the previous results, inconsistent findings were reported for Gad1 between the initial 
HCA experiment and following mifepristone experiment, with an increase after low dose HCA 
reported in the initial HCA experiment at 14 DIV, but no changes reported in the following 
mifepristone experiment. These inconsistent results could be attributed to the different biological 
samples used in different experiments, leading to the results variability between each separate 
experiments. 
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Figure 3.14: mRNA expression of Gad1. A-F: mRNA expression of Gad1 after 4h and 24h 
exposure to low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIV (4h: 7 DIV: n=24 
in total, veh=8, low dose=8, high dose=8; 14 DIV: n=24 in total, veh=8, low dose=8, high dose=8; 
21 DIV: n=19 in total, veh=7, low dose=6, high dose=6; 24h: 7 DIV: n=24 in total, veh=8, low 
dose=8, high dose=8; 14 DIV: n=20 in total, veh=8, low dose=6, high dose=6; 21 DIV: n=21 in 
total, veh=7, low dose=8, high dose=6). G-H: the mRNA expression of Gad1 at 7, 14 and 21 DIV 
after 4h or 24h low dose (20nM) and (100nM) high dose HCA and mifepristone (20nM) treatment 
(4h: HCA: n=46 in total, veh=7, low dose samples=8, high dose samples=8; HCA+Mif: veh=7, 
low dose samples=8, high dose samples=8; 24h: n=46 in total, HCA: veh=7, low dose 
samples=8, high dose samples=8; HCA+Mif: veh=7, low dose samples=8, high dose 
samples=8). The data for Gad1 mRNA levels were normally distributed as assessed with the 
Kolmogorov-Smirnov test. No outliers were detected in this study. The data were analysed by 
ANOVA followed by Tukey’s post-hoc tests. *p<0.05 HCA effect vs vehicle group, Tukey’s post-
hoc test. The bar graphs show mean ± SEM.   

3.4.3.3 Gad2 mRNA expression 
However, the expression of Gad2 remained unchanged at 7 DIV (4h: F(2, 23)=0.38, P=0.687; 
24h: F(2, 22)=0.31, p=0.740) (Fig.3.15 A B), 14 DIV (4h: F(2, 23)=0.33, p=0.723; 24h: F(2, 
23)=2.21, p=0.134) (Fig.3.15 C D), and 21 DIV (4h: F(2, 18)=0.52, P=0.604; 24h: F(2, 20)=0.73, 
P=0.495) (Fig.3.15 E F) after HCA treatment for 4h and 24h.    
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Figure 3.15: mRNA expression of Gad2. A-F: mRNA levels of Gad2 after 4h and 24h exposure 
to low dose (20nM) and high dose (100nM) HCA at 7, 14 and 21 DIV. (7 DIV: n=20 in total, 
veh=8, low dose=6, high dose=7; 14 DIV: n=28 in total, veh=9, low dose=11, high dose=9; 21 
DIV: n=39 in total, veh=14, low dose=14, high dose=12). The data for Gad2 mRNA levels were 
normally distributed as assessed with the Kolmogorov-Smirnov test. No outliers were detected in 
this study. The data were analysed by ANOVA followed by Tukey’s post-hoc tests. The bar 
graphs show mean ± SEM.  

3.4.3.4 Gad67/65 protein levels 
Following the measurement of Gad mRNA levels after HCA and mifepristone exposure, protein 
levels were also measured. With the initial HCA treatment, at 7 DIV, the protein levels of 
Gad67/65 remained unchanged after both 4h and 24h treatment (4h: Gad67: F(2, 26)=0.60, 
p=0.555, Gad65: F(2, 26)=0.07, p=0.930; 24h: Gad67: F(2, 26)=0.04, p=0.959, Gad65: F(2, 
26)=1,91, p=0.170) (Fig.3.16 A B). 

At 14 DIV, Gad67/65 protein expression remained unchanged with 4h HCA treatment (Gad67: 
F(2, 26)=1.74, p=0.196; Gad65: F(2, 26)=2.01, p=0.156) (Fig.3.16 C); after 24h treatment, no 
alterations were found in Gad67 protein levels (F(2, 26)=2.18, p=0.135), but Gad65 protein 
expression was reduced (F(2, 26)=4.37, p=0.024, veh vs high dose p=0.032, Tukey’s post-hoc 
tests) (Fig.3.16 D).   

After mifepristone exposure, at 7 DIV, there were no significant changes of Gad67/65 with 4h 
HCA treatment (Gad67: F(2, 47)=0.95, p=0.393; Gad65: 4h F(2, 47)=1.47, p=0.241), however, 
mifepristone significantly suppressed the overall protein expression (Gad67: F(1, 47)=12.02, 
p=0.001; Gad65: F(1, 47)=11.55, p=0.001). There were no significant interactions of HCA and 
mifepristone were detected for Gad67/65 at 4h (Gad67: F(2, 47)=0.32, p=0.726; Gad65: F(2, 
47)=1.48, p=0.240) (Fig.3.16 C). Similarly, after 24h, no HCA effect was reported on the protein 
levels of Gad67/65 (Gad67: F(2, 47)=3.15, p=0.053; Gad65: F(2, 47)=2.61, p=0.085), but the 
overall expression increased after mifepristone treatment (Gad67: F(1, 47)=12.72, p=0.001; 
Gad65: F(1, 47)=13.68, p=0.001). No significant interactions of HCA and mifepristone were 
detected (Gad67: F(2, 47)=0.72, p=0.493; Gad65: F(2, 47)=2.61, p=0.085) (Fig.3.16 D). 

At 14 DIV, HCA had no effect on Gad67/65 with 4h treatment (Gad67: F (2, 47) =2.14, p=0.130; 
Gad65: F(2, 47)=0.57, p=0.567). The protein levels of Gad67 increased significantly after 4h 
mifepristone exposure (F (1, 47) =7.49, p=0.009), but no alterations were found in Gad65 protein 
band (F (1, 47) =0.40, p=0.529). No interactions of HCA and mifepristone was found in Gad67/65 
(Gad67: F (2, 47) =0.52, p=0.601; Gad65: F(2, 47)=0.84, p=0.439) (Fig.3.16 G). After 24h, the 
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protein levels of Gad67/65 remained unchanged (Gad67: F (2, 47) =0.68, p=0.512; Gad65: F(2, 
47)=0.03, p=0.861). Mifepristone had no effect on Gad65/65 (Gad67: F (1, 47) =0.03, p=0.861; 
Gad65: F(1, 47)=2.67, p=0.110). No interactions of HCA and mifepristone was found in 
Gad67/65 protein levels (Gad67: F (2, 47)=1.50, p=0.235; Gad65: F(2, 47)=1.50, p=0.235). 
(Fig.3.16 H). These results suggested that HCA had no effect on Gad1/Gad67 protein levels 
through activating GRs. However, mifepristone exposure revealed a basal suppression of Gad67 
protein, at this stage without a corresponding suppression of Gad65.    

As with the inconsistent results reported in previous experiments with regards to the mRNA 
levels, Gad67/65 protein levels also showed inconsistent results in the initial HCA experiment 
and subsequent HCA with mifepristone experiments, suggesting an increased at 14 DIV with low 
dose HCA treated, but no alterations reported in the following mifepristone treatment. This could 
be due to the variability between different cultures with different biological samples. 

Additionally, similar to the results reported in Bcan, Has2, Has3, Hapln4 and TnR western blot 
experiments, the Gapdh protein signals in the current experiment were also slightly different in 
different treatment groups (Fig. 3.16 A-H). The altered Gapdh signals might be attributed to the 
different expression of Gapdh protein with different drug treatment, or the sample loading error in 
western blot procedure, which was further discussed in the discussion section (Section 3.5). 
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Figure 3.16: Protein expression of Gad67/65. A-D: Protein expression of Gad67/65 at 7 and14 
DIV after low dose (20nM) and high dose (100nM) HCA exposure for 4h and 24h. (4h: n=34 in 
total, veh=12, low dose HCA=12, high dose HCA=10; 24h: n=34 in total, veh=12, low dose 
HCA=12, high dose HCA=10). E-H: Protein expression of Gad67/Gad65 after cotreatment with 
low dose (20nM) and high dose (100nM) HCA, and mifepristone (20nM) at 7 and 14 DIV (4h: 
n=48 in total HCA: veh=8, low dose=8, high dose=8, Mif: veh=8, low dose=8, high dose=8; 24h: 
n=48 in total HCA: veh=8, low dose=8, high dose=8, Mif: veh=8, low dose=8, high dose=8). The 
Gad67/65 protein data were normally distributed as assessed with the Kolmogorov-Smirnov test. 
No outliers were detected in this study. The data were analysed by ANOVA followed by Tukey’s 
post-hoc tests.  * p<0.05, HCA effect vs corresponding veh group, Tukey’s post-hoc test; ## 
p<0.01, ### p<0.001 overall effect of mifepristone vs corresponding veh group, ANOVA, Tukey’s 
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post-hoc tests.  Boxes show median and interquartile range, with whiskers from minimum to 
maximum. The bar graphs show mean ± SEM.  

Overall, numerous effects of GCs on PNN component gene expression were revealed. These 
encompassed more than one mechanism of action, generally suppressing the mRNA levels of 
Ncan, Vcan, Hapln4 and TnR without the reversible effect of mifepristone, and suppressing Has3 
mRNA levels with a reversible effect of mifepristone. The overall effect of elevated HCA was 
summarised in the following Table 3.1.  
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3.5 Discussion 
The current study investigated the effect of GCs on mRNA and protein levels of PNN 
components and GABAergic related molecules including Gad1, Gad2 and Pv in cultured neurons 
from neonatal mouse brains, and whether the alterations of expression were mediated by GRs.    

Collectively, the results indicated primarily that mRNA levels of Ncan and TnR were reduced 
after both 4h exposure with low and high dose HCA at 7 DIV, and similar suppressive effect was 
also observed in Has3 mRNA levels after high dose HCA exposure at 7 DIV; Vcan and Hapln4 
mRNA levels were downregulated by low dose HCA at 4h and high dose HCA at 24h treatment 
at 14 DIV, respectively. Pv mRNA expression were reduced by 24h exposure to high dose GCs 
at 21 DIV. Conversely, the mRNA levels of TnR and Gad1 were upregulated by high dose HCA 
at 7 DIV with 24h treatment and low dose HCA at 14 DIV with 4h treatment time, respectively; 
and Has1 mRNA levels were also upregulated at 21 DIV with high dose HCA exposure. These 
mRNA alterations were not reversed by mifepristone, suggesting the regulating effect of GCs 
were not activated through GRs.    

However, unlike the alterations in mRNA levels, protein levels of PNNs components and 
GABAergic molecules did not present obvious changes with HCA treatment. Has3 protein levels 
decreased after low and high dose HCA with 4h treatment time at 7 DIV, and Has2 (59KDa) and 
Gad2/Gad65 protein levels decreased at 14 DIV after 4h and 24h high dose GCs, respectively.    

For CSPG components, the mRNA expression of Ncan decreased with exposure to high dose 
HCA at 4h at 7 DIV. Vcan presented a significant decreased tendency at 14 DIV after 24h low 
dose HCA exposure. However, no significant changes were observed in Acan, Bcan and Ptprz1 
expression at 7 DIV, 14 DIV or 21 DIV after 4h and 24h HCA exposure.    

The results of CSPG expression were partly consistent with the hypothesis and previous 
findings, with mainly suppression effect showed.  In previous research, Strokotova et al. (2023) 
demonstrated that Acan was one of the most sensitive CSPGs components to long-term 
dexamethasone exposure, resulting in downregulation of its mRNA and protein levels in mouse 
brain tissues. In terms of Bcan expression, overexpression of corticotropin-releasing factor 
responding to stress was proved to suppress the extracellular matrix formation, including Bcan 
mRNA expression, indicating that elevated stress could reduce Bcan expression (Peeters et al., 
2004). Moreover, several studies reported decreased expression of Ncan after rapid or chronic 
exposure to GCs. For example, Liu et al. (2008) demonstrated a downregulating effect of 
methylprednisolone on the expression of Ncan in astrocyte cultures with both short-term and 
long-term administration. Koskinen et al. (2020) and Yu et al. (2022) found reduced Ncan density 
and protein expression in brain after exposure to chronic stress. Zhong and Bellamkonda (2007) 
also supported the idea that intracerebral dexamethasone could lead to decreased staining 
intensity of expression of Ncan. Apart from the reduced expression of Bcan and Ncan, Vcan 
mRNA expression was proved to decrease after exposure to dexamethasone (McRae et al., 
2017); and several studies also demonstrated a downregulation effect of GCs on Vcan mRNA 
expression in lungs among different species, such as, sheep and mice (Short et al., 2020; 
McDougall et al., 2018).   

Although most of the studies were conducted in vivo and in different species, it is robustly 
reported that GCs could inhibit the mRNA expression of Ncan and Vcan. In the present study, 
decreased expression of Ncan and Vcan was detected at 7 DIV and 14 DIV, which is in line with 
the previous research and supported the inhibition effect of GCs on CSPGs components during 
neuronal developing period. The effects on Ncan are consistent with the presence of conserved 
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GC response elements (GREs) in the gene promoters, confirming the possibility of the effect of 
GCs on Ncan expression (Rauch et al., 1995; Wantanabe et al., 1995).    

In addition to the inhibition effect of GCs on Ncan and Vcan, no mRNA expression changes were 
observed in Ptprz1, which was in line with Strokotova et al. (2023)’s study demonstrating no 
effect of dexamethasone on Ptprz1’s mRNA expression. Although Ptprz1 was reported to be one 
of the CSPG components in the PNN structure in brain tissues and cultured cells (Haunso et al., 
1999; Carulli et al., 2006; Miyata et al., 2005) and could stabilise PNN structure by cooperating 
with TnR (Eill et al., 2020), it showed lower intensity compared to other CSPGs components in 
rat cortex and hippocampus (Carulli et al., 2006), indicating that Ptprz1 might be not abundant in 
these areas. Therefore, the effect of GCs on Ptprz1 might not be robust and obvious.   

Furthermore, no significant changes were observed in Acan mRNA expression, which was not 
consistent with most of the previous research (Berretta et al., 2015; Strokotova et al., 2023). 
However, this result was consistent with Ueno et al. (2018) illustrating that stress was not able to 
change the number and the intensity of Acan labelled PNNs in mouse hippocampus and cortex. 
The reason that the expression of aggrecan was not affected might be attributed to the complete 
cortical brain tissue collection for the primary neuronal culture. It has been revealed that PNNs 
components are expressed differently in different brain regions (Gao et al., 2018; Berretta et al., 
2015; Pantazopoulos et al., 2021). Acan and Bcan are the 2 main components of CSPGs and 
are broadly distributed across different brain regions (Caterson, 2012; Ajmo et al., 2008). Higher 
levels of Acan were shown to be present in amygdala and hippocampus, and brevican showed 
high intensity levels in hippocampus (Pantazopoulos et al., 2021). As the samples were collected 
from the complete cortical tissues from foetal mouse brains in this study, the specific gene 
expression of different CSPGs components might not be detected exactly in the specific brain 
region.     

Nevertheless, the mRNA expression of Bcan remained unchanged at 7 or 14 DIV and tended to 
increase at 21 DIV with 24h low and high doses of HCA exposure (although this effect did not 
reach significance when repeated in the mifepristone study). This finding was also not consistent 
with the reduced expression of Bcan in previous studies (Peeters et al., 2004). As noted above, 
Bcan had higher expression levels in hippocampal regions compared to other brain regions 
(Pantazopoulos et al., 2021), the current study collected samples from cultured cortical neurons. 
The abundance level of Bcan in cortical regions might not be sufficient to detect the decreases, 
and the alterations might not be clear enough to be detected after HCA treatment. And at 21 DIV, 
the neuronal structure is quite robust, and becomes mature after 21 DIV, so the expression of 
Bcan might be less susceptible to the external stressors. As Bcan expression was shown to 
increase steadily during the development period and even in the mature brain (Matsui, 1994), 
there is a possibility that Bcan expression tends to increase regardless of the external stressors’ 
effect.   

At 7 DIV, Ncan mRNA expression decreased rapidly with exposure to low dose HCA without 
mifepristone, but the mRNA levels remained unchanged with the presence of mifepristone; 
conversely, after long-term exposure, the downregulation effect of low dose HCA was observed 
even with the presence of mifepristone, suggesting that the rapid GCs downregulating effect was 
mediated though GRs, but a longer-lasting effect of GCs could still be detected without GR 
mediation. Similar effects were also found in Vcan at 14 DIV that the downregulation effect of 
high dose HCA could be observed after long term exposure with the presence of mifepristone. 
Culture medium with B27 supplement contains a small amount of corticosterone (Crochemore et 
al., 2005; Kino et al., 2010), which might suppress the mRNA levels of Ncan and Vcan through 
GRs during the cell growth period, resulting in rapidly reversible GR-mediated effects (although 
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the rapidity of reversal of the effect is surprising if it is genomic) and enhancement of the effect of 
added HCA.   

Moreover, the results also reported that there was a significant decrease of Has3, Hapln4 and 
TnR gene expression at 7, 14 or 21 DIV, but an increase in Has1 expression at 21 DIV, 
indicating that GCs could suppress the gene expression of Has3, and TnR during early 
neurodevelopment (7 DIV), and suppress the gene expression of Hapln4 and upregulate Has1 
during late neurodevelopment (21 DIV).    

These findings were partly consistent with the hypothesis and previous studies. There are no 
studies to date directly investigating GC effects on hyaluronan synthesis focusing on cells in 
brain tissues, but there are some equivalent studies using peripheral cells. In fibroblasts, a high 
concentration of GCs was demonstrated to suppress all genes encoding hyaluronan synthases 
(Stuhlmeier & Pollaschek, 2004) after 7h exposure. This suppressing effect of GCs on hyluronan 
synthesis was reproduced by Gebhardt et al. (2010) illustrating an inhibition effect of high 
concentrations of dexamethasone on Has1 and Has2 components. In human osteosarcoma 
cells, Has1 and Has2 mRNA levels were suppressed by dexamethasone with both short-term 
and long-term exposure (2h and 36h) (Zhang et al., 2000). This was insensitive to mifepristone 
(even at 100mM), whereas the effect observed here was blocked by mifepristone. GCS also 
down-regulated HAS3 expression in keratinocytes and in fibroblasts after 8h of exposure 
(mifepristone sensitivity was not assessed) (Galgoczi et al., 2022), which is consistent with the 
results in current study. However, Gebhardt et al. (2010) reported no changes of Has3 mRNA 
levels after dexamethasone exposure, as the study was conducted on human's fibroblast cells, it 
is possible that the results were different from the current study due to the cell type.   

In addition to the suppressing effect, the current study reported an increasing tendency of Has1 
expression after 4h high dose (100nM) HCA exposure at 21 DIV. This result was in line with 
Galgoczi’s et al. (2022) research demonstrating an increasing expression of Has1 after 100nM 
dexamethasone exposure in fibroblasts.  The upregulation could be supported by a previous 
suggestion that Has1 plays a role in inflammation during cell stress, with inflammatory cytokines 
increased after stress induced inflammation, resulting in upregulation of Has1 expression 
(Yamada et al., 2004). Upregulated expression of Has1 was also observed in response to 
inflammatory diseases, such as atherosclerosis (Marzoll et al., 2009).   

Thus, there is evidence from diverse peripheral cells as well as neurons, that Has genes are 
influenced by GCs. Compared to Has3, Has1 is the least abundant HA, while Has2 is the most 
abundant HA in brain tissues. However, Has3 is more active than Has1 and Has2 and its 
expression is associated with early macrophage-induced inflammation (Heldin et al., 2019), 
which could suggest Has3 is the main HA influenced by GCs.   

The results also showed that the TnR expression increased at 7 DIV after 24h high dose 
treatment, which was consistent with the hypothesis that GCs exposure could disrupt PNN 
components. The increased expression initially detected was not replicated in the subsequent 
experiment. The results might be partly attributed to the complex TnR recycling mechanisms 
(Dankovich et al., 2021). TnR molecules were demonstrated to be endocytosed within the initial 
6h of incubation and resurfaced in 18h subsequently (Dankovich et al., 2021). Based on this 
mechanism, the TnR could be rapidly decreased by GCs treatment during the initial 4h and 
recycled with elevated expression later.  In addition, TnR gene regulation by GCs, while not 
having been previously reported, is consistent with the presence of a conserved GRE in the 
promoter region of the gene (Putthoff et al., 2003).  
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In addition, to investigate the effect of GCs on PNNs components, the current study also 
measured the expression of Pv, Gad1 and Gad2 after exposure to HCA, as PNNs mainly 
surround GABAergic interneurons, mostly parvalbumin-expressing neurons (Cabungcal et al., 
2013; Morishita et al., 2015). Exposure to stress and mutations in Gad1 or Gad2, which encode 
GABA synthesizing enzyme glutamate decarboxylase (Gad), are the primary risk factors for 
psychiatric disorders associated with abnormalities in Pv-positive GABAergic interneurons (Wang 
et al., 2018). Therefore, examining the effect of GCs on the expression of Pv, Gad1 and Gad2 is 
crucial for investigating underlying mechanisms of stress and its relationship between risk genes 
for psychiatric disorders.    

An initial elevation of Gad1 expression by HCA was detected at 14 DIV, but this proved not to be 
replicable. The current study reported a downregulating effect on Pv with 24h HCA exposure, but 
no significant effect was found in Gad2 expression. These results were consistent with the 
previous findings demonstrating that GCs decreased the number of Pv positive cells and reduced 
mRNA expression of Pv after high concentrations of corticosterone exposure (100nM-10µM) (Hu 
et al., 2010; Banasr et al., 2017). The increasing tendency of Gad1 expression we observed in 
the initial experiment was also detected in previous research suggesting that cells treated with 
100nM dexamethasone showed a 10-fold increase in the expression of Gad1 mRNA levels after 
6h (Kim et al., 2002) and high-level corticosterone upregulated Gad1 expression in mice 
hippocampus. Conversely, Banasr et al. (2017) argued that in the in vitro study, Gad1 expression 
decreased after long term (72 hours) high concentration dexamethasone exposure at 10 DIV. 
These converse results may be related to the exposure time to corticosterone or GCs, 
suggesting that short-term exposure might lead to upregulation of Gad1, and long-term exposure 
might lead to downregulation of Gad1 expression, which is consistent with the current study 
where Gad1 mRNA was possibly upregulated with rapid (4h) HCA exposure but was potentially 
suppressed with long-term (24h) HCA exposure.   

The effects of HCA were observed in some targeted genes, such as Ncan, Vcan, Has1, Has3, 
Hapln4, TnR and Pv, however, the effects were not replicated in the experiments with absence or 
presence of mifepristone. As noted in the results section, the primary HCA treatment resulted in 
several alterations of mRNA levels of different PNN components and GABAergic neurons, 
however, these primary alterations up or downregulated by HCA were not replicated in the 
following mifepristone experiment, although some similar regulated tendencies toward changes 
were shown, such as with Ncan, Vcan, Has1, and Has3. These trends towards alterations did not 
reach the statistical significance level; or the significant alterations in the initial HCA experiments 
were not replicated in the same dose of HCA treatment group in the subsequent mifepristone 
experiments, such as with TnR and Pv. The inconsistent results, as noted in each results section, 
might be due to the biological variability. As the samples in the initial HCA study and the following 
mifepristone with HCA experiments were collected from different sets of cultures with different 
biological samples with slightly different cell growth conditions, different sample purification 
efficiencies and different mRNA abundance or concentrations. Apart from the sample variability, 
the results of the mRNA levels might vary between each qPCR runs (Hellemans et al., 2007; 
Neuberger et al.,2021). For example, as the samples used in the initial HCA treatment study and 
following HCA and mifepristone treatment study were collected from different biological samples, 
and the total number of samples that was loaded in each qPCR reaction plate was different, with 
more samples in the subsequent mifepristone treated experiment loaded in the qPCR plate. The 
use of different samples and the loading of a different total number of samples might lead to the 
variation between different qPCR runs, with the variability of the setting of the threshold line and 
cycle number processing after qPCR quantification, resulting slight differences in the report of the 
final mRNA levels. 
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In addition to the various effects of GCs, mifepristone alone also tends to influence the overall 
mRNA expression on CSPGs components. For example, the overall mRNA expression of Ncan, 
TnR, Has1, Has2, Pv and Gad1 was altered with exposure to mifepristone. The altered 
expression by mifepristone might be attributed to the corticosterone levels in culture medium.   

The cultured cells were grown in medium consisting of B27 supplement (details were shown 
Chapter 2), which contains low amounts of hydrocortisone and corticosterone in the B27 serum 
of approximately 15 to 30 ng/ml (37nM-75nM) (Crochemore et al., 2005). Not only the B27 
supplement, but the neurobasal medium also contains low amounts of corticosterone of 20ng/ml 
(50nM) (Chen et al., 2009). Therefore, the cultured medium consists of neurobasal medium and 
B27 supplement contains approximately 87nM to 125nM corticosterone, which is a basal 
concentration of corticosterone that might affect PNNs and GABA-related components during the 
cell growth period.    

The concentration of basal corticosterone in the cultured medium is similar to the concentration in 
the human and mouse brain in non-stressed conditions. Due to the dynamic circadian changes of 
cortisol level, previous studies illustrated that the basal levels of human cortisol levels ranged 
from 152nM to 598nM (Hagg et al., 1987) which was consistent with the Oster et al. (2017) 
findings that normal human cortisol levels ranged from 60nM to 600nM approximately; and in 
human plasma, the basal levels of cortisol are around 275.9nM (10 ug/dl) (Taylor et al., 1983). In 
human foetal plasma, the cortisol levels were suggested to range from 40nM to 100nM. In mouse 
plasma, basal cortisone levels ranged from 120nM to 240nM (Gong et al., 2015), however, after 
restraint stress induction, the cortisone levels were upregulated to approximately 3000nM (Gong 
et al., 2015).    

Corticosteroid-binding globulin (CBG) transports and binds GCs and progesterone in plasma, 
being able to bind approximately 80% to 90% of cortisol or corticosterone in plasma, with only 
10% to 20% free cortisol or corticosterone left in plasma (Siiteri et al., 1982). In this case, free 
cortisol or cortisone levels in human and mouse ranged approximately from 30nM to 120nM, and 
24nM to 48nM, respectively.    

Corticosterone in the culture medium could cross the cell plasma membrane and rapidly activate 
receptors intracellularly, such as MRs and GRs, thus, the amount of corticosterone in the B27 
supplement and neurobasal medium seems to provide a basal suppression effect on PNN 
component and GABA-related genes through both GRs or potentially MRs.  As MRs have high 
affinity for corticosterone and HCA, the corticosterone in the culture medium will essentially 
activate MRs, which might result in the suppression of mRNA levels. Therefore, the 
downregulation effect regardless of the presence of mifepristone might be regulated by MRs. 
Furthermore, the overall mRNA levels reduced after long-term exposure to mifepristone, 
suggests an effect of GCs, through GRs mediation, in the basal culture medium.   

In addition to the alterations of mRNA expression, not too many changes were observed in 
protein expression with HCA exposure except from Has2. The protein expression of Has2 
increased at 7 DIV and decreased at 14 DIV after 4h treatment. The changes were not in line 
with the changes in mRNA, which decrease at 4h and was unchanged at 24h. A general 
correspondence between mRNA and protein levels is predicted, although there are many known 
exceptions (Liu et al., 2016). At the very least, this suggests separate control mechanisms for 
mRNA and protein.   

Limited studies reported the functions of the 2 isoforms (represented by the 2 protein bands on 
the gels) of Has2 in CNS. However, in general, in embryo stem cells, Has2 is critical for muscle 
cell differentiation (Russell et al., 2016). In the current study, Has2 from the cultured cortical cells 



 130 

exhibited 2 different protein bands with 59KDa and 48KDa molecular weight. Different protein 
bands of Has2 were reported in human fibroblast cells, with 63KDa and 53KDa molecular weight 
(Zhang et al., 2009). Since Has2 might be expressed differently in different cell types, it is 
possible that the molecular weight of Has2 protein varied between cell types.   

Compared to the expression of Has2 and Has3, Has1 exhibited lower mRNA levels, thus, the 
protein levels of Has1 might not be as abundant as Has2 and Has3. In the current study, protein 
signals were not detected on western blots due to the low levels of Has1 protein. The 
undetectable Has1 protein expression was also reported previously which further supported the 
current results (Fowke et al., 2017).   

Like Has1, the protein expression of Bcan (145kDa) was not clearly presented on all blots. 
Similar result was also reported in previous study that the lower band of Bcan protein was not 
clearly detected in western blot experiments (Lubbers et al., 2016). 

Gad1/Gad67 and Gad2/Gad65 protein expression was bidirectionally regulated with mifepristone 
exposure. The overall protein levels were reversibly upregulated by the presence of mifepristone 
after 24h long-lasting exposure, indicating that the upregulation of Gad1/Gad67 and Gad2/Gad65 
might be mediated by the inhibition of GR pathways, and suppressing the effect of GCs 
increases the protein levels. On the contrary, the protein levels of Gad1/Gad67 and Gad2/Gad65 
were downregulated after short-term mifepristone exposure. The mechanisms whereby 4h 
antagonism of GRs suppresses expression, but a longer period of antagonism enhances 
expression, are not clear. It is possible that GAD regulation is tightly controlled, and a 
compensatory mechanism comes into operation after a few hours of reduced protein levels.  

The effects on protein (present within 4h) are also surprisingly rapid, and suggestive of post-
transcriptional actions. The fast effects might be attributed to altered proteasome activities. 
Proteasomes are protein complexes and are responsible for degradation of unhealthy or 
damaged proteins to maintain intracellular homeostasis (Schipper-Krom et al., 2019). They also 
mediate the regulation of cellular processes such as transcription and cell cycle control (Geng et 
al., 2002). Therefore, with the increasing tendency of Has2 mRNA expression at 14 DIV, 
decreased Has2 protein levels might be the result of increased proteasome activities. There is 
some limited evidence suggesting that GCs might either activate or inhibit proteasomal 
degradation pathways (Sun et al., 2008: Kassel et al., 2001; Sundberg et al., 2006). In this case, 
proteasome activities were also tested with samples collected from cultured cells at 14 DIV with 
HCA and mifepristone exposure. The results are presented in Chapter 7.   

In contrast to the sparsity of HCA effects on protein levels, a number of PNN-related genes 
showed altered expression at the protein level after mifepristone exposure. For example, TnR 
and Has3 protein levels were upregulated significantly after mifepristone exposure at 7 DIV, but 
with no regulation effect of HCA. The up-regulating effect of mifepristone suggested a GR-
mediated influence on protein levels, due to the corticosterone in the culture medium. Thus, with 
inhibition of GRs by mifepristone, the overall protein levels tend to increase. As protein levels can 
be more susceptible to external stimulation (Cheng et al., 2016), protein expression was already 
regulated by corticosterone in the culture medium, resulting in no obvious additional changes 
with HCA exposure.   

In some experiments for protein detection, the protein signal of the reference gene Gapdh seems 
to be slightly changed with the  HCA treatment, such as, at 7 or 14 DIV, and the signal of Gapdh 
was lower in the veh group than HCA treated groups (Fig 3.4 L M; Fig 3.9 L M; Fig 3.9 M N; Fig 
3.10 K M N; Fig 3.11 K L; Gig. 3.12 I K L; Fig 3.16 A-H). The altered signal detected for Gapdh 
might be firstly due to the drug treatment, as it has been shown in previous research that in some 
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drug-treated cells or samples, slightly different signals of Gapdh could be detected (Willis et al., 
2022; Willis et al., 2020; Kwon et al., 2021). Secondly, the variable protein signals shown for 
Gapdh might also be attributed to the sample loading error and the limitations of western blotting, 
despite the protein concentration being quantified before proceeding to the procedure, the highly 
concentrated protein can make the samples viscous, which can then stick on pipette tips and 
result in sample loading error (Hong et al., 2018).  

In the current study, two time points have been employed – 4h and 24h of GC exposure. The 
canonical GC mechanism of action involves binding to an intracellular receptor, and nuclear 
translocation of the complex, resulting in repression or activation of gene expression. These 
transcriptional effects are not rapid – a typical time-course would have an onset of altered mRNA 
levels 8-12h after GC exposure (Luca et al., 2013; Escoter-Torres et al., 2020), although 
occasionally more rapid effects can be observed. The altered levels would then be maintained for 
more than 24h after the original exposure. It is noteworthy that we do not see any changes in 
PNN component gene expression, either with HCA or mifepristone, that are present at 24h but 
not 4h, and hence would have been consistent with these genomic actions of GCs. However, we 
also see a number of effects at 4h exposure, that may or may not still be present after 24h. The 
non-genomic effects of GCs, which are thought to involve membrane receptor-mediated actions, 
not necessarily involving alterations in gene transcription, occur much more rapidly (Hynes & 
Harvey, 2019; Joels, 2018; Joels, Pasricha & Karst, 2013). While there is evidence for non-
genomic actions mediated by the GR (and hence sensitive to mifepristone) (Panettieri et al., 
2019, Groeneweg et al., 2011), there is also evidence that many non-genomic effects of GCs do 
not involve the canonical GRs; rather GCs can bind other receptors such as GPR97 (Ping et al., 
2021). The affinity of GCs for these non-canonical receptors appears to be higher than the 
conventional receptor, and thus effects are seen at lower agonist concentrations. The altered 
mRNA levels that we observe 4h after exposure, with the lower concentration of HCA, may 
therefore be due to non-genomic actions. If so, they are likely to reflect post-transcriptional 
modulation of mRNA levels. Therefore, to test whether the effect was mediated through GRs, the 
GR antagonist, mifepristone was co-treated with HCA. It is intriguing that most of the HCA 
actions at 7 DIV were mifepristone reversible, whereas none of those at 14 or 21 DIV were.  It 
may be that during maturation of the neurons and circuits, there is a switch from GR involvement 
to other receptor actions. Equally, this suggests that neurons may be especially sensitive to GC 
effects early in development.  

As there are 2 genomic receptors for corticosterone, one is the MR, and another is the GR, both 
receptors can be involved in the mechanism of GCs. Corticosterone has higher affinity to MRs 
compared to GRs. As it has different binding affinity to different types of receptors, with lower 
concentrations of corticosterone exposure, it might bind to MRs only to maintain corticosterone 
responses for daily life, such as circadian rhythms; while at higher concentrations of 
corticosterone, it binds to GRs, resulting in the activation of GRs which could represent the stress 
response. This corticosterone mechanism is critical to maintain the secretion of ACTH and also 
important for homeostatic mechanisms: too much or too little corticosterone could lead to 
adverse results in the regulation of different components. Therefore, the level of corticosterone 
exposure is relevant to different pathways of the underlying mechanisms. In the current study, 
the effect of HCA occurred not only with high dose (100nM) treatment but also with low dose 
(20nM) treatment in different components with different time exposures. These results might be 
caused through binding to different receptors. Therefore, except from the GRs, MRs could also 
be a potential pathway for HCA effect. Mifepristone, at the concentration used, will be selective 
for GRs and not prevent GC actions at MRs. Therefore, some of the mifepristone-resistant 
actions of HCA may be MR-mediated. In this case, aldosterone, an MRs agonist, was used to 
tests whether the HCA effect is through MRs. The results are presented in Chapter 4. In addition, 
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collagen3, an activating ligand of GC-sensitive GPCRs (Huang and Lin, 2018; Leon et al., 2020; 
Krishnan et al., 2016), was also used to test if HCA could regulate PNNs components through 
GPCRs. The results for collagen3 are presented in Chapter 4.   

The effect of GCs on CSPG components varied at different DIVs. This finding might be due to 
the reason that the temporal development of PNN components is expressed differently, 
suggesting that Acan and Bcan showed upregulated expression across this whole developmental 
period, Ncan developed rapidly at approximately 10 days, and Vcan, however, showed a 
downregulated expression after 10 days (Gao et al., 2018). In this case, there are clearly other 
regulatory factors operating, and GCs could affect CSPG gene expression differently at different 
development stages, which in turn leads to the changes of expression at different days in vitro.   

Overall, numerous effects of GCs on PNN component gene expression were revealed. These 
encompassed more than one mechanism of action (summarised in table 3.1). The mechanisms 
and the receptors involved will be investigated further in the next Chapters. 
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Chapter 4 

Effect of collagen3 and aldosterone on the expression of PNN 
components 
 

4.1  Introduction 
Results in Chapter 3 suggested an effect of HCA on expression of some of the PNN components 
at different development stages, including a suppressive effect on Ncan, Has3 and TnR at 7 DIV, 
and Vcan, Hapln4 and Gad1 at 14 DIV. Although the effect of HCA on Bcan at 14 DIV did not 
reach statistical significance, there was an obvious tendency towards a change at 14 DIV with 
both low and high dose HCA treatment. Among the altered PNN components, the suppressive 
effect of HCA on Has3 was diminished by mifepristone, although the effect of HCA was not 
significantly replicated in the following HCA and mifepristone treated experiment, the tendency 
towards suppression was observed, and this tendency was inhibited after mifepristone exposure, 
suggesting a possible GR-mediated action of GCs in regulating Has3 expression. However, for 
other alterations, such as Ncan, Vcan, TnR and Hapln4, although still not significantly replicated 
in the subsequent HCA cotreated with mifepristone treatment experiment, trends towards 
decreased expression were observed, and these trends were not inhibited or diminished after 
mifepristone treatment inhibiting GRs, indicating that any effect of GCs on these components 
was not mediated by GRs. As the suppression effect of HCA acted in a rapid (4h) non-genomic 
way, with this consideration, other specific receptors could be suggested to be involved in the 
rapid non-genomic actions of GCs. As mentioned in Chapter 3 discussion section (section 3.5), 2 
kinds of receptors were considered: one is GC-binding GPCR, and another is MR. 

The GPCR family is one of the largest membrane protein families. The GPCR families participate 
in various physiological functions and are major targets of pharmaceutical drugs (Sriram and 
Insel, 2018). The whole GPCR family consists of 5 subgroups, comprising glutamate, rhodopsin, 
adhesion, frizzled and secretin receptors (Lagerström and Schiöth, 2008). Adhesion GPCRs 
(ADGRs/aGPCRs) contain several subfamilies, including ADGRL, ADGRE, ADGRA, ADGRC, 
ADGRD, ADGRF, ADGRB, ADGRG and ADGRV (Hamann et al., 2015), which consist of 2 
fragments, the N terminal fragment (NTF) and C terminal fragment (CTF). The NTF comprises a 
protein extracellular domain (ECD), an autoproteolysis-inducing (GAIN) domain and glycosylated 
N-terminal region which varies between the different types of GPCRs; the CTF contains a 7 
transmembrane (7TM) bundle and an intracellular C-terminal tail.  The extracellular GAIN domain 
contains the GPCR proteolysis site (GPS). In many aGPCRs, the new N-terminus of the CTF 
after autoproteolysis acts as a tethered agonist to activate the receptor (Hamann et al., 2015). 

In the previous years, aGPCRs were demonstrated to interact with other related ligands for 
several cellular responses (Lagerström and Schiöth, 2008), including brain development, cell 
adhesion, cell migration, ion-water homeostasis and inflammation (Piao et al.,2004; Monk et al., 
2009). Although several cellular processes were discovered relating to aGPCRs suggesting 
novel roles of aGPCRs, the structural basis of aGPCRs activation, is still under investigation and 
the specific ligand for the activation mechanisms of different aGPCRs subtypes is still 
unclarified.   

As aGPCRs function in cell-to-cell adhesion, receptors were found to be located on the cell 
membrane (Stacey et al., 2003). GPR97 (ADGRG3), a member of the aGPCRs family, was 
identified originally in mouse intestinal lymphatic endothelium, regulating endothelium cell 
migration (Valtcheva et al., 2013). Ping et al. (2020) discovered a new pathway for the effect of 
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stress hormones, demonstrating that the GCs could inhibit intracellular cyclic adenosine 
monophosphate (cAMP) levels via the activation of GPR97. GPR97 could bind to 2 GCs, the anti-
inflammatory drug beclomethasone (BCM) and cortisol (Ping et al., 2020). Other GCs were 
suggested to interact with and activate GPR97.  

Several studies also demonstrated that collagen 3 is a potential ligand for GPR56 (Huang and 
Lin, 2018; Leon et al., 2020; Krishnan et al., 2016). GPR56 (ADGRG1) is another subtype of 
aGPCRs, sharing a highly similar structure with GPR97. Collagen 3 is encoded by the Col3a1 
gene, mostly presenting in blood vessels and skin, and involved in the development of blood and 
skin tissues (Kim et al., 2005). Luo et al, (2014) discovered that collagen 3 expressed in the 
meninges and blood vessels interacted with GPR56 NTF specifically during mouse embryonic 
development stages. The activation by collagen 3 of GPR56 could activate RhoA pathways and 
inhibit neuronal migration in cultured cells (Luo et al., 2014). Similar phenotypes were found in 
collagen 3 KO mice and GPR56 mutation mice with over migration of neurons and cobblestone 
like brain appearance (Luo et al., 2014), which further proved that collagen 3 is a ligand of 
GPR56. As GPR56 and GPR97 share a highly similar structure, it is possible that these 2 
receptors might have the same ligand, collagen 3. The cellular functions of GPR97 might be 
mediated by interacting with collagen 3 through the cell surface or extracellular matrix. In this 
case, the effect of GCs might work through the same mechanism as collagen 3, by activating 
GPR97 on the cell membrane, resulting in rapid or short-term alterations in the expression of 
targeted components.  

In addition to GPR97, another receptor which should also be considered to potentially mediate 
the effect of corticosterone is the MR. Corticosterone binds to 2 receptors, MRs and GRs (Reul 
and de Kloet, 1985; Evans and Arriza, 1989), which are present in both CNS and PNS. MRs 
have 10-fold higher affinity for corticosterone than GRs, being substantially activated by lower 
levels of corticosterone; conversely, GRs could be activated by higher levels of corticosterone 
(Munck et al., 1984; Reul and de Kloet, 1985).   

Both MR and GR are nuclear transcription factors. Corticosterone could bind to these intracellular 
localised receptors and start to initiate and participate in the regulation of gene transcription by 
recruiting transcription factors and binding to DNA-binding sites, which results in long lasting 
genomic effects. The intracellular GR and MR activation by corticosterone may have different 
effect on brain functions. Activation of GRs was suggested to increase glutamate transmission, 
but suppress long-term potentiation (Shors et al., 1990; Pavlides et al., 1993; Joels and Krugers, 
2007; Joels et al., 2012); as MRs have higher affinity than GRs and they are substantially 
activated by normal levels of corticosterone, activation of MRs was reported to stabilise neuronal 
networks (Joels et al., 2012). The long-lasting genomic way that corticosterone activates MRs 
and GRs was investigated over the last several decades, however, it is suggested that 
corticosterone could also activate MRs through a rapid signalling pathway.   

Electrophysiology studies showed that a rapid, non-genomic action played a role in different brain 
structures, including hippocampus, PFC and amygdala (Karst et al.,2005; Musazzi et al., 2010). 
The selective MR agonist, aldosterone, increased miniature excitatory postsynaptic 
currents (mEPSCs) frequency in principal neurons in hippocampus, dentate gyrus and basal 
amygdala within minutes (Karst et al.,2005). Prager et al. (2010) detected MRs at postsynaptic 
membrane densities of excitatory synapses, further proving that MRs could be located on the cell 
membranes and is possible to involve in the rapid non-genomic pathway.  

The previous results reported that some PNNs components mRNA levels were affected by HCA, 
but not reversed by mifepristone, and with rapid (4h) exposure. As HCA could bind to both GR 
and MR, it is possible that this effect might be mediated through MRs or through GPR97.  
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4.2  Study aims 
In this study, the aim was to investigate the effect of collagen 3 (a ligand of GPR97), aldosterone 
(selective agonist of mineralocorticoid receptors with low affinity for GRs) and fluticasone 
(selective agonist of GRs with low affinity for mineralocorticoid receptors) in order to determine 
whether GCs could regulate PNN components through other cellular pathways apart from via 
GRs. The specific aims were to:  

  a. to investigate whether GCs might regulate PNN components expression through GPR97 with 
short term exposure in cultured cortical neurons, in which case the effect might be reproduced by 
exposure to collagen 3.  

  b.  to determine whether PNN components mRNA expression might be regulated through 
mineralocorticoid receptors in cultured cortical neurons.  

4.3  Methods 
The primary cultured cortical neurons were treated with collagen 3 (75nM final concentration), a 
ligand of GPR56 or GPR97 (considering the similarity between GPR97 and GPR56, they are 
likely to share the same ligands); aldosterone (100nM final concentration), an MR agonist, with 
little activity on GRs, and compared with fluticasone (50nM final concentration), a selective GR 
agonist that should reproduce effects of HCA mediated via GRs, but had little activity on MRs. 
The vehicle group were treated with nuclease-free water with 0.33% ethanol. 

The cells were treated at 7 DIV and 14 DIV with 4h exposure time. Concentrations were selected 
based on literature values for robust agonist effects (Piechota et al., 2017; Dong et al., 
2012). The reason for specific use of concentrations was presented in Chapter 2, Section 2.1.2,  

The mRNA expression of PNN components were measured by qPCR with cDNA samples 
synthesised from treated cultured cells. the targeted primers include Bcan, Vcan, Ncan, TnR, 
Hapln4 and Gad1. 

4.4  Results 
 

4.4.1 Collagen 3 effects on Ncan and TnR mRNA levels at 7 DIV with 4h 
exposure time 

The mRNA expression of TnR was significantly upregulated by collagen 3 treatment for 4h at 7 
DIV (F (1, 23) =6.33, p=0.020) (Fig 4.1 A). Ncan mRNA expression was downregulated by 
collagen 3 treatment for 4h (F (1, 23) =9.29, P=0.006) (Fig. 4.1 B) at 7 DIV.  

The results indicated that collagen 3 could increase TnR mRNA expression and suppress Ncan 
mRNA expression rapidly. The former effect is opposite to the effect of HCA, but the effect on 
Ncan expression is similar, raising the possibility that both collagen 3 and GCs could be acting 
via the same (non-genomic) mechanism in this case.  
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Figure 4.1: mRNA expression of TnR and Ncan at 7 DIV after collagen 3 treatment. A. mRNA 
expression of TnR at 7 DIV after 4h collagen 3 treatment (75nM); B. mRNA expression of Ncan 
at 7 DIV after 4h collagen 3 treatment treatment (75nM). (n=23 in total, veh=12, collagen 3 
treated samples=11). The data for TnR and Ncan in the current study was normally distributed as 
assessed with the Kolmogorov-Smirnov test. No outliers were detected in this study. The data 
were analysed by ANOVA with Tukey’s post-hoc test. * p<0.05 alterations after collagen3 
treatment vs vehicle group, ANOVA followed by Tukey’s post-hoc test. The bar graphs show 
mean ± SEM. 

In addition, the mRNA levels of Bcan showed a tendency to increase after collagen3 treatment, 
suggesting an opposite effect of HCA, but the statistical results did not reach the significance 
level (F(1, 10)=4.20, p=0.071) (Fig. 4.2 A). Moreover, the mRNA levels of Vcan ( F(1, 10)=0.00, 
p=0.985) (Fig. 4.2 B), Hapln4 (F(1, 10)=0.43, p=0.528) (Fig. 4.2 C) and Gad1 (F(1, 10)=0.67, 
p=0.434) (Fig. 4.2 D) were not affected by collagen 3 at 14 DIV, suggesting that mRNA levels of 
Bcan, Vcan, Hapln4 and Gad1 were not affected through an action of GCs bound to GPR56/97.   
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Figure 4.2: mRNA expression of Bcan, Vcan, Hapln4 and Gad1 at 14 DIV after collagen 3 
treatment. A: mRNA expression of Bcan at 14 DIV after 4h collagen 3 treatment (75nM); B: 
mRNA expression of Vcan at 14 DIV after 4h collagen 3 treatment (75nM); C: mRNA expression 
of Hapln4 at 14 DIV after 4h collagen 3 treatment (75nM); D: mRNA expression of Gad1 at 14 
DIV after 4h collagen 3 treatment (75nM). (n=23 in total, veh=12, collagen 3 treated 
samples=11). The data for Bcan, Vcan, Hapln4 and Gad1 in the current study was normally 
distributed as assessed with the Kolmogorov-Smirnov test. No outliers were detected in this 
study. The data were analysed by ANOVA with Tukey’s post-hoc tests. The bar graphs show 
mean ± SEM. 
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4.4.2 Aldosterone had no effect on mRNA levels of PNNs components  
The mRNA expression of Bcan (F(2,22)=1.77; p=0.197, veh vs aldosterone: p=0.938, veh vs 
fluticasone: p=0.201, Tukey’s post-hoc tests) (Fig. 4.3 A), Vcan (F(2,22)=1.02, P=0.378, veh vs 
aldosterone: p=0.440, veh vs fluticasone: p=0.460, Tukey’s post-hoc tests) (Fig 4.3 B), Hapln4 
(F(2,22)=3.30, P=0.058, veh vs aldosterone: p=0.887, veh vs fluticasone: p=0.060, Tukey’s post-
hoc tests) (Fig. 4.3 C) and Gad1 (F(2,22)=0.68, P=0.517, veh vs aldosterone: p=0.981, veh vs 
fluticasone: p=0.636, Tukey’s post-hoc tests) (Fig 4.3 D) remained unchanged after exposure to 
aldosterone and fluticasone at 14 DIV for 4h treatment. These results indicated that MRs were 
probably not the mediator of the effects of HCA on the expression of these genes.  Further, the 
lack of effect of fluticasone provided additional evidence that GRs are also not involved in these 
effects. 
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Figure 4.3: mRNA expression after 4h exposure to aldosterone (100nM) or fluticasone (50nM) at 
14 DIV. A: mRNA levels of Bcan. B: mRNA levels of Vcan. C: mRNA levels of Hapln4. D: mRNA 
levels of Gad1. (n=22 in total, Veh=6, aldosterone treated samples=8, fluticasone treated 
samples=8). The data for Bcan, Vcan, Hapln4 and Gad1 in the current study was normally 
distributed as assessed with the Kolmogorov-Smirnov test. No outliers were detected in this 
study. The data were analysed by ANOVA followed by Tukey’s post-hoc tests. The bar graphs 
show mean ± SEM. 

4.5  Discussion  
The data showed that the mRNA expression of TnR was significantly upregulated by collagen 3, 
while on the contrary, Ncan mRNA expression was downregulated by collagen 3 with 4h 
exposure at 7 DIV. However, the mRNA levels of Bcan, Vcan, Hapln4, Gad1 and Pv remained 
unchanged.   

The previous results of the current study showed an up or downregulated effect of GCs and the 
antagonist of GCs, mifepristone, on some of PNN or PNN-related components, including Ncan, 
Vcan, Has3, TnR, Gad1 and an obvious decreased tendency of Bcan, at different neuronal 
development stages in a rapid non-genomic action. However, the rapid effects of GCs were also 
observed with no overall influence of mifepristone, which indicated that the effect of GCs was not 
mediated by GR. In this case, other GC-mediating pathways were considered to affect the mRNA 
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expression of PNNs or PNNs-related components. Therefore, another 2 receptors were 
considered to mediate the mRNA expression, which were GPR56/97 and MRs.   

There are no previous studies investigating regulation of PNN component gene expression 
through GPR97. The current study measured the mRNA expression of Bcan, Ncan, Vcan, TnR, 
Hapln4, and Gad1, and reported that the altered expression of TnR and Ncan after 4h HCA 
exposure could be a non-genomic GC effect activity, as, in the case of Ncan, it was reproduced 
by collagen 3. This raises the possibility that both agents are acting via GPR56/97 or a closely 
related receptor, through the cell surface or extracellular region, and not involving changes in 
gene transcription through intracellular receptors, and hence occurring much more rapidly, 
usually less than 4 hours (Hynes & Harvey, 2019; Joels, 2018; Joels, Pasricha & Karst, 2013).   

However, the changes of mRNA levels of TnR and Ncan were opposite, increasing for TnR but 
decreasing for Ncan. The mRNA levels of TnR and its relationship with collagen 3 has not been 
fully investigated in CNS, but in the periphery, members of the tenascin family were proved to 
bind directly to different types of collagens, with evidence that tenascin X could bind to collagen1 
and collagen 4 (Minamitani et al., 2004), and tenascin C could bind to collagen1 in the fibroblast 
(Ehrismann and Tucker, 2011). The interaction of tenascin proteins and collagen contributed to 
the immune response and modified cell adhesion (Ehrismann and Tucker, 2011), which suggest 
a similar role of collagen 3 and TnR in the developing nervous system. Although limited studies 
showed the relationship of tenascin family members and collagen 3 in the CNS, it is possible that 
there might be a relationship of TnR and collagen 3 at the protein level, and not involving 
adhesion GPCRs. Collagen 3 might bind to TnR, which in turn lead to altered turnover of TnR 
molecules around the cell membrane and increase TnR mRNA levels.   

As with TnR, no previous studies investigated the relationship of Ncan expression and collagen 
3. However, the decreased mRNA expression of Ncan after rapid exposure to collagen 3 could 
be attributed to the interaction of collagen 3 and GC-bound GPR56/97, this downregulating effect 
and the activation were consistent with the hypothesis that either GCs or collagen 3 interacted 
with  GPR56/97 and activated GPR56/97, leading to suppression of the mRNA expression of 
Ncan. This suppression effect of GCs was in line with previous studies illustrating rapidly 
decreased expression of Ncan after exposure to GCs (Liu et al., 2008), although involvement of 
GRs was suggested in the former study. Definitive evidence that ADGRGs mediate the action of 
corticosteroids on Ncan expression will require the development of a selective GPR56/97 
antagonist acting at the same binding site. 

The current results reported that the mRNA expression of Ncan could be affected by HCA 
through GPR97/ADGRG3 at 7 DIV after 4h exposure. TnR expression could be decreased by 
HCA via an unknown mechanism. Apart from affecting PNN components through GRs and 
GPR56/97, GCs also affected mRNA levels of Bcan, Vcan, Hapln4 and Gad1 at 14 DIV with 4h 
exposure. These altered mRNA levels were not significantly influenced by mifepristone and not 
collagen 3. Thus, the altered expression of Bcan, Vcan, Hapln4 and Gad1 were not mediated by 
GPCR. As HCA could act on both GRs and MRs, these altered expression levels might be 
transduced by MRs.    

Aldosterone is an endogenous MRs agonist, with little activity on GRs. Therefore, in order to 
investigate whether HCA was able to affect the expression PNN components through MRs, the 
cultured cells were treated with aldosterone and compared with the GR-selective agonist 
fluticasone. The mRNA levels of mRNA levels of Bcan, Vcan, Hapln4 and Gad1 were measured 
at 14 DIV.  
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The results showed that the mRNA levels of mRNA levels of Bcan, Vcan, and Gad1 remained 
unchanged after aldosterone and fluticasone exposure, indicating that HCA could not affect 
mRNA levels of Bcan, Vcan, and Gad1 through MRs or GRs. However, the expression of Hapln4 
showed suppression tendency after fluticasone with a p value reached the significance 
borderline, suggesting a potential inhibition effect of fluticasone mediated by GRs. 

Corticosterone binds to MRs and GRs (Reul and de Kloet, 1985; Evans and Arriza, 1989), both 
being present in the CNS and PNS. As MRs, which are present predominantly in brain limbic 
areas (Krezt et al., 2001), have a high affinity for corticosterone, lower concentrations of 
corticosterone are sufficient to occupy MRs (Munck et al., 1984; Reul and de Kloet, 1985). On 
the contrary, GRs, which are present throughout the rat brain, have a 10-fold lower affinity 
compared to MRs (Munck et al., 1984; Reul and de Kloet, 1985). In this case, MRs were 
suggested to be in a constantly active state with low concentrations of corticosterone. Previous 
studies suggested that MRs and GRs were found in the cell’s nucleus rather than cytoplasm or 
cell membranes, indicating necessary genomic actions while activating GRs or MRs (Gesing et 
al., 2001). However, previous studies proved that MRs were also present in the cell membrane 
(Karst et al., 2005; Musazzi et al., 2010), which could be activated by related corticosterone via 
rapid non-genomic actions. Hence, related to our previous results, low dose HCA could affect 
PNNs components through MRs via rapid non-genomic actions. However, with the exposure to 
aldosterone, an MRs agonist, mRNA levels remained unchanged, which is inconsistent with the 
hypothesis that MRs are involved. Aldosterone generally shows maximal activation of MRs at 
around 5nM to 100nM (Queisser et al., 2014; Rupprecht et al., 1993), so the concentration used 
should be adequate to see any effects of the drug. The power calculation based on the 
aldosterone treatment group suggested that the sample size has 65%, 50% and 23% power to 
detect the alterations of Bcan, Vcan and Gad1, respectively, suggesting that the sample size 
used had lower power to detect the change. However, in terms of Hapln4, the power analysis 
showed that the sample size had 92% chance to detect the changes. Therefore, we are not 
confident as to whether or not the MRs were involved in the corticosterone mechanisms on the 
components other than Hapln4.   

Hapln4 mRNA levels tended to be decreased with 4h fluticasone exposure, indicating a potential 
rapid suppression effect of fluticasone mediated by GR, however, the HCA effect on Hapln4 at 
14 DIV was not reversed by mifepristone in Chapter 3 and the downregulating effect of 
fluticasone did not reach statistical significance level. The lack of significant changes with 
fluticasone suggested that GRs are not involved in these actions. Fluticasone has high affinity for 
GRs, generally producing maximal effects at around 10-100nM (Ray et al., 1997; Milara et al., 
2016). As noted above, a power calculation based on the initial findings suggests that the sample 
size used had insufficient power to detect any change reliably. Thus, it remains possible that 
GRs were involved in the corticosterone effect on the expression of the components. As non-
genomic actions are not that well-characterised, there are likely to be mechanisms of 
corticosteroid action not involving GRs, MRs or GPR56/97. 

To conclude, the mRNA levels of Bcan, Vcan,  Hapln4 and Gad1 remained unchanged after 
aldosterone or collagen3 exposure, indicating the alterations after elevated GCs levels reported 
in Chapter 3 were not mediated by GPCRs or MRs. Thus, these alterations presented in Chapter 
3 might be mediated through other GC actions. The GR-mediated mRNA decay mechanism was 
then taken into consideration. The following measurements of GR-mediated mRNA decay on 
Bcan, Vcan, Hapln4, and Gad1 are presented in Chapter 5.  
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Chapter 5 
Rapid effect of GCs through GCs receptor mediated mRNA decay 
(GMD) pathway 
 

5.1  Introduction 
Based on the results reported by previous chapters, GCs were suggested to reduce Has3 and 
Ncan mRNA levels through GRs and GPCRs in a rapid non-genomic action, respectively. 
However, there were some other components which were reported to be suppressed by GCs, 
such as Vcan, Hapln4 and Gad1; and others showed an obvious tendency to decrease after GCs 
exposure, such as Bcan. The alterations in these PNN components were not reversed by 
mifepristone, and were not reproduced by collagen3, aldosterone or fluticasone administration, 
indicating the GC effect on these components were not mediated by GRs, GPCRs or MRs. 
Therefore, another pathway was considered, which is GR-mediated mRNA decay (GMD) 
pathway. 

GCs bound to GRs alter gene expression as a transcription factor through direct DNA binding 
with the necessary presence of ligand (Weikum et al., 2017 Rousseau et al., 1973; Muzikar et al., 
2009; Dahlman-wright et al., 1991). However, previous studies demonstrated that GRs could 
also affect gene expression by binding to mRNAs (Ishmael et al., 2010; Dhawan e al., 2012; Cho 
et al., 2015; Par et al., 2015).  

Based on the binding of GRs and mRNAs, a new GR-mediated mRNA pathway has been 
demonstrated, which is the GR-mediated mRNA decay (GMD) pathway (Cho et al., 2015). In the 
absence of ligand, GR binds to a GR-binding site (5’untranslated region (UTR)) of targeted 
mRNA; when GCs are induced, they bind to GR which is preloaded on the mRNA GR binding 
site (Cho et al., 2015), recruiting proline-rich nuclear receptor coregulatory protein 2 (PNRC2), 
upstream frameshift 1 (UPF1) and decapping enzyme 1a (DCP1A). UPF1 is a key factor of GMD 
as well as other mRNA decay pathways, such as nonsense-mediated mRNA decay (NMD) and 
staufen-mediated mRNA decay (SMD). In the NMD pathway, a premature translation termination 
codon (PTC) is recognised by UPF1, then UPF1 recruits PNCR2, resulting in the degradation of 
mRNAs that contains PTC to prevent the accumulation of truncated proteins (Kwon et al., 2007). 
In the SMD pathway, the RNA binding protein, staufen 1 (STAU1) interacts directly with UPF1 
tethered to 3’ UTRs of mRNA binding sites, and the recruited UPF1 on mRNA binding sites 
interacts with PNCR2 to trigger mRNA degradation (Kim et al., 2005).  

Unlike the GR-mediated effect in the cell nucleus that takes a longer action time, GR-mediated 
mRNA decay could occur rapidly in the cytoplasm. For example, dexamethasone induces GMD 
detected within 2h (Park et al., 2016; Boggaram et al. 1991) or 3h (Cho et al., 2015; Dhawan et 
al., 2007). Although the GMD actions occur in cytoplasm within hours, they could still be reversed 
by GR antagonism. For example, mifepristone (RU486) inhibited GMD, with increased mRNA 
expression following the cotreatment of dexamethasone and RU486, compared to without 
RU486 presence (Boggaram et al. 1991; Dhawan et al., 2007). Thus, GR antagonists were also 
not only able to inhibit GRs in the cell nucleus but also in the cytoplasm, and the mRNA 
degradation could be mediated by GRs at a rapid speed.   

It could be concluded that GMD could lead to the downregulation of mRNA levels within hours by 
directly binding to mRNAs, and the effect could be inhibited by GR antagonists. Therefore, the 
GMD pathway could mediate decreased mRNA levels of targeted PNN components which the 



 141 

previous studies showed to be suppressed by GCs but not through MRs or GPCRs, including 
Bcan, Vcan, Gad1 and Hapln4. In this case, whether the suppressed mRNA levels of these PNN 
components were mediated through GMD pathway needs to be investigated.   

Actinomycin D (Act D) is widely used to inhibit new mRNA synthesis in mRNA stability or mRNA 
decay examination assays (Avendano et al., 2008).  Act D is an inhibitor of transcription, and is a 
DNA intercalator, binding to DNA guanine residues, preventing the double-stranded DNA from 
unwinding, and in turn inhibiting the RNA polymerase (Avendano et al., 2008). Converging 
studies have used Act D to detect the mRNA decay of different genes mediated by GRs in 
several cell types. For example, with Act D administration to inhibit mRNA synthesis, mRNA 
decay of TNF-α was observed within 8 hours after dexamethasone treatment in human A594 
cells (Smoak and Codlowski t al., 2006); and various adenosine and uridine (AU)-rich element-
containing mRNAs showed decreased stability in human A594 cells after Act D administration 
and dexamethasone treatment (Muazzen et al., 2024). Similar accelerated mRNA decay after 
dexamethasone exposure with Act D administration was also detected in human pulmonary 
microvascular endothelial cells, with downregulated interleukin 8 mRNA stability and expression 
(Shi et al., 2014).   

Therefore, to investigate whether the effect of GCs on PNN components mRNA expression was 
mediated by the GMD pathway, Act D was used to inhibit new mRNA synthesis, and the rate of 
mRNA decay with HCA treatment was measured. As the GMD pathway could be inhibited by GR 
antagonists, mifepristone (RU486) has also been co-treated with HCA to detect whether the 
mRNA decay effect is mediated by GRs.  

5.2  Study aims 
The aim of the current study is to investigate whether the rapid effect of HCA on the targeted 
genes, including, Bcan, Vcan, Hapln4 and Gad1, was though GMD pathway by binding directly to 
the RNA binding site. The specific aims included:  

   a. to investigate whether the mRNA degradation of targeted genes was mediated by HCA 
within 4h  

b. to investigate whether the HCA-mediated mRNA degradation was inhibited by the presence 
of mifepristone.   

5.3  Methods 
The cells were cultured in 24-well plates, the detailed procedure of cell culture was as presented 
in Chapter 2. At 14 DIV, the cells were treated with 20nM HCA, in the presence or absence of 
20nM mifepristone, the mifepristone was added 30 minutes prior HCA treatment.   

After exposure to HCA with or without mifepristone for 30 minutes to 1h, the cells were treated 
with 5µg/ml Act D to inhibit mRNA synthesis. Subsequently, the mRNA samples were collected 
at 0,1.5, 2, 3 and 4h in presence of Act D, followed by mRNA extraction. The detailed processes 
of mRNA collection from cultured cells and cDNA synthesis were presented in Chapter 2. The 
consideration of using specific drugs and concentrations were also presented in Chapter 2. 

The qPCR was performed with targeted primers, including, Bcan, Vcan, Hapln4 and Gad1, to 
measure the mRNA levels at each time point after Act D exposure. The samples were distributed 
in different plates for each qPCR run, based on the Act D exposure time point, and the interplate 
calibrated samples were added to each plate to eliminate the plate-to-plate variation. 
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The mRNA levels for each targeted gene were calculated by Ct values, the detailed procedure 
was presented in Chapter2. In the current experiment, as the interplate calibrated samples were 
added to each plate to eliminate the plate-to-plate variation, the Ct values for each sample were 
normalised to the mean Ct values of calibrated samples in each plate for analysis.   

5.4  Results 
The mRNA stability of Bcan was not significantly affected by GCs compared to the control 
groups. The half-life of Bcan mRNA level was approximately 1.5h, and the stability was not 
affected by HCA and mifepristone (Fig 5.1 A). Additionally, at each time points, the mRNA levels 
of Bcan were not altered by the HCA exposure, and the overall expression was not changed after 
mifepristone, and no further interaction was found at 0h and 1.5h of Act D presence (0h: HCA: F 
(1, 19)=0.85, p=0.371, Mif: F (1, 19)=0.99, p=0.334, HCA*Mif: F (1, 19)=0.45, p=0.514; 1.5h: 
HCA: F (1, 14)=0.95, p=0.351: Mif: F (1, 14)=0.18, p=0.618; HCA*Mif: F (1, 19)=0.08, p=0.916) 
(Fig 5.1 B C). Similarly, at 2h, no HCA effect was found, but the overall mRNA levels increased 
after mifepristone exposure, the interaction of HCA and mifepristone was not significantly 
reported (HCA: F (1, 19)=2.26, p=0.152; Mif: F (1, 19)=18.06, p=0.001; HCA*Mif: F (1, 19)=0.40, 
p=0.535) (Fig 5.1 D). At 3h and 4h, the mRNA levels of Bcan remained unchanged with both 
HCA and mifepristone treatment, no interactions were found either (3h: HCA: F (1, 19)=1.76, 
p=0.204, Mif: F (1, 19)=0.78, p=0.390, HCA*Mif: F (1, 19)=1.84, p=0.193; 4h: HCA: F (1, 
19)=1.33, p=0.265, Mif: F (1, 19)=1.03, p=0.324, HCA*Mif: F (1, 19)=1.14, p=0.301) (Fig. 5.1 E 
F).  
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Figure 5.1: measurement of Bcan mRNA decay with HCA and mifepristone. A: measurement of 
Bcan mRNA decay with HCA (20nM) and mifepristone (20nM), the mRNA synthesis was 
inhibited by Act D (5µg/ml) for 0h, 1.5h, 2h, 3h and 4h. B-F: mRNA levels of Bcan with HCA and 
mifepristone exposure at different time points of mRNA synthesis inhibition (Veh: veh: n=5, HCA: 
n=5; Mif: n=5, HCA: n=5). The data for Bcan in the current study was normally distributed as 
assessed with the Kolmogorov-Smirnov test. No outliers were detected in this study. The data 
were analysed by ANOVA with Tukey’s post-hoc test. ### p<0.001 overall effect of mifepristone 
vs corresponding to relative veh groups, ANOVA, Tukey’s post-hoc tests. The bar graphs show 
mean ± SEM.  

After HCA exposure, no significant alterations were detected in mRNA stability of Vcan. The half-
life of Vcan mRNA was longer than Bcan mRNA, at around 4h, however, the stability was not 
affected by external HCA and mifepristone treatment (Fig 5.2 A). The specific mRNA levels of 
Vcan remained unchanged at each time points of Act D presence after both HCA and Mif 
treatment, with no significant interactions of HCA and mifepristone were reported at each time 
points (0h: HCA: F (1, 19)=0.00, p=0.982, Mif: F (1, 19)=1.59, p=0.229, HCA*Mif : F (1, 19)=0.24, 
p=0.630; 1.5h: HCA: F (1, 14)=2.33, p=0.153, Mif: F (1, 14)=0.19, p=0.269, HCA*Mif F (1, 
19)=0.60, p=0.455; 2h: HCA: F (1, 19)=1.06, p=0.319, Mif: F (1, 19)=2.95, p=0.105, HCA*Mif: F 
(1, 19)=0.12, p=0.306; 3h: HCA: F (1, 19)=0.86, p=0.367, Mif: F (1, 19)=0.41, p=0.532, HCA*Mif: 
F (1, 19)=0.301, p=0.102; 4h: HCA: F (1, 19)=1.23, p=0.284, Mif: F (1, 19)=0.10, p=0.965: 
HCA*Mif: F (1, 19)=0.77, p=0.393) (Fig. 5.2 B-F).  
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Figure 5.2: measurement of Vcan mRNA decay with HCA and mifepristone. A: measurement of 
Vcan mRNA decay with HCA (20nM) and mifepristone (20nM), the mRNA synthesis was 
inhibited by Act D (5µg/ml) for 0h, 1.5h, 2h, 3h and 4h. B-F: mRNA levels of Vcan with HCA and 
mifepristone exposure at different time points of mRNA synthesis inhibition (Veh: veh: n=5, HCA: 
n=5; Mif: n=5, HCA: n=5). The data for Vcan in the current study was also normally distributed as 
assessed with the Kolmogorov-Smirnov test. No outliers were detected in this study. The data 
was analysed by ANOVA with Tukey’s post-hoc test. The bar graphs show mean ± SEM.  

The results showed that HCA had no effect on the mRNA stability of Hapln4. The half-life of 
Hapln4 was shown at 1.5h, and the overall mRNA stability of Hapln4 was not affected by CHA 
and mifepristone (Fig 5.3 A). At 0h of Act D presence, the mRNA levels were not altered by HCA, 
but decreased with mifepristone treatment, no interactions between HCA and mifepristone was 
detected (HCA: F (1, 19)=3.72, p=0.072 Mif: F (1, 19)=6.43, p=0.023; HCA*Mif: F (1, 19)=0.21, 
p=0.650) (Fig 5.3 A). At 1.5h and 2h, the mRNA levels of Hapln4 was not affected by HCA and 
mifepristone treatment, no interactions of the 2 treatment groups were detected (1.5h: HCA: F (1, 
14)=0.53, p=0.481, Mif: F (1, 14)=0.13, p=0.721, HCA*Mif: F (1, 19)=0.22, p=0.649; 2h: HCA: F 
(1, 19)=2.51, p=0.133, Mif: F (1, 19)=0.83, p=0.375, HCA*Mif: F (1, 19)=0.50, p=0.491) (Fig 5.3 
C D). Although HCA did not affect the Hapln4 expression at 3h, the overall expression increased 
by mifepristone, but the interaction was still not detected (HCA: F (1, 19)=1.46, p=0.244, Mif: F 
(1, 19)=5.72, p=0.029, HCA*Mif: F (1, 19)=0.11, p=0.749) (Fig 5.3 E). Furthermore, no HCA and 
mifepristone effect were reported at 4h, no significant interaction was reported at this time point 
(HCA: F (1, 19)=0.89, p=0.359, Mif: F (1, 19)=0.16, p=0.695, HCA*Mif: F (1, 19)=0.001, p=0.986) 
(5.3 F). 
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Figure 5.3: measurement of Hapln4 mRNA decay with HCA and mifepristone. A: measurement 
of Hapln4 mRNA decay with HCA (20nM) and mifepristone (20nM), the mRNA synthesis was 
inhibited by Act D (5µg/ml) for 0h, 1.5h, 2h, 3h and 4h. B-F: mRNA levels of Hapln4 with HCA 
and mifepristone exposure at different time points of mRNA synthesis inhibition (Veh: veh: n=5, 
HCA: n=5; Mif: n=5, HCA: n=5). The data for Hapln4 in the current study was also normally 
distributed as assessed with the Kolmogorov-Smirnov test. No outliers were detected in this 
study. The data was analysed by ANOVA with Tukey’s post-hoc test, # p<0.05, overall effect of 
mifepristone vs corresponding to relative veh groups, ANOVA, Tukey’s post-hoc tests. The bar 
graphs show mean ± SEM.  

The mRNA stability and expression of Gad1 with HCA exposure, the mRNA stability was not 
affected, and the half-life of Gad1 was around 2h (Fig 5.4 A). The mRNA levels of Gad1 were 
unchanged at 0, 1.5, 2 and 3h with both HCA and mifepristone exposure, and no interactions of 
HCA and mifepristone were detected (0h: HCA: F (1, 19)=1.48, p=0.241, Mif: F (1, 19)=0.05, 
p=0.818, HCA*Mif: F (1, 19)=0.01, p=0.908; 1.5h: HCA: F (1, 14)=0.54, p=0.476, Mif: F (1, 
14)=0.06, p=0.813, HCA*Mif: F (1, 19)=0.01, p=0.991; 2h: HCA: F (1, 19)=0.13, p=0.720, Mif: F 
(1, 19)=2.90, p=0.109, HCA*Mif: F (1, 19)=1.70, p=0.212; 3h: HCA: F (1, 19)=0.27, p=0.611, Mif: 
F (1, 19)=3.22, p=0.096, HCA*Mif: F (1, 19)=2.11, p=0.170) (Fig 5.4 B-E). Moreover, the Gad1 
mRNA level was upregulated at 4h after exposure to HCA, however, the upregulation was only 
observed with the presence of mifepristone, and the overall expression of Gad1 also increased 
with the presence of mifepristone, but no interaction of HCA and mifepristone treatment was 
reported (4h: HCA: F (1, 19)=13.04, p=0.007, Veh with mifepristone vs HCA with mifepristone 
Tukey’s post-hoc test, Mif: F (1, 19)=4.69, p=0.046, HCA*Mif: F (1, 19)=0.96, p=0.341) (Fig 5.4 
F). 
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Figure 5.4: measurement of Gad1 mRNA decay with HCA and mifepristone. A: measurement of 
Gad1 mRNA decay with HCA (20nM) and mifepristone (20nM), the mRNA synthesis was 
inhibited by Act D (5µg/ml) for 0h, 1.5h, 2h, 3h and 4h. B-F: mRNA levels of Gad1 with HCA and 
mifepristone exposure at different time points of mRNA synthesis inhibition (Veh: veh: n=5, HCA: 
n=5; Mif: n=5, HCA: n=5). The data for Gad1 was normally distributed as assessed with the 
Kolmogorov-Smirnov test. No outliers were removed in this study. The data was analysed by 
ANOVA followed by Tukey’s post-hoc tests. **p<0.01 HCA effect vs veh group, ANOVA, Tukey’s 
post-hoc test; # p<0.05 overall effect of mifepristone vs corresponding to relative veh groups, 
ANOVA, Tukey’s post-hoc tests. The bar graphs show mean ± SEM.  

Therefore, the results suggested that the mRNA stability and degradation of Bcan, Vcan, Hapln4 
and Gad1 were not affected by GCs. The mRNA levels of Bcan, Vcan, Hapln4 and Gad1 were 
not altered by GCs exposure after inhibition of mRNA synthesis by Act D at different time points, 
apart from Gad1, with increased mRNA levels with co-treatment of GCs and mifepristone. In 
addition, the upregulated overall effect of mifepristone was only observed in mRNA levels of 
Hapln4 and Gad1 with 3h and 4h exposure of GCs, respectively.  

5.5  Discussion  
Previous results illustrated the altered expression of Bcan, Vcan, Gad1 and Hapln4 mRNAs after 
4h HCA exposure, suggesting a non-genomic effect of HCA. However, the alterations were not 
observed to be mediated by the rapid effect of MRs or GPCRs. Thus, the current experiment 
investigated whether the rapid alterations of Bcan, Vcan, Gad1 and Hapln4 expression by HCA 
exposure could have occurred via the GMD pathway. The results showed that the mRNA decay 
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of Bcan, Vcan, Gad1 and Hapln4 were not affected by GCs, with no differences of mRNA half-life 
observed between vehicle groups and HCA treated groups.  

With the inhibition of mRNA synthesis by Act D for 0, 1.5, 2, 3, and 4h, the mRNA levels of Bcan, 
Vcan, Gad1 and Hapln4 were not altered by HCA exposure at different time points. However, an 
overall effect of mifepristone was detected for Bcan, Hapln4 and Gad1, mRNAs, suggesting an 
increased overall effect of mifepristone on mRNA levels of Bcan, Hapln4 and Gad1, with 2h, 3h 
and 4h mRNA synthesis inhibition, respectively, but a decreased effect on Hapln4 mRNA levels 
with 0h mRNA synthesis inhibition. As these effects of mifepristone were not detected previously, 
these may be isolated occurrences of p values less than 0.05, but without any underlying 
biological significance. The only highly significant mifepristone effect was on Bcan mRNA at 2h, 
but even this was very clearly not observed at the 1.5h time point, and so seems unlikely to be a 
genuine effect. 

No previous research has been conducted to investigate the contribution of GMD to PNN 
component gene regulation in the CNS. However, some studies illustrated increased mRNA 
degradation of Vcan mRNA in monkey muscle cells and human macrophages with elevated 
inflammation. For example, Vcan mRNA expression and stability was suppressed by interleukin-
b in monkey arterial smooth muscle cells, with reduced Vcan mRNA half-life from 6h to 2h 
(Lemire et al., 2006). On the contrary, in human macrophages, the expression of Vcan mRNA 
stability and degradation rates were not changed after exposure to hypoxia, and the half-life of 
Vcan remained at around 10h (Sotoodehnejadnematalahi et al., 2015).   

The initial results presented in Chapter3 showed that the mRNA levels of Bcan were suppressed 
by HCA exposure within 4h at 14 DIV, which was also replicated in the presence of mifepristone 
(n=6-8/group). However, the current results (n=5/group) showed no alterations of Bcan mRNA 
levels and mRNA stability after GCs exposure, indicating the suppressed effect of GCs on Bcan 
might not be through the GMD pathway. The lack of significant suppression effect of GCs on 
Bcan in this study might be attributed to lower sample sizes, with only 4 samples per group, 
which might lead to false negative results.  

Although a significant rapid suppressive effect of GCs was detected on Vcan and Hapln4 mRNA 
levels after HCA exposure at 14 DIV in the presence of mifepristone (as shown in Chapter 3), the 
initial GCs effect without mifepristone presence was also not detected here. Similar inconsistent 
results were also shown for Gad1 mRNA levels. These inconsistent results might be due to a 
lack of statistical power in the current experiment.  

Although limited studies have investigated the effect of GCs on the mRNA decay of Bcan and 
Hapln4, the half-life of the mRNAs for Vcan and Gad1 were previously reported. For example, 
Gad1 mRNA, which contains AU-rich elements, was suggested to have a half-life of around 2h, 
which is consistent with the current findings that the half-life of Gad1 mRNA levels were around 
2h (Frevel et al., 2003). As mentioned previously, the mRNA half-life of Vcan was between 6h 
and 10h in monkey muscle cells and human macrophages, while the current study estimated the 
half-life of Vcan mRNA levels at around 4h, which was partially consistent with the previous study 
that Vcan had a longer mRNA half-life compared to other components, such as, Gad1. As the 
current study only detected the mRNA expression in the first 4h of the degradation process in 
mouse CNS, it is possible that the differences of Vcan mRNA half-life could be attributed to the 
species and cell types where the targeted gene is located. In addition, no studies have 
investigated the half-life of Hapln mRNAs in the CNS, however, the half-life of hyaluronan in the 
PNS system was reported, ranging from minutes to days among different PNS tissues, 
illustrating that the half-life of hyaluronan was dependent on the specific region (Laurent and 
Reed, 1997).   
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As mRNA synthesis was inhibited by Act D for 0h, 1.5h, 2h, 3h and 4h, the mRNA levels of the 
reference gene are also possibly decreasing. However, various studies illustrated that the 
expression of Gapdh remained steady in the first 12h of mRNA decay, indicating that the half-life 
of Gapdh mRNA was much longer than most other mRNAs, and was not altered by external 
stimulation. For instance, the mRNA stability of Gapdh remained unchanged after exposure to 
Act D for 2h, 4h and 6h (Kang et al., 2014). In addition, Sinn and Sigmund (1999) indicated that 
the inhibitory effect of Act D on Gapdh expression was negligible in the first 12 hours, which was 
consistent with later findings that Gapdh mRNA has a long half-life of more than 12 hours 
(Mfossa et al., 2019). In this case, although mRNA synthesis was inhibited by Act D, Gapdh 
mRNA was still stable in the first 12 hours, suggesting that degraded mRNA levels could be 
observed here in targeted genes, rather than Gapdh. Thus, Gapdh could be a suitable reference 
gene in the current study.   

The current study investigated the effect of GCs on mRNA levels with Act D inhibition at different 
time points. Therefore, the samples were divided into different plates for qPCR, based on the 
different time points, leading to a possibility that the plate variation might be a factor influencing 
the mRNA levels detected by qPCR. As the threshold used for Ct determination in each qPCR 
run is dependent on the number of samples and the fluorescent intensity, which is likely to vary 
between different plates. In this case, to eliminate the plate variation factor, calibrated reference 
samples were used in each plate. Hellemans et al. (2007) developed a system of inter-run 
calibration samples to remove the between plate/run variations in PCR methods, suggesting that 
the plate-to-plate variation could be removed by measuring the normalised relative quantity 
between the inter plate calibration values in each run. A similar method has also been used in 
other research to remove the plate-to-plate variation in each qPCR run. Neuberger et al (2021) 
used interplate reference samples for the interplate corrections, and Kochmanski et al. (2018) 
also used the interplate calibration samples to calculate the relative mRNA expression across 
multiple plates. Hence, apart from using housekeeping genes, calibrated referencing samples 
were also used in each plate to eliminate the plate-to-plate variation, to get a more accurate 
relative gene expression across different qPCR plates.   

In conclusion, the current study found no effect of GCs on the rapid mRNA degradation of Bcan, 
Vcan, Hapln4 and Gad1 mRNAs in cortical cultured neurons, and the mRNA levels were not 
altered by GCs at different time points after transcription inhibition. The current results of the GC 
effects were not consistent with the initial findings presented in Chapter3, but this could be 
attributed to smaller sample sizes, reducing statistical power. 
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Chapter 6  
Altered structural and dendritic formation of PNNs labelled by WFA 
 

6.1  Introduction 
Some of the PNN components, such as the CSPG molecules, could be affected by stress or 
stress related hormones such as corticosterone (Peeters et al., 2004; Liu et al. 2008; McRae et 
al., 2017; Bellamkonda et al., 2007).  CSPGs are the main components to form the PNN 
structures, and so if these components are affected, this could lead to disrupted PNN 
organisation. Converging evidence has demonstrated that alterations in PNN formation were 
observed due to the lack of these main components. In some CSPG KO mice models, loss of 
PNNs was detected in different brain areas. As noted in Section 1.2.1 in Chapter 1, loss of some 
of the CSPGs or HA components, such as loss of Acan, Ncan and Hapln1, resulting in PNNs 
disorganisation, with faint, attenuated or distinct WFA-labelled PNNs presenting in various brain 
regions (Giamanco et al., 2010; Hunyadi et al., 2020; Carulli et al., 2010; Suttkus et al., 2014) 

As PNNs not only enwrap the cell soma, but also proximal neuronal dendrites, in addition to the 
intensity or intensity expression of WFA labelling as an indication of PNN density, the length of 
dendrites covered by PNNs is also a factor reflecting PNN structural formation. Decreased length 
of proximal dendrites covered by PNNs was also reported with disturbed PNN main components. 
In TnR deficient mice, in addition to an atypical granular appearance of WFA-labelled PNNs, a 
reduction of dendritic length covered by PNNs was observed, and the number of cells’ dendrites 
covered by PNNs was also decreased in both cortex and hippocampus areas (Weber, et al., 
1999). In addition, lack of Ptprz1 was also shown to affect PNN-covered dendrites, with the loss 
of net-like PNNs surrounding cell soma and dendrites (Eill et al., 2020); and similar PNN 
disruption around cells and dendrites were also detected in Halpn1 KO mice, indicating lack of 
Hapln1 was accompanied by attenuated WFA-labelled PNNs around cells, and no PNNs were 
found to be present around dendrites (Suttkus et al., 2014; Carulli et al., 2010). These results 
raised a suggestion that altered PNN morphology could not only be observed as alterations of 
PNN expression, such as intensity or intensity, but also by the length and the number of cell 
dendrites covered by PNNs.  

Stress is an important factor influencing PNN development, including affecting specific 
components’ expression, which may result in alterations of PNN morphology, such as disrupted 
intensity, the dendritic length and number of dendrites covered proximally by PNN. Consistent 
evidence illustrated the reduction of PNN intensity with stress exposure or stress hormone 
administration. However, whether stress affects the dendritic length covered by PNNs remained 
less clear. Therefore, in the current study, the experiments aimed to investigate the effect of the 
stress hormone, HCA, on PNN morphology, including intensity, dendritic length and number 
covered by PNNs, in cultured cells at 14 DIV and 21 DIV.  

6.2  Study aims 
In this study, the aim was to investigate the effect of GCs on PNN morphology, including 
alterations of intensity, the length of dendrites covered by PNNs, and the number of dendrites 
covered by PNNs, in cultured cortical neurons. The specific aims were:  

  a. to investigate the effect of GCs on the length of dendrites covered by PNNs.  

  b. to investigate the effect of GCs on the intensity of PNNs.  



 150 

  c. to investigate the effect of GCs on the number of dendrites covered by PNNs.  

6.3  Methods 
Cortical neurons were cultured from C57BL/6 embryonic mice at E17 in chamber slides and 
treated with HCA, and cotreatment with HCA and mifepristone at 14 DIV and 21 DIV for 4h and 
24h, respectively. The detailed procedure of cell culture was presented in Chapter 2. 

The cultured neurons were fixed by 4% paraformaldehyde (PFA) for 30 minutes and stored in 
PBS at 4°C and ready for immunohistochemistry. The procedure was performed as described in 
Chapter 2, whereby the cultured neurons underwent a blocking step before incubation with 
biotinylated Wisteria floribunda agglutinin (WFA) (1:1000) overnight. Afterward, streptavidin-
conjugated Rhodamine Red-X (1:500) was added to the cultured cells in the dark for 2 hours. 
Subsequently, the cultured slides were mounted with vectashield mounting media and covered 
with coverslips.  

The overview of PNNs surrounding cultured neurons was detected through a confocal 
microscope (Zeiss, LSM900) with a 10x objective for counting and 20x objective for exhibiting, 
and the images were captured through the Zen Blue system. All exhibited images were captured 
as a Z-stack (15µm in depth) using a Z step of 0.50µm, 20X objective lens, image size 
1024x1024 pixels. The images were taken using Zen blue 3.0 software and downloaded with a 
maximum projection size using the Zen black system. The dendritic length and mean intensity 
intensity covered by PNNs were measured by Image J as stated in Chapter 2.   

6.4  Results 
 

6.4.1 HCA downregulated length and mean intensity of dendrites 
covered by PNNs at 14 DIV and 21 DIV 

At 14 DIV, exposure to both 20nM and 100nM HCA lead to decreased length of PNN covering 
dendrites after 4h (Kruskal–Wallis statistic=124.4, p<0.001) (Fig 6.1 A B) with mean length of 
PNN surrounding dendrites reduced from 25.6µm to 19.9µm after 100nM (Dunn’s post-hoc test, 
p<0.001) HCA exposure and 18.6µm after 20nM HCA exposure (Dunn’s post-hoc test, p<0.001). 
Additionally, the intensity of PNNs surrounding dendrites remained unchanged after 4h exposure 
to HCA treatment (Kruskal–Wallis statistic=4.19, p=0.123) (Fig 6.1 A B).  

After 24h, 20nM or 100nM HCA exposure (Kruskal–Wallis statistic=38.80, p<0.001) reduced the 
mean length of PNNs covering dendrites significantly from 26.9µm to 24.3µm with 20nM HCA 
(Dunn’s post-hoc test, veh vs 20nM HCA p<0.001) and 19.3µm with 100nM HCA (Dunn’s post-
hoc test, veh vs 100nM HCA p<0.001) (Fig 6.1 C D). On the contrary, after 24h HCA exposure, 
the intensity of PNNs covering dendrites showed a significant increasing tendency (Kruskal–
Wallis statistic=50.69, p<0.001) from 15.18 a.u. to 19.22 a.u. and 24.8 a.u. with 20nM HCA 
(Dunn’s post-hoc test, veh vs 20nM HCA p<0.001) and 100nM HCA exposure (Dunn’s post-hoc 
test, veh vs 100nM HCA p<0.001), respectively (Fig 6.1 C D). 

 



 151 

A                 veh  

 

20nM 

 

100nM 

 
B     

                         
C                 veh 

 

20nM 

 

100nM 

 
D  

                
Figure 6.1. Fluorescent detection of WFA-labelled PNNs in cultured cells at 14 DIV A: 
representative immunofluorescence images of WFA labelled PNNs around cultured cells after 4h 
treated with vehicle, 20nM and 100nM HCA. B: length and intensity intensity of dendrites covered 
by WFA labelled PNNs after 4h treatment (Veh:  270 dendrites in 20 cells nested in 3 different 
slides with 2 cultures, 20nM: 166 dendrites in 20 cells nested in 3 different slides with 2 cultures, 
100nM: 199 dendrites in 16 cells nested in 3 different slides with 2 cultures). C: representative 
immunofluorescence images of WFA labelled PNNs around cultured cells after 24h treated with 
vehicle, 20nM and 100nM HCA. D: length and intensity intensity of dendrites covered by WFA 
labelled PNNs after 24h treatment (Veh: 153 dendrites in 17 cells nested in 3 different slides with 
2 cultures, 20nM: 164 dendrites in 17 cells nested in 3 different slides with 2 cultures, 100nM: 
196 dendrites in 19 cells nested in 3 different slides with 2 cultures). Scale bar: 20μM. The data 
for length and intensity of PNNs surrounding dendrites were not normally distributed at 14 DIV 
with 4h and 24h HCA as assessed with the Kolmogorov-Smirnov test. No outliers were detected. 
The data were analysed by Kruskal–Wallis test followed by Dunn’s post-hoc tests, *** p<0.001 
HCA effect vs corresponding veh group, Kruskal-Wallis test with Dunn’s post-hoc test. Boxes 
show median and interquartile range, with whiskers from minimum to maximum.    
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The length and intensity of PNNs surrounding dendrites in cultured cells were also measured at 
21 DIV (a time when GC-induced changes in PNN constituent gene expression are no longer 
evident), again based on WFA staining after HCA treatment.  

As a result, exposure to 20nM and 100nM HCA resulted in decreased length of PNNs covering 
dendrites after 4h (Kruskal–Wallis statistic=239.16, p<0.001), with reduction of mean length from 
29.3µm to 23.4µm with 20nM HCA (Dunn’s post-hoc test, veh vs 20nM HCA, p<0.001) and to 
21.7µm with 100nM HCA exposure (Dunn’s post-hoc test, veh vs 100nM HCA, p<0.001) (Fig 6.2 
A B). However, no significant changes of PNN’s intensity were found (Kruskal–Wallis 
statistic=4.25, p=0.119) treatment (Fig 6.2 A B). 

Length of PNNs covering dendrites also decreased after 24h HCA exposure (Kruskal–Wallis 
statistic=34.64, p<0.001) (Fig 6.2 C D), with reduction of mean length from 25.3µm to 21.0µm 
with 20nM HCA (Dunn’s post-hoc tests, p<0.001) and to 23.4µm with 100nM HCA exposure 
(Dunn’s post-hoc test, p<0.001). Similarly, the intensity of WFA-labelled PNNs covering dendrites 
also decreased after 24h (Kruskal–Wallis statistic=59.59, p<0.001) with both 20nM and 100nM 
HCA treatment, from 23.09 a.u. to 20.13 a.u. and 16.9 a.u., respectively (p<0.001 veh vs 20nM 
Dunn’s post-hoc test; p<0.001, veh vs high dose, Dunn’s post-hoc test) (Fig 6.2 C D). 
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Figure 6.2. Fluorescent detection of WFA-labelled PNNs in cultured cells at 21 DIV. A: 
representative immunofluorescence images of WFA labelled PNNs around cultured cells after 4h 
treated with vehicle, 20nM and 100nM HCA. B: length and intensity intensity of dendrites covered 
by WFA labelled PNNs after 4h treatment (Veh: 326 dendrites in 26 cells nested in 3 different 
slides with 2 cultures, 20nM: 352 dendrites in 24 cells nested in 3 different slides with 2 cultures 
100nM: 323 dendrites in 23 cells nested in 3 different slides with 2 cultures). C: representative 
immunofluorescence images of WFA labelled PNNs around cultured cells after 24h treated with 
vehicle, 20nM and 100nM HCA. D: length and intensity intensity of dendrites covered by WFA 
labelled PNNs after 24h treatment (Veh: 338 dendrites in 34 cells nested in 3 different slides with 
2 cultures, 20nM: 224 dendrites in 20 cells nested in 3 different slides with 2 cultures, 100nM: 
163 dendrites nested in 21 cells with 2 cultures). Scale bar: 20μM. The data for length and 
intensity of PNNs surrounding dendrites were not normally distributed at 21 DIV with 4h and 24h 
HCA as assessed with the Kolmogorov-Smirnov test. No outliers were detected. The data were 
analysed by Kruskal–Wallis test followed by Dunn’s post-hoc tests, *** p<0.001 HCA effect vs 
corresponding veh group, Kruskal-Wallis test with Dunn’s post-hoc test. Boxes show median and 
interquartile range, with whiskers from minimum to maximum.   
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Following treatment with HCA alone, mifepristone was co-treated with HCA, to assess the role of 
GRs. As a result, the earlier observation of HCA decreasing length of PNN surrounding dendrites 
at 14 DIV with 4h HCA treatment was not reproduced (Kruskal–Wallis statistic=1.54, p=0.208), 
which might be attributed to the different biological samples used for the sample collection, as 
noted in Chapter 3. However, there was a significant overall effect of mifepristone on the length 
of PNNs covering dendrites after 4h HCA exposure (Kruskal–Wallis statistic=133.84, p<0.001), 
suggesting the length of PNNs covering dendrites decreased with the presence of mifepristone 
(Fig 6.3 A B). However, no significant effect of HCA (Kruskal–Wallis statistic=0.69, p=0.708) and 
mifepristone treatment effect (Kruskal–Wallis statistic=6.27, p=0.102) were found on the intensity 
of PNNS surrounding dendrites (Fig 6.3 A B). The results potentially suggested the basal effect 
of GCs in the culture medium affecting the length of PNNs covering dendrites by GRs, and thus, 
the total length of PNNs in all treatment groups could be altered by mifepristone with blockage of 
GRs action. 

Moreover, after 24h, there was a significant effect of HCA treatment (Kruskal–Wallis 
statistic=36.59, p<0.001), with the decreasing tendency of length of PNNs from a mean value of 
25.7µm to 22.16µm and 19.089µm after 20nM and 100nM HCA treatment, respectively, in the 
absence of mifepristone (veh without mifepristone vs low dose HCA without mifepristone 
p<0.001, veh without mifepristone vs high dose HCA without mifepristone p<0.001, Dunn’s post-
hoc tests) (Fig 6.3 C D). This reproduces the finding observed previously in the study with initial 
HCA treatment. However, the effect of HCA was not significantly reported in the presence of 
mifepristone (veh with mifepristone vs low dose HCA with mifepristone p=0.254, veh with 
mifepristone vs high dose HCA with mifepristone p=0.765, Dunn’s post-hoc tests). No overall 
effect of mifepristone on the length of PNNs covering dendrites was found at 14 DIV after 24h 
HCA and mifepristone co-treatment (Kruskal–Wallis statistic=2.39, p=0.122) (Fig 6.3 C D).  

Regarding the intensity of WFA-labelled PNNs covering dendrites with 24h treatment, the 
intensity was not significantly affected by HCA treatment (Kruskal–Wallis statistic=5.48, 
p=0.064), but there was a slightly increasing tendency with both low and high dose HCA 
treatment in the absence of mifepristone, which was partially in line with the initial HCA effect; 
additionally, mifepristone affected the overall intensity expression (Kruskal–Wallis statistic=5.28, 
p=0.022), suggesting mifepristone could attenuate the increasing tendency presented in the 
absence of mifepristone. Although the upregulated intensity of PNNs by HCA treatment was not 
significant, the p value almost reached the borderline, and mifepristone was demonstrated to 
diminish the upregulated tendency by inhibiting GRs, which could potentially suggest that 
upregulated HCA effect on the intensity of PNNs was mediated through GRs. 

The results suggested a slow genomic GR-mediated suppressive effect of GCs on the length of 
PNNs covering neuronal dendrites at 14 DIV, and also potentially showed an enhancing effect on 
the intensity of PNNs covering neuronal dendrites with slow genomic GR mediation. 
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Figure 6.3. Fluorescent detection of WFA-labelled PNNs in cultured cells at 14 DIV.  A: 
representative immunofluorescence images of WFA labelled PNNs around cultured cells after 4h 
treated with vehicle, 20nM and 100nM HCA; and mifepristone cotreated with vehicle, 20nM and 
100nM HCA. B: length and intensity intensity of dendrites covered by WFA labelled PNNs after 
4h treatment (Veh: veh: 351 dendrites in 25 cells nested in 3 different slides with 2 cultures, 
20nM: 186 dendrites in 17 cells nested in 3 different slides with 2 cultures, 100nM: 112 dendrites 
in 20 cells nested in 3 different slides with 2 cultures; Mif: 176 dendrites in 19 cells nested in 3 
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different slides with 2 cultures, 20nM: 346 dendrites in 31 cells nested in 3 different slides with 2 
cultures, 100nM: 283 dendrites in 21  cells nested in 3 different slides with 2 cultures). 
C:  representative immunofluorescence images of WFA labelled PNNs around cultured cells after 
24h treated with vehicle, 20nM and 100nM HCA; and mifepristone cotreated with vehicle, 20nM 
and 100nM HCA. D: length and intensity intensity of dendrites covered by WFA labelled PNNs 
after 4h treatment (Veh: veh: 139 dendrites in 13 cells nested in 3 different slides with 2 cultures, 
20nM: 275 dendrites in 17 cells nested in 3 different slides with 2 cultures, 100nM: 164 dendrites 
in 15 cells nested in 3 different slides with 2 cultures; Mif: 290 dendrites in 21 cells nested in 3 
different slides with 2 cultures, 20nM: 182 dendrites in 16 cells nested in 3 different slides with 2 
cultures, 100nM: 177 dendrites in 14 cells nested in 3 different slides with 2 cultures). Scale bar: 
20μM. The data for length and intensity of PNNs surrounding dendrites were not normally 
distributed at 14 DIV with 4h and 24h HCA or mifepristone as assessed with the Kolmogorov-
Smirnov test. No outliers were removed. The data were analysed by Kruskal–Wallis test followed 
by Dunn’s post-hoc tests, *** p<0.001 HCA effect vs corresponding veh group, Kruskal-Wallis 
test with Dunn’s post-hoc test. # p<0.05, overall mifepristone effect vs corresponding veh group, 
Kruskal-Wallis test, Dunn’s post-hoc tests. Boxes show median and interquartile range, with 
whiskers from minimum to maximum.   

At 21 DIV, the decreased length of PNN covering dendrites observed previously with HCA 
exposure was confirmed at 4h (Kruskal–Wallis statistic=0.79, p<0.001), with the length of PNNs 
surrounding dendrites decreased from 25.94 µm to 22.39 µm and 19.26 µm with both low dose 
and high dose HCA in the absence of mifepristone, respectively (veh without mifepristone vs low 
dose HCA without mifepristone p<0.001, veh without mifepristone vs high dose HCA without 
mifepristone p<0.001, Dunn’s post-hoc tests); and decreased from 24.67 µm to 23.38 µm and 
19.63 µm with both low dose and high dose HCA in the presence of mifepristone, respectively 
(veh with mifepristone vs low dose HCA with mifepristone p<0.001, veh with mifepristone vs high 
dose HCA with mifepristone p<0.001, Dunn’s post-hoc tests). The results also showed that there 
was no overall effect of mifepristone on length of PNNs after 4h HCA treatment at 21 DIV 
(Kruskal–Wallis statistic=0.79, p=0.374) (Fig 6.4 A B).  

The overall intensity of PNNs was not affected by HCA treatment (Kruskal–Wallis statistic=1.13, 
p=0.596), which reproduced the results in the previous initial experiment with only HCA treated. 
The intensity increased slightly after 4h mifepristone treatment (Kruskal–Wallis statistic=4.47, 
p=0.029) (Fig 6.4 A B), suggesting the intensity of PNNs was affected by the basal effect of GCs 
in the cell culture medium during cell development. 

Moreover, after 24h, the prior observation of decreased length of PNNs covering dendrites after 
HCA exposure was confirmed (Kruskal–Wallis statistic=201.62, p<0.001), with the length of 
PNNs surrounding dendrites decreased from 24.74µm to 20.45µm and 19.91µm with both low 
dose and high dose HCA in the absence of mifepristone, respectively (veh without mifepristone 
vs low dose HCA without mifepristone p<0.001, veh without mifepristone vs high dose HCA 
without mifepristone p<0.001, Dunn’s post-hoc tests); and decreased from 22.43µm to 20.44µm 
and 19.23µm with both low dose and high dose HCA in the presence of mifepristone, 
respectively (veh with mifepristone vs low dose HCA with mifepristone p<0.001, veh with 
mifepristone vs high dose HCA with mifepristone p<0.001, Dunn’s post-hoc tests) (Fig 6.4 C D). 
Moreover, there was an overall effect of mifepristone on the length of PNNs covering cell 
dendrites after 24h HCA and mifepristone treatment (Kruskal–Wallis statistic=38.56, p<0.001). 

Regards to the intensity of PNNs with 24h treatment, the alterations was detected after HCA 
treatment (Kruskal–Wallis statistic=25.70, p<0.001), which reproduced the results from the initial 
HCA experiment, with increased intensity from 14.73 a.u. to 17.45 a.u. and decreased to 13.91 
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a.u. with both low dose and high dose HCA in the absence of mifepristone, respectively (veh 
without mifepristone vs low dose HCA without mifepristone p<0.001, veh without mifepristone vs 
high dose HCA without mifepristone p<0.001, Dunn’s post-hoc tests); and slightly increased from 
15.42 a.u. to 15.44 a.u. and decreased to 13.29 a.u. with both low dose and high dose HCA in 
the presence of mifepristone, respectively (veh with mifepristone vs low dose HCA with 
mifepristone p=0.004, veh with mifepristone vs high dose HCA with mifepristone, p<0.001 Dunn’s 
post-hoc tests,) (Fig 6.4 C D). Moreover, an overall effect of mifepristone on the intensity of 
WFA-labelled PNNs covered dendrites was found after 24h HCA and mifepristone treatment 
(Kruskal–Wallis statistic=25.70, p<0.001) (Fig 6.4 C D), suggesting the intensity of PNNs was 
slightly increased with mifepristone exposure and a basal effect of GCs presented in the cultured 
medium.  

The results indicated that at 21 DIV, the length of PNNs surrounding cell dendrites could be 
suppressed by GCs in a non-GR mediated pathways in both rapid genomic and long-term non-
genomic actions. However, the intensity was not obviously affected by GCs, with both up or 
down regulation of GCs, upregulated the intensity with low dose HCA, but downregulated the 
intensity with a high dose HCA after long-term GCs exposure via a non-GR mediated way. 
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Figure 6.4. Fluorescent detection of WFA-labelled PNNs in cultured cells at 21 DIV.  A: 
representative immunofluorescence images of WFA labelled PNNs around cultured cells after 4h 
treated with vehicle, 20nM and 100nM HCA; and mifepristone cotreated with vehicle, 20nM and 
100nM HCA. B: length and intensity of dendrites covered by WFA labelled PNNs after 4h 
treatment (Veh: veh: 273 dendrites in 22 cells nested in 3 different slides with 2 cultures, 20nM: 
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397 dendrites in 27 cells nested in 3 different slides with 2 cultures, 100nM: 94 dendrites in 20 
cells nested in 3 different slides with 2 cultures; Mif: 173 dendrites in 24 cells nested in 3 different 
slides with 2 cultures, 20nM: 172 dendrites in 27 cells nested in 3 different slides with 2 cultures, 
100nM: 150 dendrites in 20 cells nested in 3 different slides with 2 cultures). C: representative 
immunofluorescence images of WFA labelled PNNs around cultured cells after 24h treated with 
vehicle, 20nM and 100nM HCA. D: length and intensity intensity of dendrites covered by WFA 
labelled PNNs after 24h treatment (Veh: veh: 360 dendrites in 32 cells nested in 3 different slides 
with 2 cultures, 20nM: 263 dendrites in 20 cells nested in 3 different slides with 2 cultures, 
100nM: 265 dendrites in 20 cells nested in 3 different slides with 2 cultures; Mif: 165 dendrites in 
20 cells nested in 3 different slides with 2 cultures, 20nM: 297 dendrites in 18 cells nested in 3 
different slides with 2 cultures, 100nM: 291 dendrites in 19 cells nested in 3 different slides with 2 
cultures). Scale bar: 20μM. The data for length and intensity of PNNs surrounding dendrites were 
not normally distributed with 4h and 24h HCA or mifepristone treatment as assessed with the 
Kolmogorov-Smirnov test. No outliers were detected. The data were analysed by Kruskal–Wallis 
test followed by Dunn’s post-hoc tests. ** p<0.01, *** p<0.001 HCA effect vs corresponding veh 
group, Kruskal-Wallis test with Dunn’s post-hoc test; # p<0.05, ### p<0.001, overall effect of 
mifepristone vs vehicle group, Kruskal–Wallis test with Dunn’s post-hoc tests. Boxes show 
median and interquartile range, with whiskers from minimum to maximum.   

6.4.2 Dendritic number covered by PNNs remained unchanged after 
HCA exposure 

Mice lacking TnR reportedly showed a substantial reduction (~50%) in the number of dendrites 
per cell covered by PNNs, in both cortex and hippocampus areas (Weber, et al., 1999). Hence, 
after measuring the length and intensity intensity of neuronal dendrites covered by WFA labelled 
PNNs, the number of dendrites covered by PNNs has been measured after exposure to HCA, 
and HCA with mifepristone.   

There were no significant differences in the number of neuronal dendrites covered by WFA-
labelled PNNs after exposure to HCA at 14 DIV after 4h (fig 6.5 A) and 24h (Fig 6.5 B) (4h: 
(Kruskal–Wallis statistic=3.15, p=0.270; 24h: F (2, 55) =1.52, P=0.230).   

A   
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Figure 6.5: effect of HCA on the number of neuronal dendrites per cell covered by PNNs labelled 
by WFA at 14 DIV. A: the number of dendrites covered by PNNs quantified after 4h treatment 
with veh (distilled water), 20nM HCA and 100nM HCA. (Veh:  270 dendrites in 20 cells nested in 
3 different slides with 2 cultures, 20nM: 166 dendrites in 20 cells nested in 3 different slides with 
2 cultures, 100nM: 199 dendrites in 16 cells nested in 3 different slides with 2 cultures). B: the 
number of dendrites covered by PNNs quantified after 24h treatment with veh (distilled water), 
20nM HCA and 100nM HCA. (Veh: 153 dendrites in 17 cells nested in 3 different slides with 2 
cultures, 20nM: 164 dendrites in 17 cells nested in 3 different slides with 2 cultures, 100nM: 196 
dendrites in 19 cells nested in 3 different slides with 2 cultures). The data for number of PNNs 
surrounding dendrites were not normally distributed with 4h HCA, but the data for number of 
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PNNs surrounding dendrites were normally distributed with 24h HCA, as assessed with the 
Kolmogorov-Smirnov test. No outliers were removed. The data were analysed by Kruskal–Wallis 
test at 4h with Dunn’s post-hoc test and ANOVA at 24h with Tukey’s post-hoc test. Boxes show 
median and interquartile range, with whiskers from minimum to maximum, and the bar graph 
shows mean ± SEM.   

There were no differences in number of dendrites covered by PNNs after 4h and 24 HCA and Mif 
treatment. There was no effect of HCA on the number of PNN-covered dendrites after 4h HCA 
and mifepristone treatment (HCA: Kruskal–Wallis statistic=0.17, p=0.917, Mif: Kruskal–Wallis 
statistic=4.08, p=0.403) (Fig 6.6 A). similar effect was shown in 24h treatment, suggesting no 
effect of HCA on the number of PNN-covered dendrites after 24h HCA and mifepristone 
treatment (HCA: Kruskal–Wallis statistic=4.18, p=0.124, Mif: Kruskal–Wallis statistic=0.81, 
p=0.369) (Fig 6.6 B). 
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Figure 6.6: effect of HCA and mifepristone on the number of neuronal dendrites per cell covered 
by PNNs labelled by WFA at 14 DIV. A: the number of dendrites covered by PNNs quantified 
after 4h treatment with veh+veh (distilled water), veh+20nM HCA and veh+100nM HCA, and 
Mif+veh, Mif+20nM HCA and Mif+100nM HCA. (Veh: veh: 351 dendrites in 25 cells nested in 3 
different slides with 2 cultures, 20nM: 186 dendrites in 17 cells nested in 3 different slides with 2 
cultures, 100nM: 112 dendrites in 20 cells nested in 3 different slides with 2 cultures; Mif: 176 
dendrites in 19 cells nested in 3 different slides with 2 cultures, 20nM: 346 dendrites in 31 cells 
nested in 3 different slides with 2 cultures, 100nM: 283 dendrites in 21  cells nested in 3 different 
slides with 2 cultures). B: the number of dendrites covered by PNNs quantified after 4h treatment 
with veh+veh (distilled water), veh+20nM HCA and veh+100nM HCA, and Mif+veh, Mif+20nM 
HCA and Mif+100nM HCA. (Veh: veh: 139 dendrites in 13 cells nested in 3 different slides with 2 
cultures, 20nM: 275 dendrites in 17 cells nested in 3 different slides with 2 cultures, 100nM: 164 
dendrites in 15 cells nested in 3 different slides with 2 cultures; Mif: 290 dendrites in 21 cells 
nested in 3 different slides with 2 cultures, 20nM: 182 dendrites in 16 cells nested in 3 different 
slides with 2 cultures, 100nM: 177 dendrites in 14 cells nested in 3 different slides with 2 
cultures). The data for number of PNNs surrounding dendrites were not normally distributed with 
4h and 24h HCA cotreated with mifepristone as assessed with the Kolmogorov-Smirnov test. No 
outliers were detected. The data were analysed by Kruskal–Wallis test followed by Dunn’s post-
hoc test. Boxes show median and interquartile range, with whiskers from minimum to maximum.   

At 21 DIV, there was no significant differences in neuronal PNN-covered dendrite numbers after 
exposure to HCA after 4h (F(2, 71)=1.31, P=0.279) (Fig 6.7 A) and after 24h HCA exposure 
(Kruskal–Wallis statistic=5.45, p=0.065) (Fig 6.7 B). 
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Figure 6.7: effect of HCA on the number of neuronal dendrites covered by PNNs labelled by 
WFA at 21 DIV. A: the number of dendrites covered by PNNs quantified after 4h treatment with 
veh (distilled water), 20nM HCA and 100nM HCA. (326 dendrites in 26 cells nested in 3 different 
slides with 2 cultures, 20nM: 352 dendrites in 24 cells nested in 3 different slides with 2 cultures 
100nM: 323 dendrites in 23 cells nested in 3 different slides with 2 cultures). B: the number of 
dendrites covered by PNNs quantified after 24h treatment with veh (distilled water), Veh: 338 
dendrites in 34 cells nested in 3 different slides with 2 cultures, 20nM: 224 dendrites in 20 cells 
nested in 3 different slides with 2 cultures, 100nM: 163 dendrites nested in 21 cells with 2 
cultures. The data for number of PNNs surrounding dendrites were normally distributed with 4h 
HCA, but not normally distributed with 24h HCA treatment, as assessed with the Kolmogorov-
Smirnov test. No outliers were detected. The data were analysed by ANOVA at 4h with Tukey’s 
post-hoc test and Kruskal–Wallis test with Dunn’s post-hoc test at 24. Boxes show median and 
interquartile range, with whiskers from minimum to maximum, and the bar graph shows mean ± 
SEM.   

After 4h HCA and mifepristone treatment, no differences of number of PNNs covered dendrites 
were found after HCA treatment (Kruskal–Wallis statistic=1.18, p=0.554) (Fig 6.8 A). And the 
overall effects of mifepristone did not significantly affected the number of PNNs (Kruskal–Wallis 
statistic=1.62, p=0.203) (Fig 6.8 A). 

After 24h HCA and mifepristone treatment, the number of PNNs was significantly affected by 
HCA treatment (F (2, 108) = 3.67, P=0.029) (Fig 6.8 B), however, no significant post-hoc tests 
suggested the specific alterations between each treatment groups (veh without mifepristone vs 
low dose without mifepristone p=0.208, Tukey’s post-hoc test; veh without mifepristone vs high 
dose without mifepristone p=0.165, Tukey’s post-hoc test; veh with mifepristone vs low dose with 
mifepristone p=0.861, Tukey’s post-hoc test; veh with mifepristone vs high dose with 
mifepristone p=0.902, Tukey’s post-hoc test) (Fig 6.8 B). The number of dendrites was not 
affected by mifepristone either (F (1, 108) = 2.05, P=0.155). 

These results indicated that the number of PNNs covering cell dendrites were not affected by 
HCA or mifepristone, suggesting GCs showed no effect on numbers of PNNs at 14 and 21 DIV. 
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Figure 6.8: effect of HCA and mifepristone on the number of neuronal dendrites covered by 
PNNs labelled by WFA at 21 DIV. A: the number of dendrites covered by PNNs quantified after 
4h treatment with veh+veh (distilled water), veh+20nM HCA and veh+100nM HCA, and Mif+veh, 
Mif+20nM HCA and Mif+100nM HCA. (Veh: veh: 273 dendrites in 22 cells nested in 3 different 
slides with 2 cultures, 20nM: 397 dendrites in 27 cells nested in 3 different slides with 2 cultures, 
100nM: 94 dendrites in 20 cells nested in 3 different slides with 2 cultures; Mif: 173 dendrites in 
24 cells nested in 3 different slides with 2 cultures, 20nM: 172 dendrites in 27 cells nested in 3 
different slides with 2 cultures, 100nM: 150 dendrites in 20 cells nested in 3 different slides with 2 
cultures). B: the number of dendrites covered by PNNs quantified after 4h treatment with 
veh+veh (distilled water), veh+20nM HCA and veh+100nM HCA, and Mif+veh, Mif+20nM HCA 
and Mif+100nM HCA. (Veh: veh: 360 dendrites in 32 cells nested in 3 different slides with 2 
cultures, 20nM: 263 dendrites in 20 cells nested in 3 different slides with 2 cultures, 100nM: 265 
dendrites in 20 cells nested in 3 different slides with 2 cultures; Mif: 165 dendrites in 20 cells 
nested in 3 different slides with 2 cultures, 20nM: 297 dendrites in 18 cells nested in 3 different 
slides with 2 cultures, 100nM: 291 dendrites in 19 cells nested in 3 different slides with 2 culture). 
The data for number of PNNs surrounding dendrites were not normally distributed with 4h HCA 
but were normally distributed with 24h HCA treatment, as assessed with the Kolmogorov-
Smirnov test. No outliers were detected. The data were analysed by Kruskal–Wallis test at 4h 
with Dunn’s post-hoc test and ANOVA at 24h with Tukey’s post-hoc test. Boxes show median 
and interquartile range, with whiskers from minimum to maximum, and the bar graph shows 
mean ± SEM. 

 

6.5  Discussion  
The current study measured the length and intensity of PNNs covering dendrites in cultured cells 
at 14 DIV and 21 DIV (PNNs are too incomplete to be assessed at 7 DIV). There was little 
obvious difference in PNN morphology between 14 and 21 DIV. The mean length of dendrite 
covered by PNN tended to be slightly longer at 21 DIV versus 14 DIV, but the difference was 
marginal. Previous studies showed various PNNs morphology in cultured neurons at 14 and 21 
DIV. Most studies suggested that at 14 DIV, PNNs were almost mature and presented a net-like 
structure covering cell soma and proximal dendrites, and showed similar morphology as 21 
DIV (Geisser et al, 2013; Dityatev et al, 2006; Fowke et al., 2017). However, PNNs were also 
shown to express granular-like structures at 14 DIV, and more widely cover cells and dendrites at 
21 DIV (Dickens et al., 2002; Miyata et al., 2005). The various patterns of PNNs morphology from 
different studies might be associated with the phenomenon that PNN structure is activity 
dependent, as a reduced number of WFA-binding neurons and impaired PNN formation 
(attenuated WFA labelling) were observed after blockage of action potentials (Dityatev et al, 
2006). Similar results were also shown in an in vivo study where monocular deprivation, inducing 
cortical response plasticity in visual cortex, also resulted in reduced density and intensity of 
PNNs, in cats and rats (Guimaraes et al., 1990; Pizzorusso et al., 2002). As increased excitatory 



 163 

neuronal transmissions were shown in cultured neurons supplied with Brain Phys medium 
(Miyata et al., 2005), the neurons will show increased neuronal activities with late maturation time 
occurred in PNNs compared to the neurons cultured in other medium. Thus, in cultured cells, the 
spatial density and temporal development of cultured cells will vary in different sets of 
experiments, thus PNN morphology in cell cultures might vary between experiments, which might 
lead to different PNN morphologies at 14 DIV in different studies.  

6.5.1 Alterations of dendritic length and intensity covered by PNNs with 
comparison to previous studies  
 

The length of the PNN-covered dendrites decreased significantly after 4h and 24h HCA exposure 
at both 14 DIV and 21 DIV. This appeared to be a highly robust observation. Apart from the 
unaltered length of PNNs after 4h treatment at 14 DIV in the subsequent mifepristone 
experiment, similar decrease in length of PNNs were replicated at 14 and 21 DIV. It appeared 
that the downregulating effects of HCA on length of PNNs covering dendrites were also shown in 
the presence of mifepristone at 14 DIV and at 21 DIV, although no overall reversible effect of 
mifepristone was detected at 14 DIV and 21 DIV in both 4h and 24h treatment with regards to the 
length of PNNs. This implies a mechanism not involving GR mediation at 14 DIV and 21 DIV. 

In fact, this appears to be the first demonstration that GCs may act directly to modify PNN 
structure, and hence may be the mediators of the effects of stress reported in the literature.  

Changes in the intensity of PNNs covering dendrites were also partially consistent. Initial 
observations suggested PNN intensity remained unchanged at 4h but increased after 24h at 14 
DIV; and at 21 DIV, no changes were reported at 4h treatment, but the intensity decreased after 
24h treatment. Similar alterations were found at 14 DIV in the following mifepristone experiment, 
however, at 21 DIV, in addition to the consistent changes at 4h, the intensity appeared to 
increase with low dose HCA but decreased with high dose HCA at 24h. These alterations at 14 
or 21 DIV could still be observed after mifepristone treatment, indicating the altered intensity after 
HCA exposure were not involving GRs; however, at 14 DIV with 24h HCA and mifepristone 
treatment, the increasing tendency of PNN intensity was diminished after mifepristone exposure, 
although the tendency and the effect of mifepristone did not reach the statistical significance 
level, it provided a possibility for GR-mediated enhancing effect of HCA on PNNs intensity. 

Limited research about the effect of GCs on the morphology of PNNs or PNN-covered dendrites 
were conducted previously in cultured cells, but similar results on neuronal dendrites were 
observed in rodents' brains with stress induction or with stress related neuroinflammation 
induction. Acute or chronic stress was reported to induce atrophy of neurons with shortening of 
the dendrites and decreases in dendritic number in different brain regions (Watanabe et al., 
1992). Administration of GCs could reproduce these effects. Reduced dendritic length was also 
observed in rat PFC and hippocampus after chronic stress exposure (Eiland et al., 2012). Pawley 
et al. (2020) reported a reduced neurogenesis in rat hippocampus at the age of 4 to 5 weeks with 
reduced neuronal dendritic branching after chronic neuronal inflammation by over expressing 
interleukin-1β. These studies demonstrated that stress or the induction of stress hormones could 
affect neuronal morphology.  Hence it is possible that the decreased length of PNN-covered 
dendrite could reflect a general shortening of dendrites after HCA exposure, rather than a specific 
action on PNN architecture. 

In addition to the direct effect of stress on neuronal dendrites, one of the main components of 
PNNs, TnR, was demonstrated to influence dendritic PNN length, as detected by WFA-labelled 
dendrites (Weber et al., 1991). The study suggested decreased dendritic length labelled by WFA 
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in both cortex and hippocampus in TnR KO mice, the mean length decreased from 22.26 µm to 
14.22 µm in cortex and from 28.15µm to 18.96µm in hippocampus (Weber et al., 1991). The 
changes and the average length of WFA labelled dendrites are consistent with the results in 
current study. Morawski et al. (2014) further supported that PNN-covered dendrite length 
appeared to decrease at 15 DIV in cultured cells from TnR deficient mice, indicating that PNNs 
which surround somata or cover neuronal dendrites were less developed with disrupted TnR 
expression. In the previous results, mRNA expression of TnR decreased significantly after HCA 
exposure at 7 DIV and 14 DIV, which might raise a possibility that alterations or abnormal 
structures of PNNs observed at 14 DIV might occur due to reduced levels of TnR during the 
neuronal development period. TnR shows high affinity binding to Ptprz1 (Phosphacan) in the 
PNN structure (Barnea et al., 1994). It has been shown that the PNNs in TnR KO mice had 
similar morphologies to those in Ptprz1 KO mice (Werber et al., 1999; Brückner et al. 2000; Eill et 
al., 2020). In Ptprz1 KO mice, disrupted PNN structure was detected, and presented with loss of 
the PNN reticular, lattice-like structure around neurons and dendrites (Eill et al., 2020). Damaged 
dendritic-PNN structure was also found in Hapln1 KO mice. Mice lacking Hapln1 showed 
attenuated WFA-labelled PNNs around the cell soma, and no PNNs present around dendrites 
(Suttkus et al., 2014; Carulli et al., 2010). 

Several studies suggested that changes in PNNs could occur through changes in neuronal 
activity during the developmental period and adulthood, for example, blockage of action 
potentials and restricting the window of neural plasticity decreased the accumulation of PNN 
components (Dityatev et al., 2007; Carstens et al., 2021; Devienne et al., 2021). Therefore, in the 
current study, the reduced length of dendrites covered by PNNs might be attributed to altered 
network activity in response to HCA administration, for example, long-term potentiation is 
suppressed by acute or chronic stress, which might restrict the accumulation of PNN components 
around cell soma or dendrites, resulting in disrupted dendritic PNNs structure (Pavlides et al., 
2002; Yuen et al., 2009; Whitehead et al., 2013).   

Although there is limited research focusing on the effect of stress or stress related hormones, 
such as, GCs, on the intensity of PNNs which covered neuronal dendrites, PNN morphology was 
suggested to be affected by stress or stress related hormones, as detected by WFA staining or 
levels of the main PNN components surrounding neurons. Several lines of evidence reported that 
reduced intensity of WFA-labelled PNNs was found in chronically stressed mice and rats (Ueno 
et al., 2016; Ganes, Zhu and Grace, 2019), which is not really consistent with the current results, 
raising the possibility that GCs are not involved in this action. The alterations in the intensity of 
PNNs after stress exposure were also controversial in previous studies. Reduced PNN staining 
intensity was detected in basolateral amygdala after postnatal stress (Santiago et al., 2018). 
Conversely, other studies found increased PNN staining intensities in PFC, hippocampus or 
amygdala with early postnatal developmental stress in mice or rats (Murthy et al., 2019) or with 
chronic stress in adult rats (Pesarico et al., 2019). Others showed no effects with early postnatal 
developmental stress in rats (Richardson et al., 2021) or chronic stress in adult mice (Page et al., 
2018), although both these studies suffered from weak statistical power (n=3=6/group). These 
inconsistent results might be due to the stress exposure time, as lower PNN intensity was 
observed after 4 days stress exposure, while increased PNN intensities were detected with 6 to 
18 days exposure, suggesting PNN intensity changes might be dependent on the stress 
induction time points.  

The most consistent finding with stress exposure is probably an increase in PNN staining 
intensity, and in the current study, increased intensity of WFA labelled PNNs was detected with 
long-lasting 24h GCs exposure at 14 DIV, the results were also replicated in the following 
mifepristone co-treatment experiments. In cultured cells, PNNs reached maturation at 21 DIV 
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(Miyata et al., 2005), but are still developing around 14 DIV, thus developing PNNs might be 
more susceptible to disruption than matured PNNs. Our data suggested that these effects of 
stress on PNNs may not be mediated by GRs. 

As these studies used different stress models with different exposures and induction time points, 
along with various methods, it is more difficult to determine whether the time points could be a 
factor influencing the intensity of WFA labelled PNNs. The detection methods in these studies 
varied as well. WFA is a common labelling marker for PNNs visualisation, PNNs were well-
detected by WFA in cortex and hippocampus in mouse brain tissues but not rats. Some  of the 
studies using rat models often used Cat-301, a marker for Acan, to visualise PNNs (Riga et al., 
2017). PNN visualisation depends on the brain regions and species, which is susceptible to 
detection methods, including the antibodies used for visualising PNNs. In this case, different 
results of PNN intensity or intensity could be reported. Additionally, increased PNN intensity 
might be due to the aggregation of immunoreactive PNNs components detected by WFA, 
suggesting the maturation pf PNNs (Gildawei e al., 2020). 

However, a number of studies raised a phenomenon that the suppression effect of stress could 
be observed at first immediately after stress induction and then followed by a rebound 
upregulating effect of stress after long term exposure (Koskinen et al., 2020; Spijker et al., 2020), 
which is in line with the PNN remodelling theory, involving a stress-induced effect that PNN 
expression, including density and intensity, would be suppressed first after stress exposure but 
then followed by a rebound.This neuronal activity could lead to different changes in PNNs 
intensity tendency within a cell population.  

In terms of the effect on HCA on the number of PNNs covering dendrites, the number of PNNs 
remained unchanged at 14 and 21 DIV with both 4h and 24h HCA exposure. The results were 
consistent and replicated in the following experiments with HCA and mifepristone. Our results 
were not in line with previous research where decreased number of PNNs surrounding dendrites 
was detected in mice lacking TnR, with the disruption in both cortex and hippocampus regions 
(Weber et al. 1999). The main reason for the inconsistent results might be attributed to the 
experimental manipulation that we applied. The current study treated the cells with elevated GC 
concentrations which might have a subtle effect on the total PNNs structure, but the previous 
research used the TnR KO animals to directly disrupt PNNs formation. Our previous results 
reported in Chapter 3 showed TnR mRNA expression was suppressed by GCs during early 
neuronal development stages, and it’s possible that the downregulated TnR expression could 
lead to a decreased number of PNN-covered dendrites. However, no consistent changes were 
detected. 

6.5.2 Relationship to mRNA and protein changes 
Effects of HCA on PNN-covered dendrite length and intensity of WFA staining appeared to be 
sensitive to mifepristone at 14 DIV bit not at 21 DIV. This is reminiscent (although with 7 days’ 
time dislocation) of the changes in PNN component gene expression detected previously, where 
GRs seemed to be involved early in development (7 DIV), with other mechanisms of HCA action 
coming into play later in development (14 DIV). It sems unlikely though that the observed 
alterations in PNN component gene expression underly the changes in WFA staining. No 
changes in PNN component gene expression were detected when HCA was applied at 21 DIV, 
yet altered WFA staining characteristics are observed. Similarly, changes in PNN component 
gene expression detected when HCA was applied at 14 DIV were not attenuated by mifepristone, 
whereas alterations in WFA staining characteristics at 14 DIV were sensitive to mifepristone. The 
precise mechanisms involved in PNN modification by GCs are elusive. It is proposed the matrix 
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metalloprotease enzymes may rapidly degrade PNNs (Wen et al., 2018; Gray et al., 2008). GCs 
are generally associated with a slow, genomic reduction in metalloprotease expression, rather 
than a rapid activation of these enzymes, but maybe there could be some fast GC action not 
involving changes in gene expression.  

6.5.3 Limitations 
The results reported from the current study could be interpreted with several limitations and 
future considerations. Firstly, a number of initially highly-significant observations were not 
successfully replicated. This did not appear to reflect a lack of statistical power. The inconsistent 
results in the initial and follow-on experiments might be due to the nature of manually counting of 
the neurons and dendrites. Therefore, the measuring might not be highly accurate. The cells 
were cultured from cortical areas in mice brains, however, the expression of PNNs might be 
heterogeneous in different layers of the cortex areas (Lupori et al., 2023). PNNs are enriched in 
layer 4 in primary sensory cortices (Lupori et al., 2023), but in primary visual cortex, strong 
expression of PNNs is present across all layers except for layer 1 (Lensjo et al., 2017). In 
addition, different types of cells are surrounded by PNNs, and might be affected differently by 
stress or GCs. For example, decreased density and intensity of Pv-expressing neurons was 
found after stress (Page et al., 2019), but another cell type sometimes covered by PNNs, 
somatostatin-expressing neurons, was reported to increase after responding to stress (Nageava 
et al., 2023). WFA-labelled PNNs are present mostly around Pv expressing interneurons (Miyata 
et al., 2005). Therefore, WFA-labelled PNN measurements might be focused on a restricted cell 
type, but with the heterogenous population of cells varying between cultures, with slight 
variations in tissue dissection or neuronal survival during culture preparation. Finally, as noted in 
the discussion part 6.5.1, the decreased length of PNNs might be accompanied by or due to the 
decreased dendritic length of neurons, so the reduction in the length of PNNs might be 
dependent on the underlying neuronal structure. With this consideration, in the future study, 
double staining of PNNs and neuronal structure could be used, such as labelling cells with 
tubulin-1 and WFA, to further detect whether there are any simultaneous changes of PNNs and 
neuronal dendrites. 

6.5.4 Conclusions  
The current study examined the effect of GCs on PNNs morphology, by measuring the PNN-
covered dendritic length, intensity and number. The results illustrated that GCs downregulated 
the length of PNNs covered dendrites at 14 DIV and 21 DIV with both short- and long-term HCA 
exposure. The alterations of PNN intensity influenced by GCs was somewhat inconsistent, but 
robustly increasing with long-term exposure at 14 DIV. The increasing tendency of intensity was 
in line with the PNNs remodelling theory. The data add to the complexity of regulation of PNNs 
by GCs and raise the possibility of parallel actions to affect the existing PNN structure while 
simultaneously altering component gene expression. 
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Chapter 7 
Proteasome activities in cortical cultured neurons 

 
7.1  Introduction 

In the previous Chapter 3, the mRNA levels of some PNNs components were downregulated by 
elevated GCs. The alterations of mRNA were also accompanied by some related protein level 
changes, such as consistent downregulated protein levels of Has3 and TnR. However, there 
were downregulated protein levels for Has2 and Gad65 at 14 DIV, but the downregulation was 
not in line with the mRNA changes after HCA treatment (Has2 and Gad2 mRNA levels remained 
unchanged at 14 DIV). Thus, the inconsistent downregulation might be due to altered 
proteasome activities degrading ubiquitinated and wasted proteins during the cell developmental 
stages, and without any change in the related mRNA levels.  

The proteasome is a ubiquitous complex structure with multi-catalytic activities which is involved 
in several cellular processes, such as cell differentiation and proliferation (Ichihara and Tanaka, 
1995), response to immune or oxidative stress (Zong et al., 1999), maintaining proteostasis 
(Ramachandran and Margolis, 2017), and protein degradation (Davies et al., 2001). The 
structure of the proteasome complex consists of the 20S proteasome, which is defined as the 
core proteasomal complex, and the 19S proteasome, which is defined as a regulator part of the 
structure (Coux et al., 1996). The 20S core structure is bound at each terminus to 19S regulatory 
particles, the tethered 20S and 19S structures forming the complete 26S complex structure 
(Yoshimura et al., 1996). The 19S proteasome was demonstrated to recognise damaged 
proteins, and the 20S core structure mainly functioned to degrade the proteins recognised by the 
19S regulatory structure (Yoshimura et al., 1996).   

The 20S proteasome, demonstrated to be the most abundant proteasome structure in cell 
plasma and nucleus (Baumeister et al., 1998), is formed as a cylinder-like structure, in eukaryotic 
cells containing 2 subunit classes known as α subunits and β subunits (Baumeister et al., 1998). 
Each subunit class comprises seven similar proteins: α1 to α7 and β1 to β7 (Baumeister et al., 
1998). The α subunits act as a gate allowing different lengths of substrates to enter the structure, 
which could determine the degradation rate of the 20S proteasomes (Groll et al., 2000). Among 
the β subunits, 3 of the β subunits (β1, β2 and β5) contain catalytic threonine residues at the N 
terminus, and the subunits cleave the substrate peptides at the C terminal side of acidic, basic 
and hydrophobic amino acid residues (Coux et al., 1996). These 3 β subunits are catalytically 
active and provide the 3 different proteasomal activities, β1 linked to caspase-like/PGPH 
(peptidylglutamyl-peptide hydrolyzing) activity, β2 linked to trypsin-like activity and β5 linked to 
chymotrypsin-like activity (Borissenko and Groll, 2007).   

The critical and main function of proteasome is degrading damaged proteins, which could 
proceed through either a 20S or 26S proteasome pathway (Coux et al., 1996; Sitte et al., 1998). 
The 26S proteasome degrades proteins in a ubiquitin-dependent pathway while the 20S 
proteasome degrades proteins in a ubiquitin-independent pathway (Raynes et al., 2017). 
Ubiquitin is a protein that could be found in mostly eukaryotic cells, which contains several lysine 
residues, including K6, K11, K29, K33, K48 and K63 (Goldstein et al., 1975). K48 is a residue 
that is involved in the process of proteolysis (Komander, 2009). The ubiquitin-dependent 
degradation is activated by a ubiquitin-activating enzyme, the activated ubiquitin can then be 
transferred to a ubiquitin-conjugating enzyme, which can transfer ubiquitin to targeted protein 
substrates (Ciechanover, 1995). A polyubiquitin chain can be formed attached to targeted protein 
substrates, and the proteins can then be recognised by the 19S proteasomal regulator and 
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degraded by the 26S complex (Ciechanover, 1995). In addition, ubiquitin-independent 
degradation by the 20S proteasome structure is often focused on unfolded or damaged proteins 
which are not fully structured, due to denaturing stressors, including external toxins, oxidative 
stress and harmful agents (Raynes et al., 2017). Oxidative stress was suggested to play a critical 
role in separating the whole 26S proteasome complex into 20S core particle and two 19S 
regulator particles, resulting in the ubiquitin-independent degradation of misfolded proteins with 
unstable structures (Raynes et al., 2017). The unfolded or misfolded proteins expose 
hydrophobic areas which can be recognised and degraded by 20S proteasome structure 
(Raynes et al., 2017).  

Although the ubiquitinated, unfolded or misfolded proteins could be degraded by both ubiquitin-
dependent (26S) and ubiquitin-independent (20S) pathways, several studies have demonstrated 
that the 20S proteasome was more critical to general proteolysis. For example, proteasomes 
degrade oxidative stress-damaged proteins, and here too, the 26S proteasome was suggested to 
degrade ubiquitinated proteins, while the 20S proteasome degrades oxidised proteins without a 
ubiquitin tag (Voges et al., 1999). More efficient protein degradation was promoted by 20S 
proteasome compared to 26S proteasome (Pacifici, et al., 1989; Salo et al., 1990; Pacifici et al., 
1993). It has also been reported that 20S proteasomes were more resistant to oxidative stress, 
whereas 26S proteasomes were more vulnerable compared to 20S proteasomes (Reinheckel et 
al., 1998). Thus, it can be concluded that 20S proteasomes are the more important structure in 
proteolytic systems involved in degradation of not only oxidised proteins, but also misfolded or 
unfolded proteins caused by denaturing stressors or external stimulants.  

As a channel gating access to the 20S proteasome, the opening of α subunits initiated 
degradation by enabling entrance of protein substrates (Baumeister et al., 1998), and rapid 
opening of α subunits is observed in the immune response (Kisselve et al., 1999), which 
suggests new roles of 20S proteasome in addition to protein degradation. For example, in the 
immune response, proteasomes could mediate removal of the transcription factor inhibitor IκBα 
in response to immune stimuli, and proteolytic processes could also activate the NF-κB factor 
(Palombella et al., 1994; Zong et al., 1999). Moreover, proteasomes were also demonstrated to 
contribute to cell growth, with higher expression in immature cells, inhibited by cell differentiation 
agents (Ichihara and Tanka, 1995).  

During aging, the degradation rate of proteasomes was suggested to decrease, with 
accumulation of oxidised and ubiquitinated proteins, and the proteasomes became more 
vulnerable to oxidative stress (Reinheckel et al., 1998). The proteasome’s activities were 
impaired by exposure to elevated oxidative stress and were suppressed in aged cells. For 
example, the caspase-like/PGPH activity of 20S proteasome declined in aged human fibroblasts 
accompanied with oxidised protein accumulation (Sitte et al., 2000); in mice liver tissues, 
decreased activation of caspase-like/PGPH activity has also been reported (Conconi et al., 
1996); and multi-catalytic proteasome activities decreased with age and were suppressed after 
oxidative stress in several regions of CNS, including cortex, hippocampus, cerebellum and spinal 
cord (Keller et al., 2000). Disruption of proteasome functions was also observed in the age-
related neurodegenerative diseases, such as Alzheimer’s disease (AD) and Parkinson’s disease 
(PD) (McNaught and Jenner, 2001; Keller et al., 2000; Lopez-salon et al., 2000). In patients with 
PD, damaged functions of proteasomes were found in substantia nigra, and disrupted 20S 
proteasome structure without α subunits was observed in PD patients (McNaught et al., 2003). In 
AD patients, proteasome activities were reported to be decreased in hippocampus. Therefore, 
proteasome activities play a critical role in several cellular functions, but activities become 
suppressed and dysfunctional with increasing age, and could be inhibited by oxidative stress, 
accompanied with accumulation of damaged proteins.    
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In the previous results of the study, protein levels of Has2 and Gad2 decreased significantly after 
GC exposure at 14 DIV, but without any corresponding mRNA alteration tendency. The 
decreased protein levels after exposure to stress-related hormones raised a possibility that 
proteasome activities might contribute to the protein degradation of Has2 and Gad2 following GC 
exposure. As we treated the cells with elevated level of HCA in the cultured cells, the current 
understanding of whether GCs could affect proteasome activities in the cultured cells is unclear. 
Therefore, the current experiment aimed to investigate the effect of GCs on proteasome 
activities, focusing on the multi-catalytic activities of 20S proteasomes.  

7.2  Study aims 
The current study aimed to investigate possible alterations of 20S catalytic proteasome activities 
after exposure to GCs, by measuring proteasome catalytic activities in cultured cortical neurons, 
including chymotrypsin-, trypsin- and caspase-like activities. The specific aims were: 

   a. to investigate proteasome activities in cultured mouse cortical neurons.  

   b. to investigate whether GCs could affect proteasome activities in cultured cortical neurons.  

7.3  Methods  
Following 4h treatment with vehicle (nucleus-free water) or HCA (20nM/100nM), protein samples 
were extracted from the cultured cortical cells at 14 DIV. The detailed extraction procedures were 
presented in Chapter 2.  

To test whether the GCs affect proteasome activities, cells treated with GCs were measured with 
fluorogenic proteasome assay with 3 different proteasome substrates related to the 3 
proteasome activities, including chymotrypsin-like activity, caspase-like activity, and trypsin-like 
activity.  

Subsequently, all 3 catalytic 20S proteasome activities were measured by detecting the 7-amino-
4-methylcoumarin (AMC) fluorescence liberated from the synthetic proteasomal substrates,: Suc-
Leu-Leu-Val-Tyr-AMC (Suc-LLVY-AMC) for chymotrypsin-like activity, Boc-Leu-Ala-Ala-AMC 
(Boc-LAA-AMC) for trypsin-like activity and Ac-Glu-Pro-Leu-Asp-AMC (Ac-GPLD-AMC) for 
caspase-like activity. To recognise whether the activities were related to the proteasome, MG132 
was used as an inhibitor for all 3 activities of the 20S proteasome. Unconjugated AMC was 
diluted into appropriate concentrations to create a standard curve which allowed the fluorescence 
signal to be converted to units of AMC.  

A proteasome assay was conducted to detect the accumulation of released fluorescence from 
proteasome substrates. The released fluorescence was measured every 60s for 30 minutes by 
using excitation wavelength 340 nm and emission wavelength 450 nm.  

7.4  Results 
 

7.4.1 AMC standard curve 

The AMC standard curves showed a linear relationship between fluorescence and AMC 
concentrations. The linear standard curve could be used to determine proteolytic activity from 
proteasome substrates (Fig 7.1).  
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                                 Figure 7.1: The AMC standard curve. 
 

7.4.2 Proteasome activities after GCs exposure 

The results of the proteasome assays showed that low and high doses of HCA tended to inhibit 
the proteasome activities. The chymotrypsin-like activity could be inhibited by both low dose and 
high dose HCA compared to the vehicle group (Fig 7.2 A B), however, only the inhibition by high 
dose HCA was statistically significant (F (2, 11) =7.18, p=0.011 veh vs high dose HCA; p=0.144 
veh vs low dose HCA, Tukey’s post-hoc test). However, no apparent effect of low or high dose 
HCA on caspase-like activity was observed (F (2, 11) =0.32, p=0.910 veh vs low dose HCA; 
p=0.923 veh vs high dose HCA, Tukey’s post-hoc test) (Fig 7.2 C D). Moreover, only very low 
activity was observed using the substrate which detected the trypsin-like activity (Fig 7.2 E F). 
Although an inhibition tendency was shown with high dose HCA exposure, the inhibition was not 
significant (F (2, 11) =2.65, p=0.947 veh vs low dose HCA; p=0.219 veh vs high dose HCA, 
Tukey’s post-hoc test).  
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A  
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F  

 
Figure 7.2: proteasome activities from cells treated with veh (distilled water), 20nM and 100nM 
HCA for 4h. A B: chymotrypsin-like activity and the activity inhibited by MG132 (10µM) from cells 
at 14 DIV treated with veh, 20nM and 100nM HCA (n=4). C D: caspase-like activity and the 
activity inhibited by MG132 (10µM) from cells at 14 DIV treated with veh, 20nM and 100nM HCA 
(n=4). E F: trypsin-like activity and the activity inhibited by MG132 (10µM) from cells at 14 DIV 
treated with veh, 20nM and 100nM HCA (n=4). The data for the effect of HCA on the 3 catalytic 
proteasome activities were normally distributed as assessed with the Kolmogorov-Smirnov test. 
No outliers were detected in the current study. The data were analysed by ANOVA followed by 
Tukey’s post-hoc test, * p<0.05 effect of HCA vs corresponding veh group, Tukey’s post-hoc 
tests, the bar graphs show mean ± SEM. 

 

7.5  Discussion 
Chymotrypsin-like proteasome activity was decreased by GCs with high dose (100nM) exposure; 
and for trypsin-like activities, the high dose-treated activity tended to be lower than vehicle and 
low dose treated activities, but with no statistical significance. The caspase-like activity remained 
unchanged after HCA exposure.  

Chymotrypsin-like and caspase-like activities showed a constant rate of release of AMC from the 
substrates over time. Both activities were inhibited by MG132, as expected (Mitani et al., 2005; 
Alexandrova et al., 2008; Rodgers & Dean, 2003). However, trypsin-like activity appeared to be 
very low, with only marginal release of AMC over the time of the assay, and too little activity to 
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reliably detect inhibition by MG132.  This implies that it would also be difficult to detect any 
potential inhibition by GCs for this activity, and the tendency towards suppression with 100nM 
HCA could be a genuine effect that failed to reach significance due to the low basal activity and 
low statistical power. 

In the CNS, caspase-like proteasomal activity could be detected in both cortex and hippocampus 
areas in mice (Dash et al., 2000; Stepanichev et al., 2005). Trypsin-like activity is expressed the 
most in striatum, substantia nigra and cerebellum, whereas chymotrypsin-like activity is 
expressed and altered dynamically with age mainly in cerebral cortex and hippocampus (Zeng et 
al., 2005). Therefore, in the current study with measurements of proteasome activities in cultured 
cortex and hippocampus neurons, the chymotrypsin- and caspase-like activities could be 
detected with proteasome AMC substrates, but trypsin-like proteasomal activity was not shown in 
cortex and hippocampal neurons.  Moreover, in mouse and rat brain regions, especially in cortex 
areas, the caspase/PGPH-like activities were the highest, followed by similar expression of 
chymotrypsin- and trypsin-like activities (Zeng et al., 2005), which is consistent with the current 
findings that caspase-like activities showed higher levels of fluorescent AMC production 
compared to chymotrypsin- and trypsin- like activities. 

There is little evidence to support a direct effect of GCs on the proteasome. Previously, studies 
reported that oxidative stress could be a critical factor disrupting proteasome functions and 
activation. For example, decreased proteasome activities by exposure to stress has been 
demonstrated by several studies. In mouse CNS, downregulation of chymotrypsin-like activity 
was reported after oxidative stress induction in hippocampus and cerebral cortex (Keller et al., 
2001). Impairment of chymotrypsin-, trypsin- and caspase/PGPH-like activities were suggested 
to correlate to the degree of cerebral oxidative stress (Keller et al., 2000). 4-hydroxynonenal 
(HNE), a peroxidation product involved in oxidative stress, modified the α subunits of the 20S 
proteasome, which was associated with inhibition of the 3 20S proteasome activities 
(chymotrypsin-, trypsin- and PGPH-like activities) (Bulteau et al., 2001). As GCs could directly 
induce neuronal oxidative stress (Du et al., 2009; You et al., 2009), exposure to an elevated 
amount of GCs might result in suppressed activity of proteasome activities with increased 
neuronal oxidative stress.  

Once the proteasome activity is inhibited, the ability to degrade waste proteins is also disrupted, 
thus, the misfolded or oxidized proteins start to accumulate, resulting in increased overall protein 
levels. Therefore, the increased Has2 protein levels at 7 DIV shown previously in Chapter 3 after 
GC exposure might be attributed to proteasome activity disruption. However, the data showed a 
suppressive effect of GCs on chymotrypsin-like activity at 14 DIV after HCA exposure, thus, the 
decreased tendency of Has2 protein levels at 14 DIV is not related to elevated proteasome 
activities. Although limited studies investigated the role of proteasome activities in Has2 protein 
degradation in CNS neurons, consistent previous evidence demonstrated that the protein levels 
of Has2 could be suppressed by proteasome activities. For instance, the protein degradation of 
HAS2 was inhibited by MG132 after the blockage of new protein synthesis in human aortic 
smooth muscle cells, suggesting the involvement of proteasome activities in HAS2 protein 
degradation (Vigetti et al., 2012). In human kidney cells, HAS2 protein levels were also shown to 
be mediated by proteasome activities by regulating the ubiquitination of HAS2 (Karousou et al., 
2010; Mehić et al., 2017). Hence, these lines of evidence suggest the involvement of proteasome 
activities in Has2 protein degradation.  

Considering the scarcity of evidence for modulation of proteasome degradation activity by GCs, 
this would represent a novel mechanism of GC action. However, it should be noted that this 
suppression of chymotrypsin-like activity by HCA was demonstrated at 14 DIV, while at this stage 
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HCA decreased Has2 protein levels, rather than the increase detected at 7 DIV. It seems likely 
that a similar action of GCs on the proteasome occurs at 7 DIV, but additional experiments would 
be needed to formally demonstrate this, potentially implicating suppression of proteasome 
activity in the Has2 protein increase. In any case, it is not easy to reconcile the decrease in 
proteasome activity caused by HCA at 14 DIV with its simultaneous action to decrease Has2 
protein levels. 

Although the increased protein levels could be supported by the evidence of proteasome 
inhibition, possibly via stress induction, controversial findings suggested increased protein 
degradation after GC administration. In hepatocytes, dexamethasone was demonstrated to 
stimulate protein degradation within 4h, which could last for several hours after the removal of 
dexamethasone (Hopgood et al, 1980). The same results were also reported in human muscle 
cells - that GCs could accelerate protein degradation regulated by proteasomal ubiquitin 
pathways (Sun et al., 2008). These lines of evidence suggest that the effect of GCs is to 
stimulate protein degradation, which implies an enhancement of proteasome activities. However, 
another study illustrated that in human fibroblasts, a suppressive effect of GCs on protein levels 
did not involve proteasomal pathways (Mi et al., 2017). Equally, there is also a report of 
physiologically relevant concentrations of dexamethasone in thymocytes suppressing 
chymotrypsin-like and caspase-like, but not trypsin-like, proteasome activity within 3h (Beyette et 
al., 1998). Therefore, various effects of GCs on proteasomal activities have been reported 
although the number of studies is small, and this may be the first evidence for effects in 
neurons.   

In the current study, only chymotrypsin-like activity was suppressed by GCs. This decline was 
supported by previous studies that chymotrypsin-like activity was found to decrease only in 
hippocampus and cerebral cortex in old rats, and the declined activity might be attributed to 
oxidative stress damage (Kelle et al., 2000). While not decreasing in cortex and hippocampus, 
trypsin-like activity was suggested to decrease in striatum and cerebellum regions (Zeng et al., 
2005). Unlike chymotrypsin- and trypsin-like activities, restricted studies have demonstrated 
dynamic changes of caspase-like proteasomal activities in CNS with or without external 
stimulations. However, with proteasome inhibitor induction in rat brain, caspase-like activity was 
found to be significantly suppressed in fronto-parietal cortex, with a similar decreasing tendency 
in hippocampus (Stepanichev et al., 2005), indicating that caspase-like activity might be mainly 
altered in specific cortex regions. Therefore, it is possible that decreased proteasome activities in 
cortical and hippocampal hippocampus by GCs could be only observed in chymotrypsin activity.   

The purpose of the current experiment was to investigate whether the reduction of protein levels 
in Has2 at 14 DIV was attributed to an effect on proteasome activities. Current results reported 
only chymotrypsin-like activity decreased after GCs exposure at 14 DIV, therefore, the decreased 
protein levels of Has2 protein expression at 14 DIV are not mediated by altered proteasome 
activities; on the contrary, Has2 protein levels increased at 7 DIV, in this case, the increased 
protein levels might be regulated by inhibited proteasome activities, especially suppressed 
chymotrypsin activity, which might also occur at 7 DIV.  

In addition, decreased protein levels of Gad65/Gad2 were also detected at 14 DIV after HCA 
exposure but with no related reduction of mRNA levels, thus a possibility that the decreased 
protein might be regulated by proteasome activities has been considered. Like Has2, Gad67/65 
protein expression were also demonstrated to be downregulated by proteasome activities, the 
proteasome inhibitor MG132 was shown to prevent the cleavage of Gad67/65 proteins in 
hippocampal cultured neurons (Baptista et al., 2010). However, suppressed chymotrypsin 
activities by HCA exposure were reported in the current study, indicating the reduction of 
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Gad65/Gad2 protein levels could not be attributed to altered proteasome activities, particularly 
chymotrypsin activity.   

Among all 3 types of proteasome activities, chymotrypsin-like activity is the most critical activity in 
protein degradation. Chymotrypsin-like activity was suggested mainly to determine the protein 
degradation processes among all 3 proteasomal activities (Wilk et al., 1980). For example, 
dramatically decreased proteolysis rate was shown with specific inhibition of chymotrypsin-like 
activity in cultured neurons and lymphoblasts (Rock et al., 1994; Chen and Hochstrasser, 1996; 
Craiu et al., 1997). However, inhibition of trypsin-like activity resulted in little effect on the overall 
proteolysis rate, with minor deficits in intracellular proteasomal degradation (Arendt and 
Hochstrasser, 1997). As reported by previous studies, caspase-like activity was not mainly 
involved in degradation processes for cellular proteins, and caspases  were suggested to play a 
role as degradation enzymes, but functioning more in cell signaling rather than through specific 
proteasomal proteolysis (Fadeel et al., 2000; Perfettini and Kroemer, 2003); for example, 
caspase-like activity could modulate cell differentiation in human muscle cells (Fernando et al., 
2002), and cell cycling processes in B cells (Woo et al., 2003).  Therefore, chymotrypsin-like 
activity is arguably the main proteasomal activity mediating proteolysis functions.  

Several physiological processes were affected by proteasomal activities, for example, cell 
differentiation and proliferation (Ichihara and Tanaka, 1995), maintaining proteostasis 
(Ramachandran and Margolis, 2017), and more primarily and importantly, degrading oxidised, 
ubiquitinated and misfolded proteins (Davies et al., 2001). Reduced proteasomal activities could 
lead to the impairment of protein degradation processes, resulting in waste protein accumulation 
in the cells. Although trypsin- and caspase-like activity function less in the degradation 
processes, chymotrypsin-like activity is suggested to play a critical role in proteolysis. In the 
current study, chymotrypsin-like activity was significantly inhibited by high dose GCs, which could 
result in the accumulation of protein levels. The result was partially correlated to the initial results 
of GC experiments in Chapter 3, with increase protein levels after both low and high dose HCA of 
Has2 at 7 DIV. Although a tendency towards decreased chymotrypsin activity was detected after 
low dose HCA exposure, a non-significant statistical output was found, which might be attributed 
to the low sample sizes (n=4 per group) in this study.  

Despite various studies illustrating the involvement of proteasome activities in the protein 
degradation of Has2 and Gad67/65 protein levels (Vigetti et al., 2012; Karousou et al., 2010; 
Mehić et al., 2017; Baptista et al., 2010), the tendency towards decreased protein levels after 
HCA exposure in the previous experiments could not be related to increased proteasome 
activities, since inhibited chymotrypsin activities were observed after high dose HCA exposure. 
As chymotrypsin activity is suggested to be the major catalytic activity among all 3 proteasome 
activities functioning in protein degradation, decreased chymotrypsin activity caused by HCA 
exposure should inhibit the major protein degradation functions. Caspase-like activity was not 
affected by HCA but is not a major factor in protein degradation.  

Conversely, significantly increased Has2 protein levels were observed at 7 DIV after 4h HCA 
exposure, which could be possibly regulated by chymotrypsin-like proteasome activities. As 20S 
proteasome complex subunits are located on the cell plasma membrane and exposed to 
extracellular structures (Ramachandran and Margolis, 2017), thus this rapid increased effect 
might occur through the rapid non-genomic GC-mediated inhibition at the cell membrane and 
lead to the accumulation of protein expression within a short time.   

To conclude, followed by the inconsistent increased alterations of Has2 and Gad2/Gad65 protein 
levels reported at 7 DIV and 14 DIV after rapid GCs exposure in previous results, the current 
study investigated whether this inconsistent alteration was attributed to the regulation of 
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proteasome activity by GCs. The current results showed that proteasomal chymotrypsin-like 
activity was suppressed after high-dose GC treatment within 4h exposure, with disrupted protein 
degradation ability of the activity, which might lead to the accumulation of oxidised or misfolded 
waste proteins and increase the overall protein levels.   
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Chapter 8 
Distribution of PNNs expression in mouse brain tissues 
 

8.1  Introduction 
The distribution of PNNs was demonstrated to be different in various brain regions. As introduced 
in Chapter 1, in mouse cortical layers, PNNs were shown to be present mostly in layer 2/3 and 
layer 4/5 enwrapping Pv-expressing GABAergic interneurons (Nowicka et al., 2009; Sultana et 
al., 2021; Lensjø et al., 2017). Similar findings were also reported in humans (Pantazopoulos et 
al., 2010; Lendvai et al., 2013). In hippocampus, PNNs were found to be expressed highly in 
CA1 and CA3 covering Pv-expressing neurons, while in CA2, a lower density of PNNs was found 
and most of them covered glutamatergic pyramidal neurons (Brückner et al., 2003; Yamada and 
Jinno, 2013; Lensjø et al., 2017). Approximately half of GABAergic neurons in TRN were 
ensheathed by PNNs, and TRN was suggested to present the largest density of PNNs and 
GABAergic neurons (Steullet et al., 2018; Ciccarelli et al., 2021). Hence, apart from cortex and 
hippocampus, TRN is also an important region with PNNs expression.   

GABAergic interneurons throughout the cortex and hippocampus are characterised by Nkx2.1 
expression early in development (Anderson et al., 2002; Marín, 2012). These GABAergic 
interneurons are derived from the ganglion eminence in the basal telencephalon at the 
embryonic stage, usually emerging between E12 to E15, which then disperse widely across the 
brain in the later development period (Butt et al., 2005). In the forebrain, the subtypes of 
GABAergic neurons are related to the specific ganglion eminence sub-regions they are derived 
from, including medial, caudal and lateral ganglion eminence. The medial ganglion eminence 
(MGE) produces Pv- and SST- expressing GABAergic interneurons, and the neurons migrate to 
cortex and hippocampus; the caudal ganglion eminence (CGE) produces VIP- and CR- 
expressing GABAergic interneurons which migrate to the superficial layers of cortex; additionally, 
lateral ganglion eminence (LGE) produces interneurons migrating to olfactory bulb and striatum 
(Butt et al., 2005). The GABAergic neurons surrounded by PNNs originate from MGE.   

Nkx2.1 is a transcription factor expressed in MGE rather than CGE and LGE (Bandler et al., 
2018), thus, the Pv-and SST- expressing GABAergic interneurons derived from MGE are 
characterised by the expression of Nkx2.1. Nkx2.1 is a critical factor for the expression of 
GABAergic interneurons in MGE, as in the absence of Nkx2.1, the interneurons in MGE were 
shown to switch to the neuronal types in CGE, with an increased number of VIP- and CR- 
expressing neurons in CGE and the loss of Pv- and SST- expressing neurons derived from MGE 
(Butt et al., 2008). Hence, Nkx2.1 transcription factor is a critical regulator for the production of 
Pv- and SST- GABAergic interneurons derived from MGE.   

As noted previously in Chapter 1, converging evidence illustrated the distribution of PNNs in 
different brain regions of different species, with consistent results reporting that the distribution of 
PNNs was tightly correlated with the expression pf Pv-expressing neurons. However, instead of 
the overall expression of PNNs in cortex and hippocampus regions, the studies only investigated 
the distribution of PNNs in a limited number of brain regions, and the proportion of GABAergic 
neurons surrounded by PNNs were not measured. Furthermore, controversial results showed 
some sex differences of PNNs distribution. Therefore, the current study aimed to investigate the 
overall distribution of PNNs in cortical regions (mainly layer 2/3 and 4/5), hippocampal regions 
(CA1, CA2 and CA3) and TRN; and whether PNN expression was different in male and female 
animals.   
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8.2  Study aims 
The aims of the current study were to investigate the general distribution of WFA-labelled PNNs, 
and td tomato-expressing GABAergic interneurons in cortex and hippocampus, including PFC, 
restroplenial cortex, auditory cortex, visual cortex, CA1, CA2 and CA3 regions. The specific aims 
were:  

  a. to investigate the expression of WFA-labelled PNNs, td tomato-expressing GABAergic 
interneurons and the colocalisation of PNNs and GABAergic interneurons, in cortex, hippocampus 
and TRN.  

   b. to investigate the proportion of PNNs covering GABAergic interneurons, and the proportion of 
GABAergic interneurons covered by PNNs in cortex, hippocampus and TRN.  

8.3  Methods 
3 male and 3 female C57BL/6 adult mice expressing the td Tomato reporter driven by the 
promotor of Nkx2.1 were used for the study at the age of 5 weeks.   

The brains were dissected and stored in 4% paraformaldehyde (PFA) at 4°C overnight and the 
brains were then stored in NaCl the next day at 4°C. On the day of use, the brains were 
sectioned with a freezing microtome in 50μm thick sections and stored in cryoprotectant in 24-
well plates. The brain sections were collected from the plates using a fine brush and placed in 1x 
PBS.  

Following the sectioning, the WFA-staining was performed on glass slides. The detailed 
procedure was presented in Chapter 2.  

The overview of the images was scanned through a confocal microscope (ZEISS, LSM900) with 
a 10x objective for counting and 20x objective for illustrations. The images were taken and 
downloaded using Zen blue 3.0 software.  

Image analysis and cell counting were performed using Image J. The cell number including 
WFA+, td tomato+ and WFA+/td tomato+ colocalisation was counted manually, the counting 
procedure was shown in Chapter 2.  

8.4  Results 
 

8.4.1 General distribution and sex differences of GABAergic interneurons 
and PNNs in cortical and hippocampal regions 

A similar proportion of GABAergic interneurons which were not surrounded by WFA-labelled 
PNNs, and of those showing colocalization with WFA-labelled PNNs, were found in cortical 
regions and hippocampus, accounting for approximately around 60% to 80%, and 20% to 40%, 
respectively (Fig 8.1 A-D). Moreover, the td tomato-negative WFA-labelled PNNs were observed 
more frequently in hippocampus compared to cortical regions, with around 10% to 20% diffused 
PNNs expressing in hippocampus, but 5% to 10% expressing in cortical regions (Fig 8.1 E-G). 
However, no td tomato expressing GABAergic neurons were detected in TRN (Fig 8.1 H).  

The proportion of PNN distribution in terms of sex differences was studied. The results revealed 
no significant sex differences of td tomato +ve, WFA -ve cells, td tomato -ve WFA +ve cells, or 
colocalised td tomato-expressing neurons with PNNs, were found in either cortex or 
hippocampus (Fig 8.1 A-G; Fig 8.3) (PFC: F (2,152)=0.00, only td tomato+ p=0.460; only WFA+ 
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p=0.121; colocalisation p=0.999 male vs female, Tukey’s post-hoc tests; RSC: F(2, 63)=0.00, 
only td tomato+ p=0.986; only WFA+ p=0.855; colocalisation p=0.996 male vs female, Tukey’s 
post-hoc tests; auditory cortex (F(2, 99)=0.00, only td tomato+ p=1.00; only WFA+ p=0.764; 
colocalisation p=0.773 male vs female, Tukey’s post-hoc tests; visual cortex: F(2, 114)=0.00, 
only td tomato+ p=0.081; only WFA+ p=0.137; colocalisation p=1.000 male vs female, Tukey’s 
post-hoc tests; CA1: F(2, 51) =0.00, only td tomato+ p=1.000; only WFA+ p=0.170; colocalisation 
p=0.596 male vs female, Tukey’s post-hoc tests; CA2 F(2, 69)=129.97, only td tomato+ p=0.985; 
only WFA+ p=0.876; colocalisation p=0.373 male vs female, Tukey’s post-hoc tests; CA3 F(2, 
63)=0.00, only td tomato+ p=0.886; only WFA+ p=0.763; colocalisation p=1.000 male vs female, 
Tukey’s post-hoc tests).   
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Figure 8.1: proportion of GABAergic neurons, PNNs, and GABAergic neurons with PNN in 
different brain regions. A-D: proportion of td tomato expressed GABAergic interneurons (no WFA 
staining), WFA-labelled PNNs (no td tomato staining), and colocalisation of td tomato +ve 
neurons and WFA-labelled PNNs, in cortex (male: n=3; female n=3). E-G: proportion of td tomato 
expressed GABAergic interneurons (no WFA staining), WFA-labelled PNNs (no td tomato 
staining), and colocalisation of td tomato +ve neurons and WFA-labelled PNNs in hippocampus 
(male: n=3; female n=3). H: amount of td tomato expressed GABAergic interneurons (no WFA 
staining), WFA-labelled PNNs (no td tomato staining), and colocalisation of td tomato +ve 
neurons and WFA-labelled PNNs in TRN (male: n=3; female n=3). The data for the proportion of 
each type cells labelled with WFA, td-tomato and co-labelled with WFA/td-tom are normally 
distributed in each brain regions as assessed with the Kolmogorov-Smirnov test. No outliers 
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were detected in the current study. The data were analysed by ANOVA followed by Tukey’s post-
hoc tests. Symbols represent the mean values in that region for individual mice. 

8.4.2 The distribution and sex differences of PNNs covering GABAergic 
interneurons in cortical and hippocampal regions 

The data were reconfigured to examine the proportion of each class of labelled cell (td tomato-
+ve or WFA-+ve) that were double-labelled. The results showed that in the cortical regions 
including PFC, restroplenial cortex, auditory cortex, and visual cortex, most of td tomato-
expressing GABAergic interneurons were enwrapped by PNNs, accounting for 60% to 80% (Fig 
8.2 A-D); additionally, 70% to 90% of WFA-labelled PNNs were shown to covering GABAergic 
interneurons. In the hippocampal regions, including CA1, CA2 and CA3, less proportion with 
approximately 60% to 80% of Pv-expressing GABAergic interneurons covered by WFA-labelled 
PNNs were observed (Fig 8.2 E-G), and around 70% to 90% WFA-labelled PNNs were found to 
cover GABAergic interneurons. However, no td tomato expressing GABAergic interneurons were 
detected in TRN.  

In terms of the sex differences, the proportion differences of GABAergic interneurons surrounded 
by WFA-labelled PNNs were not detected in both cortical and hippocampus regions in male and 
female mice (Fig 8.2 A-G; Fig. 8.3) (PFC: F (1,100) = 2.76, p=0.056 male vs female, Tukey’s 
post-hoc tests, RSC: F (1, 79) = 0.22, p=0.461 male vs female, Tukey’s post-hoc tests; auditory 
cortex: F (1, 69)=2.270, p=0.445 male vs female, Tukey’s post-hoc tests; visual cortex: F (1, 
79)=1.89, p=0.057 male vs female, Tukey’s post-hoc tests; CA1: F(1, 33)=1.14, p=0.960 male vs 
female, Tukey’s post-hoc tests; CA2: F (1,49)=8.03, p=0.725 male vs female, Tukey’s post-hoc 
tests; CA3: F(1, 45)=1.53, p=0.833 male vs female, Tukey’s post-hoc tests).   

With regards to the sex differences of the proportion of PNNs covering GABAergic interneurons, 
in the auditory cortex, more PNNs were observed to surround GABAergic interneurons in male 
mice compared to female mice with around 85% of PNNs surrounding GABAergic interneurons 
in males but 75% in females (Fig 8.3 C K) (F (1, 69) =2.27, p<0.01, male vs female, Tukey’s 
post-hoc tests); conversely, in the CA2 hippocampal region, more PNNs in female mice covered 
GABAergic interneurons than PNNs in male mice with around 77% of PNNs surrounding 
GABAergic interneurons in females but 60% in males (Fig 8.3 F N) (F (1,49)=8.03, p<0.05 male 
vs female, Tukey’s post-hoc tests). However, in addition to auditory cortex and CA2, no 
significant sex differences were found in other cortical and hippocampal regions (Fig 8.3 A B D E 
G I J L M) (PFC: F (1,100) = 2.76, p=0.997 male vs female, Tukey’s post-hoc tests; RSC: F (1, 
79) = 0.22, p=0.160 male vs female, Tukey’s post-hoc tests; visual cortex: F (1, 79)=1.89, 
p=0.922 male vs female, Tukey’s post-hoc tests; CA1: F(1, 33)=1.14, p=0.211 male vs female, 
Tukey’s post-hoc tests; CA3: F(1, 45)=1.53, p=0.811 male vs female, Tukey’s post-hoc tests)  
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Figure 8.2: proportion of GABAergic interneurons covered by PNNs and proportion of PNNs 
covering GABAergic neurons in different brain regions. A-D: proportion of GABAergic neurons 
covered by PNNs and proportion of PNNs covering GABAergic neurons in cortex (male: n=3; 
female n=3). E-G: proportion of GABAergic interneurons covered by PNNs and proportion of 
PNNs covering GABAergic neurons in hippocampus (male: n=3; female n=3). H: proportion of 
GABAergic interneurons covered by PNNs and proportion of PNNs covering GABAergic neurons 
in TRN (male: n=3; female n=3). The data for the proportion of each type cells labelled with WFA, 
td-tomato and co-labelled with WFA/td-tom are normally distributed in each brain regions as 
assessed with the Kolmogorov-Smirnov test. No outliers were detected in the current study. The 
data were analysed by ANOVA followed by Tukey’s post-hoc tests, * p<0.05 vs corresponding 
veh group, Tukey’s post-hoc tests. Symbols represent the mean values in that region for 
individual mice.  
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Figure 8.3: Representative images of WFA-labelled PNNs and td tomato-expressing GABAergic 
neurons in male and female mouse brain tissues, the images were taken from a confocal 
microscope with 20µm scale. A-H: WFA labelled-PNNs with td tomato-expressed GABAergic 
interneurons in female brain regions; I-P: WFA labelled-PNNs with td tomato-expressed 
GABAergic interneurons in male brain regions.  

8.5  Discussion 
The study investigated the distribution of PNNs across brain regions in both male and female 
mice, mainly focused on cortical layer2/3 and layer4/5. The results showed that PNNs mostly 
covered inhibitory GABAergic interneurons, with few WFA+ve, td tomato-ve cells, but in the 
hippocampus, more PNNs were detected that did not cover GABAergic interneurons, especially 
in CA1 and CA2 regions, compared to the cortical layers investigated. No sex differences of td 
tomato+ve cell or PNN distribution were detected in cortex and hippocampus; but in the auditory 
cortex, more PNNs were shown to cover GABAergic interneurons in male mice, while in the CA2 
region, female mice presented more PNNs surrounding GABAergic interneurons than male 
mice.   

The current results reported the largest proportion of PNNs covering GABAergic interneurons in 
RSC and PFC, followed by auditory cortex, visual cortex and hippocampus region, and there 
were no Nkx2.1 td tomato expressing GABAergic neurons in TRN surrounded by PNNs. The 
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distribution differences across brain regions were in line with the finding that PNNs are 
distributed differently in different brain areas. For example, it has been revealed that 
approximately 40% of Pv-expressing GABAergic interneurons were ensheathed by PNNs, mainly 
in layer 2/3 and layer 4/5 cortex (Nowicka et al., 2009).   

In the cortical layer2/3 and 4/5, 60% to 80% of td tomato+ve interneurons were enwrapped by 
PNNs, which was consistent with the previous finding that around 75% of Pv-expressing neurons 
in the RSC were ensheathed by PNNs in the normal condition and around 60% to 70% of Pv-
expressing td tomato+ve GABAergic interneurons covered by PNNs in RSC after social isolation 
stress induction (Klimczak et al., 2021). Moreover, the study also confirmed that most PNNs, 
approximately 80% to 90%, covered GABAergic interneurons in cortical layer 2/3 and 4/5, which 
was in line with the findings that PNNs express mostly in layer 2/3 and layer 4/5 of PFC 
surrounding Pv-expressing neurons (Sultana et al., 2021). In the retrosplenial cortex, previous 
results illustrated that almost all PNNs were found to cover Pv-expressing GABAergic 
interneurons, while the current results showed that approximately 90% of PNNs covered 
GABAergic interneurons in RSC (Klimczak et al., 2021).  

Instead of a fully net-like structure, PNNs were also detected in discrete and granular, rather than 
reticular structures (Ueno et al., 2017; Sultana et al., 2021), which was partially consistent with 
the current findings that in the cortical areas, some of the PNNs presented in a more discrete but 
still net-like structure manner.   

In the hippocampus, the proportion of td tomato expressing neurons without PNNs was similar to 
the cortical regions, moreover, the proportion of GABAergic neurons covered by PNNs was also 
found to be similar with the cortical regions, accounting for 60% to 80%. This result was in line 
with the previous findings that unlike the PNNs covering mostly GABA interneurons in the 
retroplenial cortex, only around 80% of PNNs surrounded presumed Pv-expressing neurons in 
the hippocampus; while around 80% of Pv-expressing neurons in the hippocampus were covered 
by PNNs, the percentage was similar to the restrosplenial cortex (Klimczak et al., 2021). 
Additionally, more diffuse WFA-labelled PNNs were detected in hippocampus compared to the 
cortical areas, accounting for approximately 20%, which was consistent with the following 
findings that a smaller proportion of PNNs was covering GABAergic interneurons in hippocampus 
than in cortical regions. Instead of GABAergic interneurons, PNNs are most likely covering 
glutamatergic-expressing pyramidal neurons in hippocampus, especially in the CA2 region 
(Celio, 1993; Brückner et al., 2003). Conversely, in CA1 and CA3 areas, WFA-labelled PNNs 
were detected to cover neurons with non-pyramidal phenotypes (Brückner et al., 2003), which 
was in line with later and current results that more Pv-positive neurons were observed in CA1 
and CA3 with surrounding PNNs compared to CA2 (Yamada and Jinno, 2013).   

The study also illustrated a large proportion of PNNs present in TRN. Similar results were also 
reported in a previous study that, in mouse brain, higher expression of PNNs was found in TRN 
compared to other subcortical regions (Ciccarelli et al., 2021); and PNNs were found to be 
present in TRN with high density and high WFA staining intensity. GABAergic neurons represent 
the vast majority of neurons in TRN, but reportedly only a proportion of them are covered by 
PNNs (Fader et al., 2016). However, the current results showed no td tomato expressing 
neurons in TRN. This is expected, as the current study used Nkx2.1-td tomato mice, and it is 
known that the TRN is not derived from MGE, but from prethalamus, which does not express 
Nkx2,1, and hence td tomato expressed in Nkx2.1-reporter mice was not detected in TRN 
(Abecassis et al., 2020; Altman and Bayer, 1988).  

Pv-expression defines one of the subtypes of GABAergic interneurons, and Nkx2.1 is required 
for the development of 2 subgroups of GABAergic interneurons: Pv- and SST-expressing 
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interneurons (Du et al., 2008), it is possible that GABAergic neurons in cortex and hippocampus 
with surrounding PNNs might include SST-expressing interneurons as well as Pv neurons. 
However, consistent studies illustrated that PNNs only ensheathed Pv-expressing neurons but 
not SST-expressing neurons (Rossier et al., 2015; Oohira et al., 2013; Yamada et al., 2015). 
Thus, it can be assumed that in the current study, the neurons covered by WFA-labelled PNNs 
were Pv-expressing GABAergic interneurons. The numerous td tomato+ve, WFA-ve cells are 
most likely these SST cells, which are generally reported as more numerous the Pv cells in 
mouse cortex (Nassar et al., 2015; Vogt et al., 2015).  

With regards to the sex differences of PNN distribution in different brain areas, the current results 
indicated that PNNs took up similar proportions surrounding GABAergic interneurons in male and 
female mice, and the percentage of td tomato-expressing GABAergic neurons covered by PNNs 
was also similar in male and female mice. However, in the auditory cortex, a larger proportion of 
PNNs surrounding presumed Pv-expressing GABAergic interneurons was found in male mice 
compared to female mice; conversely, in CA2, female mice showed more PNNs covering Pv-
expressing GABAergic neurons. These findings were opposite to the previous studies that the 
distribution of PNNs was different between male and female animals across various brain 
regions. For example, adult male mice showed more PNNs covering Pv-expressing neurons in 
hippocampus, and PNNs were found to be expressed with higher density and intensity around 
Pv-expressing neurons in male mice than female mice (Ciccarelli et al., 2021). Additionally, other 
results also reported no differences of PNN expression with Pv-expressing neurons between 
male and female animals. For example, in the neocortex, no PNN distribution differences were 
found between male and female rats; and the proportion of PNNs covering Pv-expressing 
neurons was similar between male and female rats in both hippocampus and neocortex (Griffiths 
et al., 2019); furthermore, in mouse hippocampus, similar densities of PNN expression were 
reported in CA1 and CA2 regions in both male and female mice (Rahmani et al., 2023). Thus, it 
could be seen that the sex differences of PNNs expression throughout brain regions still 
remained controversial.  

Furthermore, there were no sex differences in cortical and hippocampal regions reported by the 
current results, in terms of the general distribution of td tomato expressing GABAergic 
interneurons, td tomato-ve WFA-labelled neurons, and colocalisation of td tomato-expressing 
neurons and WFA-labelled PNNs. The results were partially in accordance with previous 
findings. For example, the quantity of Pv-expressing GABAergic neurons was similar in male and 
female mice in medial PFC (Woodward et al., 2023), and the proportion of Pv-expressing 
neurons was similar between male and female rats in both hippocampus and neocortex (Griffiths 
et al., 2019). However, another study reported that female rats expressed more Pv-expressing 
neurons in infralimbic and prelimbic cortex than male rats (Binette et al., 2023). Apart from Pv-
expressing GABAergic neurons, no PNN expression differences between sexes were reported in 
hippocampus and cortex (Rahmani et al., 2023; Mayne et al., 2024). Additionally, in zebra 
finches, highly enriched PNNs were reported in anterior cortical basal ganglia and song nuclei in 
male zebra finches as compared to females (Meyer et al., 2014). Thus, the sex differences of Pv-
expressing GABAergic interneurons and WFA-labelled PNNs also remained controversial.  

Although the current results were largely consistent with the previous findings, several limitations 
also need to be considered. Firstly, previous studies and the current experiment used WFA to 
detect and visualise PNNs, however, not all PNNs would be observed by WFA labelling. For 
example, Acan-labelled PNNs were found to be distributed more in subcortical regions compared 
to WFA-labelled PNNs (Morawski et al., 2010). These studies indicated that WFA-labelling could 
not visualise all PNNs throughout the brain regions, which might result in an overall low accuracy 
of PNN quantifying. Secondly, the quantification of the labelled PNNs and GABAergic 
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interneurons was counted manually with Image J, which was similar to the methods used in 
previous studies (Lensjo et al., 2017; Sultana et al., 2021; Nowicka et al., 2009). As manual 
counting is highly dependent on human visualisation, perception and interpretation, which might 
influence the overall quantities of the cell number; additionally, distinguishing different types of 
labelled cells, including td tomato expressed GABAergic interneurons, WFA-labelled PNNs and 
colocalisation of GABAergic neurons and PNNs, was highly dependent on personal rather than 
standard criteria. In this case, the quantification of the same type of cells could vary between 
different experiments and researchers, which might be a reason that an inconsistent proportion 
of WFA-labelled PNNs covering Pv expressing GABAergic interneurons could be reported in the 
same brain region of the same type of animals. Finally, only 3 mice of each sex were analysed, 
which is likely to be insufficient to detect subtle sex differences.  

To conclude, the current study investigated the general distribution of Nkx2.1-expressing 
GABAergic neurons, cells with PNNs and colocalisation of PNNs and Nkx2.1-expressing 
neurons, in cortex and hippocampus. In the cortex and hippocampus, a similar percentage of 
Nkx2.1-expressing GABAergic interneurons, and colocalised PNNs and Nkx2.1-expression were 
observed; while more cells with PNNs lacking Nkx2.1 expression were detected in hippocampus. 
The study also confirmed that PNNs mostly covered Nkx2.1-expressing GABAergic neurons 
expressed in cortical layer2/3 and layer4/5 surrounding GABAergic neurons, but a smaller 
proportion of PNNs were found to cover GABAergic neurons in hippocampus. In terms of the td 
tomato expressing GABAergic neurons, around 60% to 80% of GABAergic neurons in cortical 
layer 2/3 and layer 4/5 were enwrapped by PNNs, a similar proportion were found in 
hippocampus. The distribution of PNNs in cortex and hippocampus were largely consistent with 
previous findings. By further confirming the distribution of PNNs and GABAergic neurons 
surrounded by PNNs in cortex and hippocampus, the current results gave an overview of cortical 
and hippocampal PNN expression, and provided a region-specific suggestion for further study to 
examine the alterations of PNN and Pv expression in schizophrenia mouse models.  

However, the study reported that few sex differences were observed in terms of PNN distribution, 
which is partially consistent with previous findings. The different results reported between studies 
might be attributed to the limitation of the methods, including using WFA for PNNs visualization, 
quantifying cell numbers with manually counting, and the small sample size. In this case, 
improvement of cell counting method would be necessary in the future studies, such as using 
automatic counting software; and antibodies to detect PNNs, such as an Acan antibody (Cat-
301) combined with WFA to visualise PNNs.  

 

 

 

 

 

 

 

 

 



 185 

Chapter 9 
Differences of mRNA levels of PNNs components in schizophrenia 
MIA mice model and in WT mice 

  
9.1  Introduction 

Prenatal maternal immune activation (MIA) is one of the risk factors, as with prenatal stress, 
resulting in increasing incidence of schizophrenia (Beydoun et al., 2008; de Kloet et al., 2004; 
Weinstock et al., 2008). To study whether MIA linked to schizophrenia or schizophrenia-like 
symptoms, MIA animal models were established with different reagents to induce an immune 
response during the animals’ pregnancy. In viral or bacterial infection, double-stranded RNA 
(dsRNA) viruses could be recognised by Toll-like recptor3 (TLR3) and bacteria by Toll-like 
receptor 4 (TLR4), resulting in increased pro-inflammatory cytokine expression (Meyer et al, 
2014; Macêdo et al, 2012). Polyinosinic-polycytidylic acid (Poly I:C) and lipopolysaccharide (LPS) 
are the 2 agents that could activate TLR3 and TLR4 to mimic dsRNA viral or bacterial infection. 
Thus, Poly I:C and LPS are most commonly used in MIA animal models. Apart from ds-viruses, 
TLRs could also respond to single strand (ss) viral infections by binding to TLR7 and TLR8. 
Resiquimod is an infectious agent activating TLR7 and TLR8 and used to mimic ssRNA virus 
infection.  

MIA animal studies demonstrated that offspring exhibited hyperfunction in dopaminergic systems 
and disrupted cognitive function with maternal Poly I:C induction; these impairments were in line 
with schizophrenia-like phenotypes, representing a neurodevelopmental aetiology of 
schizophrenia (Ozawa et al. 2006). Prenatal exposure to Poly I:C was also reported to produce 
effects related to the behavioural changes in schizophrenia. For example, deficient social 
interaction, impaired object recognition memory, prepulse inhibition and increased anxiety-like 
behaviours were observed in adult offspring exposed to maternal Poly I:C injection (Shi et al., 
2003; Ibi et al., 2009; Ito et al., 2010). Furthermore, genome wide studies reported the 
association between MIA and downregulated expression of schizophrenia-related genes in the 
foetal brains (Lahiru et al., 2021), including the genes from cadherin family and protocadherin 
family. This evidence supported the concept that MIA during pregnancy increases the risk of 
schizophrenia, and behavioural and cognitive impairments induced by MIA are consistent with 
clinical schizophrenia-like symptoms. 

As potentially a critical factor involved in the development of schizophrenia, PNN formation and 
component gene expression can be disrupted by MIA. The density of PNNs was reported to 
decrease in medial PFC in offspring with prenatal maternal Poly I:C exposure. The time when 
PNN reduction was observed was consistent with the onset time of schizophrenia (Paylor et al., 
2016), which supported the link of MIA-disrupted PNNs to schizophrenia. A similar decrease of 
(WFA-labelled) PNN areas and intensities was reported, and the complexity of axons covered by 
PNNs was reduced, in hippocampal neurons after prenatal MIA (Wegrzyn et al., 2020). 
Collectively, these studies suggested that MIA could increase the risk of schizophrenia in 
offspring by affecting the expression and formation of PNNs. As the previous results in the 
current study illustrated the effect of stress on component gene expression and formation of 
PNNs, the study in this chapter mainly focused on investigating the effect of MIA on PNN 
component gene expression. General PNN structure was demonstrated to be altered by MIA, 
however, how different components are affected by MIA remained less clear.  Poly I:C is 
commonly and widely used as an agent for MIA in mouse models, reproducing in the effects of 
dsRNA virus infection, but ssRNA virus infection models are less frequently used to examine the 
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effects of MIA. As PFC was suggested to play a critical role in cognitive deficits and is disrupted 
in schizophrenia patients, and the previous study in Chapter 8 illustrated that PNN and Pv 
neurons were largely expressed in PFC, PFC was selected as the specific region to be 
investigated. Therefore, the current study aimed to investigate the effect of MIA on expression of 
PNN component mRNA in offspring with either Poly I:C or resiquimod administration, in both WT 
mice and mice reproducing the 16p11.2 microduplication associated with schizophrenia risk. 

9.2  Study aims 
In the current study, the aim was to investigate the effect of MIA on the expression of PNN 
components associated with schizophrenia phenotypes. The specific aims were to: 

   a. Investigate the changes of PNN component mRNA expression following MIA induction 

   b. Compare the expression differences of PNN component mRNAs between WT mice and 
16p11.2 duplication mice before and after MIA induction 

9.3  Methods 
6 female hemizygous 16p11.2 duplication (Dup.) mice and 6 female WT mice were injected 
subcutaneously with saline (2ml/kg), resiquimod (2mg/kg) or Poly I:C (20mg/kg) at day 12.5 of 
pregnancy (saline: 2 WT mice, 2 Dup. mice; poly I:C: 2 WT mice, 2 Dup. mice; resiquimod: 2 WT 
mice, 2 Dup. mice). After dams had littered, the total number of pups was 73, comprising 23 pups 
from saline injected mice (WT mice: 10 Dup mice: 13), 27 pups from resiquimod injected mice 
(WT mice: 10 Dup mice: 17) and 23 pups from Poly I:C injected mice (WT mice: 16 Dup mice: 7). 
When the pups reached adulthood (8 weeks), the brain tissues from different brain regions were 
extracted, including left PFC, right PFC, left hippocampus and right hippocampus. PFC was used 
in the current study for the mRNA expression measurement. The study is reported in accordance 
with ARRIVE guidelines (https://arriveguidelines.org) and the updated ARRIVE guidelines (Percie 
du Sert et al, 2020). The animal study was performed according to home office (UK) regulations 
and were approved by the University of Glasgow Animal Welfare Ethical Review Board and 
University of Strathclyde Animal Welfare Ethical Review Board. The housing condition was 
mentioned in Chapter 2. 

mRNA samples were extracted from the right PFC tissues and cDNA produced by reverse 
transcription: the detailed methods were presented in Chapter 2. qPCR was performed to 
measure the mRNA expression in right PFC brain tissues with targeted primers, including Acan, 
Bcan, Ncan, Vcan, Ptprz1, Has1, Has2, Has3, Hapln4, TnR, Pv, Gad1 and Gad2. The current 
study used 2 kinds of experimental unit, one is using littermates as experimental unit, but this 
might include pseudo-replication and artificially inflated sample sizes; another method is using 
dams as experimental units. Using 2 kinds of experimental units was to investigate the effect of 
MIA on PNN components with and without the consideration of the similarities between different 
littermates. As pups littered from the same dam might share similar utero or postnatal 
environmental conditions, resulting in limited variations regards to the physiology and 
behavioural activities between each pup (Kentner et al., 2019). Thus, to improve the rigour and 
reproducibility of the animal experiment, and to eliminate the similarities between each 
littermates, the mRNA values reported from the qPCR assay for all littermates of the same 
genotype from the same dam were averaged to give a mean value for the dam. 

 

https://arriveguidelines.org/
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9.4  Results 
 

9.4.1 Alterations of PNNs and Gad components after MIA induction using 
littermates as experimental unit 

Firstly, the results were reported and analysed based on the experimental units with different 
littermates.  

After prenatal maternal Poly I:C or resiquimod exposure, mRNA levels of CSPG components 
increased compared to maternal saline (vehicle) exposure except for Acan. Among all CSPG 
components, Acan mRNA levels decreased after resiquimod administration but remained 
unchanged after polu I:C induction (Fig 9.1 A) (F(2, 70)=3.12, P =0.051; saline vs resiquimod: 
P=0.042; saline vs Poly I:C: P=0.302 Tukey’s post-hoc tests), and mRNA levels of Bcan (F(2, 
66)=6.49, P =0.003, saline vs Poly I:C Tukey’s post-hoc tests: P=0.022) and Ncan (F(2, 
70)=6.16, P =0.004, saline vs Poly I:C P=0.024, Tukey’s post-hoc tests:) increased significantly 
with Poly I:C administration, while mRNA levels of Vcan (F(2, 61)=18.37, P<0.001; saline vs 
resiquimod P=0.001, Tukey’s post-hoc tests; saline vs Poly I:C: P<0.001, Tukey’s post-hoc tests) 
and Ptprz1 (F(2, 64)=8.51, P =0.001;  saline vs resiquimod: Tukey’s post-hoc tests P=0.002, 
saline vs Poly I:C: Tukey’s post-hoc tests P=0.006) increased with both resiquimod and Poly I:C 
administration (Fig 9.1 D E.). Among all the alterations in CSPG components, Vcan mRNA levels 
were the most clearly affected by MIA induction.  
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Figure 9.1: mRNA level of CSPG components changes after prenatal maternal vehicle, 
resiquimod or Poly I:C administration in WT or 16p11.2 duplication offspring mice. Following the 
administration of vehicle, resiquimod or Poly I:C, altered mRNA levels of CSPG components of 
PNNs were found in both WT and 16p11.2 dup mice compared to the control (saline) group. A. 
Acan mRNA levels were downregulated by resiquimod administration. B C. The mRNA levels for 
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Bcan and Ncan were upregulated by Poly I:C in both WT and 16p11.2 duplication mice 
compared to control (saline). E F. The mRNA levels of Vcan and Ptprz1 were upregulated by 
both resiquimod and Poly I:C administration (Saline: WT=13, 16p11.2 duplication duplication=10; 
Resiquimod: WT=10, 16p11.2 duplication=17; Poly I:C: WT=16, 16p11.2 duplication=7). The 
data were normally distributed as assessed with the Kolmogorov-Smirnov test, no outliers were 
found. The data were analysed by ANOVA followed by Tukey’s post-hoc tests, * p<0.05, ** 
p<0.01, *** p<0.001 MIA effect vs corresponding vehicle group, Tukey’s post-hoc tests. The bar 
graphs show mean ± SEM.    

There were no significant alterations of mRNA levels observed in hyaluronan (Has1: F (2, 68) 
=0.07, P =0.936; Has2: F(2, 65)=1.72, P =0.189; Has3: F (2, 66) =1.29, P=0.284) (Fig 9.2 A-C) 
and hyaluronan link proteins (Hapln4: F (2, 70) =1.16, P =0.321) after either resiquimod or Poly 
I:C administration (Fig 9.2 D).  
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Figure 9.2: mRNA levels of hyaluronan and link protein components after Poly I:C and resiquimoid 
induction. A-C. the mRNA expression of Has components. The results showed that there were no 
changes of Has mRNA levels in either WT or 16p11.2 duplication mice compared to control (saline). 
D. No changes were detected in Hapln4 mRNA expression levels after resiquimod or poly I:C 
treatment in either WT or 16p11.2 duplication mice compared to control (saline) (Saline: WT=13, 
16p11.2 duplication=10; Resiquimod: WT=10, 16p11.2 duplication=17; Poly I:C: WT=16, 16p11.2 
duplication=7). The data were normally distributed as assessed with the Kolmogorov-Smirnov test 
no outliers were found. The data were analysed by ANOVA followed by Tukey’s post-hoc test. The 
bar graphs show mean ± SEM.                                                                  

In terms of TnR and Pv mRNA expression (Fig 9.3), no changes were observed in mRNA levels 
of TnR after resiquimod or Poly I:C administration (Fig 9.3 A) (F (2, 70) =2.56, p =0.085). 
Although Pv mRNA expression was downregulated tendency following resiquimod 
administration, the post-hoc test showed it did not reach the significance level (F (2, 71) =3.27, p 
=0.045; saline vs resiquimod p=0.070 Tukey’s post-hoc tests), however, the alterations detected 
after Poly I:C administration failed to reach the threshold for significance (F (2, 71) =3.27, p 
=0.696, saline vs poly I:C Tukey’s post-hoc tests).  
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Figure 9.3: mRNA expression of Pv and TnR after Poly I:C and resiquimoid induction. A. No 
changes of TnR mRNA levels after resiquimod or poly I:C treatment in either WT or 16p11.2 
duplicate mice compared to control (saline). B. Resiquimod could reduce the expression of Pv in 
both WT and 16p11.2 Dup mice compared to saline treated group. In addition, the mRNA levels 
tended to remain the same after Poly I:C treatment (Saline: WT=13, 16p11.2 duplication=10; 
Resiquimod: WT=10, 16p11.2 duplication=17; Poly I:C: WT=16, 16p11.2 duplication=7). The 
data were normally distributed as assessed with the Kolmogorov-Smirnov test no outliers were 
found. The data were analysed by ANOVA followed by Tukey’s post-hoc tests. The bar graphs 
show mean ± SEM.   

There were no alterations of mRNA levels detected for Gad1 (Fig 9.4 A) or Gad2 (Fig 9.4 B) 
following MIA induction with either resiquimod or Poly I:C (Gad1: F (2, 62) =0.10, P=0.908; Gad2 
F (2, 62) =0.97, P=0.385).   
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Figure 9.4: Gad1 and Gad2 mRNA expression after resiquimod or Poly I:C treatment. The 
mRNA levels of both Gad1 (A) and Gad2 (B) remained unchanged after resiquimod and Poly I:C 
treatment in WT and 16p11.2 dup mice (Saline: WT=13, 16p11.2 duplication=10; Resiquimod: 
WT=10, 16p11.2 duplication=17; Poly I:C: WT=16, 16p11.2 duplication=7). The data was 
normally distributed as assessed with the Kolmogorov-Smirnov test no outliers were found. The 
data were analysed by ANOVA with Tukey’s post-hoc test. The bar graphs show mean ± SEM.  
 

9.4.2 No differences of PNN components and Gad mRNA levels between 
WT and 16p11.2 duplication mice using littermates as experimental 
unit 

In the condition that the littermates were treated as experimental units, no differences in mRNA 
levels between WT mice and 16p11.2 duplication mice were observed, before or after MIA 
induction, in any component measured. For example, no significant differences of mRNA levels 
between mice genotype were found in all CSPGs components (Fig. 9.1) (Acan: F(2, 70)=0.26, P 
=0.613; Bcan: F(2, 66)=1.23, P =0.272; Ncan: F(2, 70)=0.59, P =0.447; Vcan: F(2, 61)=1.49, P 
=0.228; Ptprz1: F(2, 64)=8.51, P =0.664). Additionally, no significant differences of mRNA levels 
between mouse genotype were found in hyaluronan and hyaluronan link protein components 
(Fig. 9.2) (Has1: F (2, 68) =1.35, P =0.249; Has2: F (2, 65) =2.42, P =0.126; Has3: F (2, 66) 
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=0.64, P=0.427; Hapln4: (F (2, 70) =0.66, P =0.421). TnR (F (2, 70) =0.69, P =0.408) and Pv (F 
(2, 71) =0.03, P =0.872); expression levels were not between different mouse genotype in 
different MIA treatment groups (Fig. 9.3). Moreover, no significant differences were detected in 
Gad components (Fig. 9.4) between the 2 mice genotypes (Gad1: F(2, 62)=2.93, P=0.093; Gad2 
F(2, 62)=0.05, P=0.815). Although there was a tendency that Gad2 was expressed at lower 
mRNA levels in saline treated 16p11.2 duplication mice, no statistically significant differences 
were observed. 

9.4.3 Alterations of PNNs and Gad components after MIA induction using 
dams as experimental unit 

In the condition that the dams were treated as experimental unit, the number of dams in each 
treatment groups was not adequate for the data analysis (n=2 / group). However, similar 
tendencies were observed after MIA compared to the results reported from the analysis using 
littermates as experimental unit. The mRNA levels of CSPG components increased compared to 
maternal saline (vehicle) exposure after prenatal maternal Poly I:C or resiquimod exposure, 
except from Acan. Among all CSPG components, Acan mRNA levels showed a slight tendency 
to decrease after resiquimod administration but remained unchanged after Poly I:C induction (Fig 
9.5 A), and mRNA levels of Bcan tended to increase with both Poly I:C and resiquimod 
administration, and Ncan showed a tendency to increase with Poly I:C administration (Fig 9.5 B 
C), while mRNA levels of Vcan and Ptprz1 reported a trend towards increase with both 
resiquimod and Poly I:C administration (Fig 9.5 D E). 
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Figure 9.5: mRNA level of CSPG components changes after prenatal maternal vehicle, 
resiquimod or Poly I:C administration in WT or 16p11.2 duplication offspring mice. Following the 
administration of vehicle, resiquimod or Poly I:C, altered mRNA levels of CSPG components of 
PNNs were found in both WT and 16p11.2 dup mice compared to the control (saline) group. A. 
Acan mRNA levels were downregulated by resiquimod administration. B C. The mRNA levels for 
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Bcan and Ncan were upregulated by Poly I:C in both WT and 16p11.2 duplication mice 
compared to control (saline). E F. The mRNA levels of Vcan and Ptprz1 were upregulated by 
both resiquimod and Poly I:C administration (Saline: WT: n=2, 16p11.2 duplication: n=2; 
Resiquimod: WT: n=2, 16p11.2 duplication: n=2; Poly I:C: WT: n=2, 16p11.2 duplication: n=2). 
Symbols represent the mean values of the littermates for each individual dam.                                                                

There were no alteration tendencies of mRNA levels observed in hyaluronan synthase (Fig 9.6 
A-C) and hyaluronan link proteins after either resiquimod or Poly I:C administration (Fig 9.6 D). 
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Figure 9.6: mRNA levels of hyaluronan and link protein components after Poly I:C and 
resiquimoid induction. A-C. the mRNA expression of Has components. The results showed that 
there were no changes of Has mRNA levels in either WT or 16p11.2 duplication mice compared 
to control (saline). D. No changes were detected in Hapln4 mRNA expression levels after 
resiquimod or poly I:C treatment in either WT or 16p11.2 duplication mice compared to control 
(saline). (Saline: WT: n=2, 16p11.2 duplication: n=2; Resiquimod: WT: n=2, 16p11.2 duplication: 
n=2; Poly I:C: WT: n=2, 16p11.2 duplication: n=2). Symbols represent the mean values of the 
littermates for each individual dam. 

In terms of TnR and Pv mRNA expression (Fig 9.7), no obvious changes were observed in 
mRNA levels of TnR and Pv after resiquimod or Poly I:C administration (Fig 9.7 A B).  
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Figure 9.7: mRNA expression of Pv and TnR after Poly I:C and resiquimoid induction. A. No 
changes of TnR mRNA levels after resiquimod or poly I:C treatment in either WT or 16p11.2 
duplicate mice compared to control (saline). B. Resiquimod could reduce the expression of Pv in 
both WT and 16p11.2 Dup mice compared to saline treated group. In addition, the mRNA levels 
tended to remain the same after Poly I:C treatment. (Saline: WT: n=2, 16p11.2 duplication: n=2; 
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Resiquimod: WT: n=2, 16p11.2 duplication: n=2; Poly I:C: WT: n=2, 16p11.2 duplication: n=2). 
Symbols represent the mean values of the littermates for each individual dam.  

There were no trends for altered mRNA levels detected for Gad1 (Fig 9.8 A) or Gad2 (Fig 9.8 B) 
following MIA induction with either resiquimod or Poly I:C.  
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Figure 9.8: Gad1 and Gad2 mRNA expression after resiquimod or Poly I:C treatment. The 
mRNA levels of both Gad1 (A) and Gad2 (B) remained unchanged after resiquimod and Poly I:C 
treatment in WT and 16p11.2 dup mice (Saline: WT: n=2, 16p11.2 duplication: n=2; Resiquimod: 
WT: n=2, 16p11.2 duplication: n=2; Poly I:C: WT: n=2, 16p11.2 duplication: n=2). Symbols 
represent the mean values of the littermates for each individual dam. 

9.4.4 No differences of PNN components and Gad mRNA levels between 
WT and 16p11.2 duplication mice using dams as experimental unit 

In the condition that the dams were treated as experimental units, similar results were reported, 
no differences in mRNA levels between WT mice and 16p11.2 duplication mice were detected, 
before or after MIA induction, in any component measured. For example, no obvious differences 
of mRNA levels between mouse genotype were found for all the CSPGs components (Fig 9.5). 
Additionally, no differences of mRNA levels between mouse genotype were found in hyaluronan 
synthase and hyaluronan link protein components (Fig 9.6). TnR and Pv expression levels were 
not altered between different mouse genotype in the different MIA treatment groups (Fig 9.7). 
Moreover, no differences were detected in Gad components (Fig 9.8) between the 2 mouse 
genotypes. 

9.5  Discussion 
The current study reported that mRNA levels of CSPG components changed after resiquimod 
and Poly I:C administration in both 16p11.2 duplicate mice and WT mice. In the condition that the 
littermates were treated as experimental units, Acan and Pv mRNA expression were suppressed 
after resiquimod administration. Conversely, mRNA levels of Ncan and Bcan were slightly 
upregulated after by Poly I:C administration. Vcan and Ptprz1 mRNA level mRNA levels were 
also upregulated after both resiquimod and Poly I:C administration. Similarly, in the condition that 
the dams were treated as the experimental unit, the results showed that Acan mRNA expression 
were tended to be suppressed after resiquimod administration. On the contrary, mRNA levels of 
Ncan showed a trend to be slightly upregulated after by Poly I:C administration. Bcan, Vcan and 
Ptprz1 mRNA levels also showed a tendency to be upregulated after both resiquimod and Poly 
I:C administration. The results suggested that MIA altered PNN component expression, 
especially CSPG mRNA levels, which might in turn disrupt neuronal activities and neurons’ 
susceptibility to external stimulation during the developmental period. Moreover, the increased 
alterations of CSPG components, including Bcan, Ncan, Vcan and Ptprz1 were suggested to 
further supported the role of CSPGs in immune responses.    
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The mRNA level of one key component of PNNs, Acan, showed a trend to be decreased in the 
offsprings’ brain tissue after resiquimod administration. Similar results were reported by 
Wegrzyn’s et al. (2020) finding that the area of PNNs labelled with Acan decreased after Poly I:C 
exposure in cultured hippocampus neurons.  

Conversely, a tendency for Bcan expression to be upregulated was detected after Poly I:C 
induction in the current study, suggesting that Bcan could respond to immune stimulation. In 
previous research, a few studies investigated Bcan’s expression with immune activation by drug 
administration, such as, Poly I:C or LPS. For example, depletion of microglia has been reported 
to increase the density and intensity of perineuronal nets in several brain regions along with 
increased expression of peri-synaptic Bcan (Basilico et al., 2021; Liu et al., 2021; Strackeljan et 
al., 2021). This appears to be an opposite effect to that observed here, where the early 
developmental inflammation elevates Bcan expression. 

Ncan mRNA levels also tend to increase after Poly I:C induced MIA. The increase might be 
related to the upregulation of Ncan after CNS injury and glial scar (Asher et al., 1999). The glial 
scar develops after CNS injury, containing astrocytes, oligodendrocytes, microglia and meningeal 
cells (Fawcett et al., 1999). Li et al (2015) also supported that astrogliosis, a process to activate 
astrocytes, which was associated with overexpression of Ncan. In this case, expression of Ncan 
could be upregulated by production of a glial scar containing microglia. Microglial cells were 
demonstrated to be activated by MIA (Wegrzyn et al., 2020), which might lead to an increased 
tendency of Ncan expression. 

Like Ncan, Ptprz1 mRNA also showed a tendency to be upregulated after MIA induction with 
both Poly I:C and resiquimod treatment. The upregulation was consistent with a previous study, 
suggesting increased expression of Ptprz1 both by early developmental MIA in these 
experiments, and after CNS injury, with both elevated mRNA levels and protein expression 
(Mckeon et al., 1999). After injury to cerebral cortex, both Ncan and Ptprz1 were expressed with 
reactivation of astrocytes (Mckeon et al., 1999). After Poly I:C induction, subtypes of glial cells, 
including microglia and astrocytes, are activated (He et al., 2021), which could promote the 
development of Ncan and Ptprz1 resulting in upregulated expression.  

In addition to the tendency towards upregulation of Bcan, Ncan and Ptprz1, mRNA levels of Vcan 
also showed a similar tendency with both resiquimod and Poly I:C exposure prenatally. Although 
there are limited studies examining the influence of immune activation on Vcan expression in 
CNS cells, several studies investigated the association of Vcan and Poly I:C treatment in human 
fibroblasts, reporting consistent results with the current study that mRNA expression and 
localisation of Vcan increased after Poly I:C treatment by reducing Vcan degradation (Perigo et 
al., 2010), and Poly I:C-induced immune stimulation also lead to the accumulation of Vcan (Kang 
et al., 2017). The overall upregulation of Vcan might be due to the increases in one of the Vcan 
isoforms, V1 (Beggah et al., 2002), while other studies reported decreased Vcan V2 following 
CNS injury (Tang et al., 2003). 

Thus, while the experiments here may be the first to identify altered PNN component gene 
expression in adult offspring following prenatal MIA, there were still a number of reports in the 
literature of altered expression of these genes following either acute exposure to infectious 
agents, or as part of an injury-associated inflammatory response. Growing evidence proved that 
MIA altered PNN gene expression and disrupted PNN formation and structure in the offspring, 
however, the specific alterations of PNNs components were less clarified. 

The current results supported an effect of MIA on PNN gene expression and further 
demonstrated that CSPGs were the main components affected by MIA. Consistent studies 
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illustrated altered CSPGs components following an immune response. Instead of administration 
of immune stimulants, such as LPS, Poly I:C or resiquimod, most studies tested CSPG 
expression following diverse types of brain or spinal cord injury. In general, studies found 
upregulated expression of Bcan after cortical and thalamic stab wound (Jaworiski, et al., 1999), 
Ncan after entorhinal cortex lesion and nigrostriatal transection (Haas et al., 1999; Moon et al., 
2002), Vcan after unilateral cortical lesion (Asher et al., 2002), but downregulated expression of 
Acan. 

Among all the CSPG components, Vcan was a critical factor regulating and responding to 
immune stimulation (Wight et al., 2014). The results suggested a larger impact of MIA on Vcan 
mRNA expression compared to most other CSPG components. Although limited studies 
investigated Vcan’s role in immune responses in the CNS, several studies illustrated the 
accumulation of Vcan in fibroblasts at the early stage of human diseases as a part of the immune 
response. For example, Vcan was observed to accumulate in human lung inflammation (Kang et 
al., 2016) and vascular diseases (Wight, 2018). The exaggerated Vcan expression in these 
diseases was associated with equivalent changes in hyaluronan or hyaluronan link proteins 
(Kang et al., 2016; Joshua et al., 2020). In the PNN structure, Vcan is linked with hyaluronan 
components; this binding structure might result in an interaction of Vcan and hyaluronan while 
responding to immune stimulation. Indeed, Vcan was found to be colocalised with hyaluronan 
after inflammatory stimulation (Kang et al., 2016; Joshua et al., 2020; Gaucherand et al., 2017), 
and in a Vcan-/- mouse model, no increase in hyaluronan expression was detected with immune 
stimulation with Poly I:C induction (Kang et al., 2016), which further supported the interaction of 
Vcan and hyaluronan. Hyaluronan was also suggested to be a regulator with both pro- and anti-
inflammatory functions. For example, hyaluronan components could activate macrophages 
(Taylor et al., 2007) and stimulate inflammation-related molecules, such as TNFα and interleukin 
β (Do et al., 2004). However, whether Vcan or hyaluronan could respond to immune activation 
independently still remains to be clarified. In the current study, only Vcan expression was 
elevated after Poly I:C and resiquimod induction and expression of hyaluronan components 
remained unchanged, which might suggest the possibility that Vcan could respond to immune 
stimulation independently.  

In addition to the changes in PNN component gene expression, mainly CSPGs, no differences 
were found between WT and 16p11.2 duplicate mice, indicating no interaction of MIA and 
16p11.2 duplication genotype variation for schizophrenia. However, altered expression of PNN 
component genes was sometimes demonstrated in previous studies in rodent schizophrenia 
models, which was not consistent with the current results. Although the expression of most PNN 
component genes was not altered, increased Ncan expression was detected in adult prefrontal 
cortical tissue from 16p11.2 mice (Willis et al., 2020). A possible explanation for this discrepancy 
is that the tissue used in the present study was obtained from substantially older mice, which had 
been employed previously in a number of behavioural experiments. The increased Ncan 
expression may not endure for a sufficiently long period to be detected in these experiments. 
Indeed, complex time-dependent effects of prenatal MIA with Poly I:C on WFA staining in 
offspring brain have been reported, with changes (decreases) at 7 weeks but not 12 weeks of 
age in amygdala, but conversely decreases at 12 weeks but not 7 weeks in PFC (Paylor et al., 
2016). Otherwise, there seems to be a lack of studies of PNN component gene expression in 
rodent models of aspects of schizophrenia. 

Reduced densities and intensities of PNNs, were found in schizophrenia patients in various brain 
regions, including amygdala, entorhinal cortex and prefrontal cortex (Pantazopoulos, et al., 2010; 
Mauney et al., 2013). Unlike the reduction of PNNs in schizophrenia, the number of Pv-
expressing interneurons in cortical regions and amygdala in schizophrenia subjects was the 
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same as those in healthy subjects, and the number of PNNs enwrapping Pv-expressing 
interneurons also remained unchanged (Pantazopoulos et al., 2007, Pantazopoulos et al., 2010), 
suggesting that reductions of PNNs were not accompanied by Pv neuron loss.  

The unchanged Pv expression is consistent with the current results that no different expression 
of Pv expression was detected between WT and 16p11.2 duplication mice. CSPGs, as the main 
structures in PNNs, were also found to be disrupted in schizophrenia subjects. A robust decrease 
of Acan expression was detected with abnormal WFA-labelled PNNs in schizophrenia subjects 
(Pantazopoulos, et al., 2015). Downregulated expression of Ncan and Vcan was also suggested 
in schizophrenia subjects (Pietersen et al., 2014). Notably, various alteration tendencies of 
Ptprz1 in schizophrenia subjects were reported previously, with both increased and decreased 
expression in PFC in patients with schizophrenia (Takahashi et al., 2011; Buxbaum et al., 2008). 
The study also detected no changes of Gad1, hyaluronan and hyaluronan link proteins after MIA 
induction. However, previous studies suggested Gad1, hyaluronan and hyaluronan link proteins 
tend to decrease in schizophrenia. Reduced mRNA expression and protein levels of 
Gad1/Gad67 were found in PFC (Veldic et al., 2005; Ruzicka et al., 2007; Tsubomoto et al., 
2019), temporal cortex (Impagnatiello et al., 1998) and hippocampus (Heckers et al., 2002). 

The unaltered gene expression of PNN components between WT and 16p11.2 duplication mice 
could possibly be attributed to the divergent expression changes of the molecules in neurons and 
glial cells. PNN components (especially CSPGs) in glial cells tend to increase, but in neurons, 
their expression tends to decrease. Therefore, in the 16p11.2 duplication mice model, the total 
expression of PNNs components might remained unchanged in the whole PFC. Converging 
evidence suggested a key role for astrocytes in regulating ECM structures, including synthesising 
CSPGs components and building PNNs structure (Faissner et al., 2010, Gundelfinger et al., 
2010). CSPG molecule expression was reported to increase dramatically in glial cells in 
amygdala and entorhinal cortex in patients with schizophrenia (Pantazopoulos et al., 2010), 
which is in line with the results reported from Berrata (2012) that the expression levels of the 
main 5 molecules in CSPGs, including Acan, Bcan, Ncan, Vcan and Ptprz1, were upregulated by 
1.3 to 2.3 fold in amygdala in schizophrenia subjects. Co-localisation of WFA-labelled CSPGs 
and glial fibrillary acidic protein (GFAP) was exclusively detected in human amygdala 
(Pantazopoulos et al., 2008), which further supported the role of astrocytes in CSPG expression. 
Furthermore, the increase of CSPGs in glial cells was accompanied by the reduction of CSPG-
labelled PNNs in schizophrenia patients (Pantazopoulos et al., 2010). Therefore, no differences 
of PNNs components’ expression detected between genotypes in the current study could be 
explained by increased expression of CSPGs in glial cells and decreased expression in neurons 
in 16p11.2 duplication mice, resulting in unchanged expression compared to WT mice.  

The current study also compared the inflammation effect of ds viruses and ss viruses.  Except for 
Acan and Pv expression levels, which were only reduced by the ss virus infection mimetic 
resiquimod, the other CSPGs were upregulated by ds virus infection mimetic Poly I:C alone 
(Bcan, Ncan), or by both agents, which illustrated that the consequences of different types of 
immune infections could vary among different components. Therefore, the results raised a 
possibility that PNN structure and PNN-covered Pv GABAergic interneurons could be disrupted 
and attenuated by stimulating TLR7/8, whereas glial cells were activated by TLR3/4 stimulation 
resulting in increased expression levels of Bcan, Ncan Vcan and Ptprz1. This possibility could be 
supported by previous research that ss-virus infection activating TLR7/8 only leads to a short 
duration of immune response, such as up-regulation of proinflammatory cytokines and 
chemokines or astrocyte activation compared to TLR3/4 stimulation (Niranjan er al., 2008).   

In animal studies, how to determine the experimental unit optimally is essential, particularly when 
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studying animals with different genotypes. Since littermates from the same dam or litter 
experience the same prenatal environment and similar postnatal circumstances, they tend to 
share more similarities than animals from separate litters. The similarities in littermates imply that 
litter-related factors can substantially impact the results of experiments. If these litter effects are 
not considered, it may result in conclusions with low accuracy. 

Thus, following the data analysis with littermates as experimental unit, the current study then 
averaged the data in different littermates from the same dam to avoid the similarities between 
littermates potentially confounding the analysis. However, the statistical analysis was then not 
able to be conducted due to the low sample size (only 2 dams of each genotype per treatment 
group). Thus, in future studies, to confirm the effect of MIA on PNN components with the support 
of statistical analysis, more dams (n=8 of each genotype per treatment group, based on the 
power analysis and the previous lab experience) need to be housed and treated with MIA using 
Poly I:C or resiquimod to provide an adequate sample size and address a more statistically 
powerful result. 

Although enough sample size and statistical power could be provided using littermates as 
experimental unit, it could include the similarities across littermates from the same dam or litter. 
Thus, apart from averaging the data of the littermates, to make the best use of the littermates 
effectively, several strategies could be employed in the future. For example, selecting a random 
animal from each litter when animals reached the adulthood, and at the relevant endpoints after 
immune activation, when monitoring increased cytokine levels and immune cell populations. 
Additionally, littermates could be housed separately to avoid confounding factors related to 
shared postnatal environment.  

To conclude, the results suggested that both Poly I:C and resiquimod exposure prenatally can 
contribute to PNN disturbances in PFC in adulthood, in both WT and 16p11.2 duplication mice. 
These results further supported the MIA effect on PNNs with specific alterations on mainly CSPG 
components. The reduced expression of one of the markers of PNNs (Acan) and Pv-expressing 
neurons after prenatal resiquimod exposure shows similarities with alterations in schizophrenia 
patients observed in previous studies, which identified PNN and Pv expression abnormalities as 
potential contributors in PFC to schizophrenia. Unfortunately, tissue was not available to 
compare directly the effects of prenatal MIA on PNN component gene expression with effects on 
PNN structure, as assessed by WFA staining. However, the functional changes of PNNs and Pv-
expressing neurons need to be further clarified in future studies to establish a better 
understanding of functional disturbances in the pathology of schizophrenia.  
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Chapter10 
General discussion 

10.1 Major and novel findings 
The general aim of the project was to examine how GCs influence the expression of PNN 
components and the formation of PNNs, and whether the altered expression of PNN components 
is related to the changes observed in schizophrenia model animals. Whilst some of the results 
were negative, the current study still showed many novel findings and insights into several 
areas. The general results were summarised in the following Table 10.1 and 10.2: 

GCs effects on PNN components and formation  
 GR 

(rapid 
non-

genomic) 

GR 
(slow 

genomic) 

Non-GR 
(rapid non-
genomic) 

Non-GR 
(slow genomic) 

GPCR56/9
7 

(rapid non-
genomic) 

No specific 
action 

detected 

Acan       
Bcan       
Ncan     ↓ (7 DIV)  
Vcan      ↓ (14 DIV) 

Phcan / 
Ptprz1 

      

Has1      ↑ (21 DIV) 
Has2       
Has3 ↓ (7 DIV)      

Hapln4      ↓ (14 DIV) 
TnR      ↓ (7 DIV 4h)  

↑ (7 DIV 24h) 
Pv    ↓ (21 DIV)   

Gad1      ↓ (14 DIV) 
Gad2       

Length   ↓ (14 DIV) ↓ (21 DIV) ↓ (21 DIV)   
Intensity  ↑ (14 DIV)  ↑ (21 DIV, with 

low dose HCA)  
↓ (21 DIV, with 
high dose HCA) 

  

Number        
Table 10.1: Summary of the effect of GCs on PNN components and formation with different 
actions: elevated GCs suppressed expression of Ncan through GPCR56/97-mediated, and 
suppress Has3 through GR-mediated pathways in a rapid non-genomic action; elevated GCs 
levels decreased length of PNN covering dendrites by GR-mediation and non-GR-mediated 
pathways in both genomic and non-genomic actions. 
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MIA effects on PNN components and relationship to schizophrenia 

 MIA effect Differences between WT and 16p11.2 
Dup. mice 

Acan ↓  — 
Bcan ↑  — 
Ncan ↑  — 
Vcan ↑  — 

Phcan/Ptprz1 ↑  — 
Has1 — — 
Has2 — — 
Has3 — — 

Hapln4 — — 
TnR — — 
Pv — — 

Gad1 — — 
Gad2 — — 

Table 10.2: Summary of the effect of MIA on PNN components and the relationship to 
schizophrenia: after MIA induction, CSPGs showed obvious alterations, with increased Bcan, 
Ncan, Vcan and Ptprz1 mRNA levels and decreased Acan mRNA levels. 

 

10.1.1 GC exposure led to altered expression of PNN components in 
cultured cells via genomic and non-genomic pathways 

The major and novel findings in Chapter3 reported initial significant reductions of several PNN 
components in cultured cortical neurons with either rapid or long-term GC exposure, including 
reduced mRNA expression of Acan, Has1, Has3, TnR and Ncan at 7 DIV, Vcan and Hapln4 at 
14 DIV, and Pv at 21 DIV; conversely, increased expression of Has1 was observed at 7 DIV. 
Among the downregulation effects, rapid suppressive effects were found in Acan and Has1 with 
reversal by mifepristone, suggesting a rapid non-genomic GR-mediated effect, but the rapid 
suppression of Ncan, Has3 and TnR at 7 DIV, Vcan and Hapln4 at 14 DIV were not reversed by 
mifepristone, indicating a rapid non-genomic and non-GR mediated effect. Moreover, the 
downregulation of Pv expression at 21 DIV was detected after long-term GC exposure with no 
overall mifepristone effect, suggesting a slow non-GR mediated effect. However, a consistent 
effect on protein expression was not observed, although in some cases (e.g. Has3, TnR), an 
effect of mifepristone was detected, which further indicated the mediation of GRs after short-term 
exposure to GCs.  

The downregulation of CSPG components, including Acan, Bcan, Ncan and Vcan by stress-
related hormones was also demonstrated by a previous study. As discussed in Chapter3, Acan 
and Vcan mRNA levels were decreased after dexamethasone induction (Strokotova et al. 2023; 
McRae et al., 2017), overexpression of CRF responding to stress in mice was proved to 
suppress the extracellular matrix formation, including Bcan mRNA expression, indicating that 
elevated stress could reduce Bcan expression (Peeters et al., 2004); Ncan density and mRNA 
levels were shown to reduce with methylprednisolone administration (Liu et al., 2008). The 
current study further confirmed the suppressive effect of stress hormones, specifically, GCs, on 
the expression of CSPG components with a short-time exposure. The suppressive effect of 
corticosterone on CSPGs was observed in mice with in vivo administration, while the current 
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study confirmed reduced expression using mouse cultured cortical neurons with GC exposure, 
which likely mediates a more direct impact of external stressors on Bcan expression.   

Similar downregulation of TnR and Has3 expression were also detected after GC exposure. 
Unlike Bcan, the expression of TnR and Has3 were not largely investigated by previous studies 
in brain regions. However, as discussed in Chapter 3, equivalent studies on hyaluronan 
components in human peripheral cells have been conducted, suggesting GCs could inhibit the 
induction of mRNA accumulation of all genes encoding hyaluronan synthases. HAS3 expression 
was also downregulated by GCs, the reduction all occurring within a few hours (Stuhlmeier & 
Pollaschek, 2004; Galgoczi et al., 2022). Despite the fact that the studies were conducted with 
fibroblasts and keratinocytes from human patients with diseases that need to be treated with 
GCs, the suppressive effect of GCs on Has3 was consistent with the current findings. Therefore, 
the reduced expression of Has3 in mice cortical cultured neurons was quite convincing.  

Moreover, no previous studies reported the regulation by GCs of TnR expression, but the rapidity 
of the effect is consistent with the rapid recycling mechanisms of TnR in neurons, with decreased 
expression of labelled molecules within 4-6 hours (Dankovich et al., 2021). As a GRE is present 
in the TnR promoter region, an effect of GCs via genomic actions through the GR is likely 
(Chiovaro et al., 2015). However, this illustrates the complexity of the GC actions that we have 
identified. The suppressive effect of elevating HCA concentrations at 7 DIV was still observed in 
the presence of mifepristone, indicating a non-GR mechanism of action. This was not replicated 
by collagen3, suggesting an action also independent of GPR56/97. However, mifepristone alone 
decreased TnR mRNA levels, while increasing TnR protein levels, suggesting that basal GCs in 
the culture medium (equivalent to basal physiological levels, as in a non-stressed condition) are 
elevating TnR mRNA while suppressing TnR protein expression. The functional significance of 
this complex control is unclear. This regulation was only observed at 7 DIV, and so presumably 
contributes specifically to the development of the PNNs. It has been proposed that mRNA 
expression is equivalent to a permissive switch, so when mRNA is present at significant levels, 
protein expression can then be modified rapidly when required, via fine-tuning (Vogel and 
Marcotte, 2012).  

In addition to the suppressive effect, an increased expression of Has1 was detected at 21 DIV, 
which was in line with the finding that Has1 developed around 20 DIV, usually accompanied with 
a dramatic increased expression during this period (Fowke et al., 2017). Hence, although there 
might be downregulation effect of GCs, an increases tendency of Has1 could be still observed.   

Further experiments investigated the specific rapid non-genomic mediated pathways that GCs 
affecting PNNs expression. However, in Chapter 4 and 5, the results showed the altered 
expression was in general not mediated through MR or GPCR located on cell membranes, or 
through the GMD pathways. The single exception to this was the rapid suppression of Ncan 
expression at 7 DIV, where collagen 3 appeared to reproduce the actions of HCA. This confirms 
the impression that multiple mechanisms are operating in the GCs control of gene expression at 
this key point in neuronal development.  

The possibility that the rapid, non-GR-mediated decreases in Bcan, Vcan and Hapln4 mRNAs 
might be mediated by a post-transcriptional action was considered, especially in the context of 
the process of GMD (Chapter 6). However, no evidence was obtained in favour of this 
hypothesis. Thus, while it is clear that the regulation of PNN gene expression by GCs is complex 
and multi-layered, the precise mechanisms involved in many cases remain unclear.  

In addition to the rapid suppressive effect on Bcan, Vcan, TnR and Hapln4, Pv expression was 
shown to decrease with long-term GC exposure at 21 DIV. The reduction was replicated in a 
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later experiment, and the effect was still observed in the presence of mifepristone, indicating that 
the GCs did not downregulate the expression of Pv through GRs. The complexity of GC effects is 
further illustrated by the fact that mifepristone alone elevated Pv expression at 7 DIV, implying a 
suppression of Pv mRNA levels by basal GCs, via the GR. Consistent previous results were 
reported, suggesting reduced mRNA levels of Pv with corticosterone exposure (Hu et al., 2010; 
Banasr et al., 2017). These studies were conducted with chronic-stressed mice (Hu et al., 2010) 
and primary cortical neuronal culture at 10 DIV (Banasr et al., 2017), although the latter study 
used very high corticosterone concentrations (in the same culture medium used here) and 
reported an effect not reaching statistical significance. Thus, the suppression of Pv expression by 
GCs in the current study is broadly consistent with previous work.   

Furthermore, altered protein expression of some PNN components was detected where mRNA 
levels remained unchanged, including Has2 and Gad2/Gad65. The discrepant protein and mRNA 
alterations were postulated to be due to elevated proteasomal activities. In this case, the 
components with no altered mRNA levels could still show reduced protein levels. In Chapter 7, 
the current results reported that the GCs could inhibit the chymotrypsin-like proteasomal activity, 
raising the possibility that stress might rapidly increase the levels of some proteins through this 
action, but also indicating that the altered Has2 and Gad2/Gad67 protein levels were not 
mediated by proteasome activation. Hence, the inconsistent protein and mRNA levels could be 
attributed to the shortcomings of Western Blot as a technique, which were presented in section 
10.3, or to some as yet uncharacterized post-transcriptional action of GCs.  

The current study investigated the effect of GCs on the gene expression of PNN components. 
Based on was found to be altered by chronic stress induction lasting for several days, or long-
term corticosterone administration lasting for several days or months (McRae et al., 2017; 
Strokotova et al., 2024; Yu et al., 2020). Hence, the starting expectation of the current study was 
that expression of a small number of PNN component genes might be affected directly by GCs, 
and that these would be mainly long-term genomic actions in mechanism. However, the results 
reported a large number of changes, with most of the PNN components affecting by GCs, and 
the mechanisms of the effects were a mixture of genomic, GR-mediated and non-genomic, non-
GR-mediated, transcriptional and post-transcriptional.   

Among the expression alterations caused by GC treatment at different neuronal development 
stages, the majority of changes were at 7 DIV, fewer at 14 DIV and almost none at 21 DIV. As 
PNNs develop during the critical period and are completely formed at the closure of critical 
period, being involving in the reduction of neuronal plasticity at the end of critical period 
(Pizzorusso et al., 2002; McRae et al., 2007; McRae and Porter, 2012), more expression 
changes at 7 DIV suggests that GC regulation of PNN components becomes less important as 
the critical period for plasticity passes. In the cultured neurons, PNNs and their components start 
to develop at 0 DIV and become fully structured with a net-like structure around 21 DIV (Geisser 
et al, 2013; Dityatev et al, 2006; Fowke et al., 2017). At the development stages of PNN (7 
DIV/14 DIV), the coordination of several PNN components is required to complete the formation 
processes, which needs fine tuning of the components. In this case, the PNN is vulnerable to 
external stimulation (GCs) during development, but at 21 DIV, the fully formed PNN is more 
stable and might be less affected by GCs.  

The current results also reported a majority of downregulated expression of PNN components, 
either by basal GCs in medium or by additional GC supplementation. The downregulation effect 
of basal GCs in culturing medium was observed on TnR and Ncan at 7 DIV, and Acan, Bcan, 
Vcan at 14 DIV, with decreased expression after mifepristone treatment. This indicated that the 
basal GCs in the medium started to suppress the Ncan expression at 7 DIV and other CSPG 
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components at 14 DIV, illustrating that, the main part of PNN formation occurred around 14 DIV 
in the cultured neurons, which was in line with the previous finding that PNN could be visible and 
detected around 10 DIV by WFA- or Acan-labelling (Miyata et al., 2005).  

In conclusion, the current study found rapid non-GR-mediated effects of GCs on the mRNA 
expression of Bcan, Vcan, Has3 and TnR at 14 DIV, and of TnR at 7 DIV; rapid GR-mediated 
effects of GCs on the mRNA expression of Acan, Has1-3 and Gad1 at 7 DIV, and slower non-
GR-mediated effects of GCs on the mRNA expression of Pv, with general downregulation of the 
expression. These data are for the most part completely novel, although in some cases they are 
consistent either with effects reported in peripheral cell types, or, for PV, with related previous 
findings in neurons. Therefore, the current results further confirmed the suppressive effect of 
external stressors or overexpression of stress-related hormones responding to stressful stimuli 
on several PNN components and Pv-expressing interneurons.  

10.1.2 GCs altered the overall formation of PNNs in cortical cultured 
neurons 

In chapter 6, the current results demonstrated decreased length of dendrites covered by PNNs at 
both 14 and 21 DIV after 24h GC exposure, and the reductions were replicated in the following 
experiments with the presence of mifepristone, indicating the GCs could inhibit and suppress 
PNN morphology, especially the length of PNNs covered dendrites. The results also reported 
decreased intensity of PNNs covering dendrites at 21 DIV with long-term GCs exposure, which 
was mediated by GRs.  

No previous results were found to examine the direct effect of stress or stress-related hormones 
on the length of PNNs covering cell dendrites. However, similar decreased length of PNNs 
around dendrites was observed in mice with TnR KO (Weber et al., 1991; Morawski et al. 2014).  

Although the results reported a suppressive effect of GCs on the PNN covering neuronal 
dendrites, the changes in PNN structure at 14 and 21 DIV were not apparently caused by altered 
expression of those PNN components which were thought to most profoundly affect PNN 
structure, including, Acan, Ptprz1, Hapln4 and TnR (Giamanco et al., 2010; Suttkus et al.,2014; 
Eill et al., 2019; Weber et al., 1991; Morawski et al. 2014), as no corresponding mRNA changes 
were detected after GC treatment at 14 and 21 DIV in previous results presented in Chapter3. 
Although Bcan expression was suppressed by GCs at 14 DIV, the disruption of Bcan reportedly 
has little effect on WFA-labelled PNN formation (Suttkus et al., 2014).   

However, at 21 DIV, a dramatic increased expression of Has1 was observed after GC treatment 
in Chapter 3, which might be related to the dramatic development of Has1 during this period 
(Fowke et al., 2017). As discussed in Chapter 6, PNN structural formation and expression is 
activity-dependent during development and adulthood (Dityatev et al., 2007; Devienne et al., 
2021). Similarly, Has1 expression is also activity-dependent, with increased Has1 expression 
found after inhibiting synaptic activities by blocking AP (Willis et al., 2022). GCs were 
demonstrated to have a profound effect on neuronal activity, such as LTP and AP (Pavlides et 
al., 2002; Yuen et al., 2009; Whitehead et al., 2013). Thus, in the current study, it is likely that 
increased activity-dependent Has1 expression after GC treatment is correlated with WFA-
labelled PNN formation, further suggesting the inhibition of synaptic activity at 21 DIV by GCs 
increases Has1 expression and suppresses PNN formation (Willis et al., 2022; Dityatev et al., 
2007; Devienne et al., 2021).  

In addition to the disruption of Has1, another possibility is that the length of PNNs surrounding 
dendrites is due to cell dendritic disruption caused by external stressful stimuli. As PNNs were 
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suggested to be dependent on neural activity, impaired neuronal dendrites could influence the 
length of surrounded PNNs. Several previous studies illustrated the shortening of neuronal 
dendrites in mouse cortex and hippocampus after exposure to chronic or restraint stress 
(Watanabe et al., 1992; Eiland et al., 2012; Pawley et al., 2020). With the decreased branching of 
neuronal dendrites present after stress stimuli, the length of dendrites surrounded PNNs could 
potentially also be observed.  

In addition to length of PNNs, the intensity or intensity of PNNs was reduced at 21 DIV with long-
term GC exposure. Whether external stress or stress hormone release downregulates PNNs 
intensity or intensity remains controversial. In PFC, hippocampus or amygdala, increased PNN 
staining intensities were detected in rodents (Murthy et al., 2019; Guadagno et al. 2020; Gildawei 
et al., 2020; Riga et al., 2017); while reduced intensities of WFA-labelled PNNs were also found 
in chronically stressed rodents (Ueno et al., 2016; Gomes et al, 2019). Despite the current study 
observing robust reduction of PNNs intensity by GCs at 21 DIV in cultured cortical neurons from 
mice, increased PNN intensity was also detected with GCs exposure, but the increase was not 
replicated in the following mifepristone experiments. Thus, the downregulating effect of GCs 
on  intensity of PNN staining by WFA was the significant novel finding.  

The current study was the first to document altered PNN morphology regulated directly by GCs, 
suggesting that the over exposure to external stressors or over-release of stress hormones, such 
as, GCs, could have a direct negative effect on PNN morphology, presenting with reduced length 
and compromised structure (reduced strength of staining by WFA) surrounding dendrites.  

10.1.3 MIA resulted in altered expression of PNNs components in PFC 
related to schizophrenia  

In Chapter 8 and 9, the results reported the general distribution of PNNs throughout the mouse 
brain regions and demonstrated the alterations of specific PNN components in a schizophrenia 
mouse model incorporating genetic and environmental risk components.  

In Chapter 8, the study demonstrated the distribution of PNNs surrounding Pv-expressing 
neurons in layer2/3 and 4/5 cortex regions, and compared to cortical regions, a smaller 
proportion of PNNs surrounding Pv-expressing GABAergic neurons was detected in 
hippocampus. Similar results were also reported by previous studies, illustrating PNNs 
expressed mostly in layer 2/3 and layer 4/5 of PFC surrounding Pv-expressing neurons (Nowicka 
et al., 2009; Sultana et al., 2021), but a lower percentage of PNNs covering td-tomato expressed 
GABAergic neurons in hippocampus (Yamada and Jinno, 2013; Klimczak et al., 2021). As PNNs 
provide several supports for cellular functions, such as neural or synaptic plasticity, synaptic 
transmission and connections, regulating axonal growth and protecting neurons from being 
damaged by external stimuli (Hensch, 2005; Frischknecht et al., 2009; Lensjø et al., 2017; Celio 
and Blumcke, 1994; Pesheva et al., 1993; Cabungcal et al., 2013), the distribution of PNNs 
located in cortical areas suggested a critical role of PNNs involved in and maintained several 
cortical functions, such as, attention, memory, language processing and comprehension 
(Neulinger et al., 2016; Flinker et al., 2015).  

Among all cortical regions, PFC was demonstrated to play a critical role in several cognitive and 
executive functions, including attention, memory, planning and controlling goal-directed 
behaviours, and the lateral part of PFC was shown to be interconnected to motor and sensory 
cortex, further suggesting sensory learning and motor behavioural roles of PFC (Snyder et al., 
2015; McTeague et al., 2016; Watanabe et al., 1990; Parker et al., 1998). In addition, in 
schizophrenia patients or animal models, impaired neuroanatomy, cellular expression and 
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connectivity, and neurotransmission were detected, accompanied by alterations in various 
cognitive functions and motor behaviours (Alekseichuk et al., 2016; Guan et al., 2022; Volk et al., 
2000; Prasanna and Tadi, 2023; Artiges et al., 2000; Pinkham et al., 2003). The disrupted 
cognitive and motor behaviours were defined as critical clinical features in schizophrenia 
patients. Hence, PNN contributions in PFC might be a critical factor to maintain major cognitive 
and motor functions, and disrupted PNN expression in PFC might also be considered as a factor 
influencing schizophrenia.  

Environmental stressors, including postnatal and prenatal stressful events and infections, are risk 
factors involved in the aetiology of schizophrenia, and whether prenatal external stress or 
infection altered PNN expression in PFC, in relation to the onset of schizophrenia, remained to 
be discovered. Therefore, in Chapter 9, alterations of PNN component expression induced by 
prenatal MIA, combined with a genetic risk factor, in mouse PFC were examined. The intention 
was to then compare these results with the effects of prenatal maternal GC administration, using 
maternal HCA doses shown in the literature to elevate foetal GC levels. However, a series of 
problems and delays were encountered, most prominently the loss of a number of litters, from 
both vehicle and HCA-injected dams. As a result, it was unfortunately not possible to complete 
these studies.  

The study in Chapter 9 used 2 kinds of experimental unit, one is using littermates which contains 
adequate sample size for the statistical analysis; and another is using dams as experimental unit 
to avoid the similarities of the littermates from the same dam, but contains low sample size so 
that the statistical analysis was not able to perform. The results reported from the 2 different 
experimental conditions showed similar results. The results suggested a downregulated 
trendency of Acan mRNA expression after resiquimod administration. Conversely, upregulated 
tendency of Ncan and Bcan expression were detected after Poly I:C administration. Vcan and 
Ptprz1 expression were also showed a trend to be upregulated after both resiquimod and Poly 
I:C administration. However, the alterations tended to be evident in both WT and 16p11.2 DUP 
mice, indicating prenatal MIA affected the CSPGs and Pv expression in PFC, but the alterations 
were not particularly impacted by the genotype.  

As discussed in Chapter 9, a similar altered tendency was reported in previous studies with MIA 
exposure using prenatal Poly I:C and LPS administration. However, the initial results in Chapter 
3 demonstrated the external stress exposure tend to suppress the expression of PNNs 
components and Pv-expressing interneurons, but the current results reported upregulated 
expression of Bcan, Ncan, Vcan, and Ptprz1 after MIA exposure. The inconsistency might be 
attributed to the different neuronal types, and different mechanisms in stress mediation as 
opposed to infection, in these 2 studies. The effect of stress on PNN expression in Chapter 3 
was conducted with primary neuronal culture which mainly contained neurons; while in Chapter 
9, the expression of PNN was detected in mice brain tissues with all types of neurons, including 
neurons and glial cells. Converging evidence and current results consistently illustrating that 
exposure to stress with over-release of stress hormones suppressed the expression of PNN 
components in both cultured neurons and rodent brain tissues (Strokotova et al., 2023; Peeters 
et al., 2004; Liu et al., 2008; McRae et al., 2017). Despite the reduced PNN expression detected 
in rodent experiments, the specific cell types were not distinguished, with decreased PNN 
expression probably occurring in not only neurons, but also glial cells. In this case, the method of 
external stress induction was considered. In Chapter 3, over-expression of stress hormones, 
GCs, was used to mimic the stress exposure; in Chapter 9, MIA was used. Glial cells will 
respond to immune infections, as glial cells, including microglia and astrocytes, are activated 
after MIA (He et al., 2021). As mentioned in Chapter 1.1, PNN components were reported to 
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originate from both neurons and glial cells. Thus, with activation of glial cells after MIA exposure, 
PNN component expression could be increased.  

Additionally, similar alterations of CSPG component expression were also observed in 
schizophrenia patients. In schizophrenia patients, decreased mRNA levels of ACAN were 
reported in cerebral cortex (Pietersen et al., 2014), up-regulated BCAN and NCAN expression 
were found across brain regions (Pantazopoulos et al., 2021), and increased PTPRZ1 
expression was also found in PFC (Takahashi et al., 2011). The changes of CSPG components 
were largely consistent with the findings reported after MIA. Thus, it is likely that MIA might be 
associated with the onset of schizophrenia by altering CSPGs expression in cortical regions, with 
increased BCAN, NCAN and PTPRZ1 expression, and reduced ACAN expression.  

The current project firstly reported the suppressive effect of stress, specifically, GCs, on the 
expression and morphology of PNNs in cultured neurons, though both genomic and non-genomic 
pathways. Furthermore, in animal experiments, PNN gene expression in PFC was also 
demonstrated to be altered by MIA. However, the altered expression of PNN genes induced by 
MIA was not affected by the genetic manipulation in the schizophrenia mouse model. Therefore, 
the results suggested that, in relation to schizophrenia, PNN dysfunction may be more related to 
the mechanisms of environmental risk than to those of genetic risk.  

10.2 Significance and implications of the study 
The current experiments were significant because the suppressive effect of GCs on specific PNN 
components in vitro and in vivo could be beneficial to understand the molecular mechanisms of 
stress, which could be contribute to the molecular pathways of the aetiology of various stress-
affected diseases, such as, schizophrenia, depression and anxiety. Combined with previous 
findings, the disruption of PNN components or Pv-expressing GABAergic interneurons could 
result in impaired cellular or neurotransmission functions which could be related to clinical 
features of schizophrenia. For example, abnormal gamma oscillations are found in schizophrenia 
patients (Spencer et al., 2009; Cho et al et al., 2006; Haenschel et al., 2009), and PNNs help 
maintain gamma oscillations by regulating AMPA glutamate receptor diffusion (Frischknecht et 
al., 2009). Moreover, various PNN components interact with AMPARs, including Bcan and 
Hyaluronan (Vedunova et al., 2013; Favuzzi et al., 2017). Furthermore, gamma oscillations are 
dependent on the plasticity of Pv-expressing interneurons, requiring calcium-permeable AMPARs 
(Hadler et al., 2024); the plasticity of Pv-expressing interneurons is regulated by PNNs. Thus, 
abnormal Pv-expressing neurons together with PNN expression, specifically, reduced expression 
of Bcan induced by external stressors could lead to abnormal gamma oscillations mediated by 
AMPARs, which might contribute to the impaired gamma oscillations in relation to 
schizophrenia.    

In addition to regulating and maintaining gamma oscillations, PNNs also function in synaptic 
pruning, promoting dendrite growth and regulating dendritic spines (Tran et al., 2009; Shelly et 
al., 2011), and disrupted synaptic pruning and dendritic spines are observed in schizophrenia 
individuals (Bitanihirwe et al., 2016). As illustrated in Chapter 6, the length of PNNs covering 
dendrites was decreased by over-exposure to stress hormone (GCs), and the disturbed PNN 
formation surrounding cell dendrites induced by stress might result in inhibition of dendrite growth 
and spines, and in turn lead to reduced synaptic connections. Hence, disturbed PNN formation 
around cell dendrites might contribute to the suppressed dendritic growth and synaptic 
dysfunctions in schizophrenia.    
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Furthermore, the novel findings of altered expression of PNN components by GCs may have 
implications for future findings to test novel pharmacological and molecular approach therapies, 
in diseases which needed to be treated by corticosteroids. Supressed CSPG expression could 
also be a novel therapy in various diseases.    

Previous findings have investigated novel approaches to treat various diseases by suppression 
of PNNs or PNN components. As CSPGs were shown to inhibit axonal growth (Tan et al., 2006; 
Bradbury and Carter, 2011), degrading CSPGs enzymically could promote axonal or neurite 
growth and promote axonal recovery after CNS injury. For example, several studies targeted the 
potential recovery strategy after spinal cord injury using enzymically removal of CSPGs, 
accompanied with axonal regeneration (Bradbury et al. 2002; Wang et al. 2011; Azizi et al. 
2020). Moreover, removal of CSPGs in the early stages of AD led to increased neural plasticity, 
and could delay occurrence of the cognitive impairments (Howell et al., 2015). In the current 
study, CSPG expression was reported to be decreased by GCs, thus, it could be suggested that 
suppression of CSPGs by GCs could be characterised as a therapeutic target for CNS or spinal 
cord injury and neurobiological disorders, such as, AD, by stabilising the synaptic structure and 
promoting axonal genesis. However, our results could also be interpreted as suggesting that GC 
effects on CSPG expression are only observed early in development.  

The current findings also confirmed that GCs could suppress chymotrypsin-like proteasomal 
activities, suggesting over-exposure to external stress might also lead to impaired function of 
protein degradation by proteasome activities with accumulation of waste, ubiquitinated and 
oxidised proteins. Inhibition of proteasome activities is consistently demonstrated in 
schizophrenia and neurodegenerative diseases, including, Alzheimer’s, Parkinson’s and 
Huntingdon's diseases (Scott and Meador-Woodruff, 2019; reviewed in Davidson and Pickering, 
2023). The contribution of dysfunctional proteasome activities to the brain disorders suggests 
that external stress could increase the risk of schizophrenia not only by suppressing PNN 
components, but also by inhibiting proteasome activities, which might be considered as a new 
stress-related aetiology of schizophrenia.   

The last significance and implication of the current results is associated with the diagnosis of 
PNNs in schizophrenia and other brain disorders. Although no alterations were found in PNN 
expression from the schizophrenia-related genetic mutation in mice after MIA, the lack of change 
might be due to the limitations of the experiments presented in Chapter 9, and consistent 
previous results illustrated reduced expression of PNNs and their components in schizophrenia 
patients (Steullet et al., 2017; Lodge et al., 2009; Enwright et al., 2016; Hashimoto et al., 2013). 
Stress, as an important risk factor of schizophrenia and other brain disorders, was demonstrated 
to reduce the structural formation of PNNs, and the expression of PNN components and Pv-
expressing GABAergic interneurons in the early stages of neuron development period. In this 
case, PNNs and Pv-expressing interneurons could be a marker of brain disorders affected by 
environmental stress, by detecting the abnormal expression of PNNs and Pv-expressing neurons 
in the early developmental stages, the risk of brain disorders could be predicted. With early 
prediction, effective therapies or the interventions could be conducted to prevent the worsen 
symptoms of the disorders in the later stages.    

10.3 Technical consideration and future directions 
Several technical considerations and limitations were addressed in the current experiments, 
which could be addressed in future studies. Firstly, the current studies were conducted mostly 
with primary cultured neurons. The development of PNNs in primary cultured neurons seems to 
replicate PNN development in animals and human brain (Dickens et al., 2022). A similar net-like 
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structure of PNNs could be detected in primary neuronal culture, and investigation with cultured 
neurons has high precision and resolution to manipulate genetic expression and structural 
formation (Geissler et al., 2013; Giamanco et al., 2012; Dityatev et al 2007). However, limitations 
of using primary neuronal cultures should also be considered. For example, behavioural effects 
could not be examined; the cell types were restricted; and different cell development time in vitro 
might be varied between experiments due to the culturing method. In the cultured neurons with 
only neurobasal medium and B27 supplement, the cell types were mainly neurons with small 
proportions of astrocytes or microglia (Goshi et al., 2020), which is not equivalent to mammalian 
brains. Co-culture of neurons, astrocytes and microglia may be optimal to support the cell growth 
(Goshi et al., 2022; Chen et al., 2016). Despite the tri-culture media being used to culture all 3 
types of cells, the number of neurons still represented the largest proportion of the cultured cells, 
followed by astrocytes and microglia, the ratio was 5:2:1 (Luchena et al., 2022). Previous studies 
illustrated that an equal or greater proportion of glial cells is present in human or mammalian 
cortical areas compared to neurons (Azevedo et al., 2009; Andrade-Moraes et al., 2013). Thus, 
effects of GCs reported in cultured cortical neurons are likely to be mainly restricted to neurons. 
However, as mentioned in Section 1.2.1, PNNs were suggested to surround mainly neurons in 
various brain regions, and the expression of PNNs was quite abundant around neurons 
(Bruckner et al., 2006; Pantazopoulos et al., 2006; Lee et al., 2012; Foster et al., 2014). Thus, 
although there are restrictions using neuronal cultures, with a higher proportion of neurons as 
compared to other cell types, it is still reasonable to use primary neuronal culture to study the 
PNN expression with more abundant PNN expressed in the cultured neurons. 

Moreover, different use of culture medium and supplements might lead to varying speed of 
development of neurons, resulting in varying formation and expression of PNNs between 
experiments. For example, instead of detecting fully structured PNNs at 14 DIV and 21 DIV in the 
current experiments, punctuated WFA-labelled PNNs at 14 DIV and the reticular structure of 
PNNs were detected from 21 DIV (Dickens et al., 2022); additionally, weak expression of PNNs 
with faint WFA-labelling were detected at 14 DIV, while stronger expression was shown at 21 
DIV (Miyata et al., 2005). These studies used different culture medium from the current 
experiments, with a combination of neurobasal and BrainPhys medium with astrocyte-
conditioned medium, or with additional cytosine arabinoside for glial cell elimination, which are 
different from the culturing procedure in the current study (presented in Chapter 2). Hence, using 
cultured cells for investigation will affect cell development with different usage of different cell 
medium. Hence, in future studies, the investigations of the effect of GCs should be conducted in 
tri-cultured cells with neurons, astrocytes and microglia; in addition to investigation in cultured 
neurons, the effect on PNN expression needs to be examined in animals with stress induction.   

Secondly, to detect the PNN structural expression in cultured neurons, WFA was used to for 
PNN labelling and visualisation. However, as discussed in Chapter 8, despite WFA being widely 
used as a marker for PNNs, previous studies suggested that WFA only labels the majority of 
PNNs in the CNS (Fader et al., 2016; Morawski et al., 2010). Thus, the measurement and 
quantification of WFA-labelled PNNs in Chapter 6 and 8 did not include all PNNs, which might 
result in lower accuracy. In future studies, a combination of PNN labelling methods should be 
used, such as, Acan antibody (Cat-301) and WFA.   

Thirdly, western blotting was used to investigate protein expression in the current experiments in 
Chapter 3. Although it was considered as the most essential and extensively used method for 
protein analysis, the results suffer from poor sensitivity and reproducibility, potentially due to 
various uncontrollable factors, and the multiple steps in the procedure. For example, the 
immunoblotting results were highly dependent on protein quality and concentration. Despite the 
protein concentration being quantified before proceeding to the procedure, the highly 



 207 

concentrated protein can make the samples viscous (reviewed in Hong et al., 2018), which can 
then stick on pipette tips and result in sample loading error. Additionally, the time of 
electrophoresis was suggested to affect the results. The traditional running time for 
electrophoresis is 90 minutes, however, proteins with low molecular weight will not then be 
presented, as they run too far. For example, Pv protein has a particularly low molecular weight, 
around 10 KDa, and so is difficult to show on a western blot.  Moreover, the time for protein 
transfer is also suggested as a factor influencing the results (reviewed in Liu et al., 2023). The 
time for protein transfer is 60 minutes with 30 volts in the current experiments; however, the 
efficiency of protein transfer might not be optimal for all proteins at 60 minutes. It has been 
suggested that proteins with relatively low molecular weight are transferred with a much faster 
speed compared to the proteins with high molecular weight (reviewed in Liu et al., 2023). Thus, 
the signal of the samples on each membrane from different proteins might be varied. As the 
current study (in Chapter 3) used 10-well precast gels to load enough samples in each well, not 
all groups of samples could be loaded in one gel, leading to signal variation from different 
membranes. Although reference protein samples were applied, false results could still be caused 
by the sample loading error. In future studies, to minimise the sample loading error, reduction of 
viscosity could be generated by dilution of RIPA buffer and replication of grinding during the 
protein sample collection.   

10.4 Directions for the aims of future research 
Apart from the technical considerations and the directions with regard to the methods that could 
be improved in future research, more considerations of the aims for further investigation can also 
been suggested, based on the current research. 

Firstly, the current study investigated the effect of stress, specifically the elevated GC levels, on 
the expression of PNNs in cultured cortical neurons, and clarified the specific pathways of GC 
actions. However, the current research mainly focused on cultured cortical neurons. Although the 
cultured neurons could model the similar cell growth period in the brains and could show an 
alteration after direct exposure to elevated GC levels, the cells were supplied with enough cell 
cultured medium with adequate nutrient and growth factors, providing a stable and constant 
development environment, which could not mimic the complex environment with various cell 
connections and ongoing neural transmission in the real animal brain. Thus, in the future study, it 
would be worth further investigating the effect of stress on the expression of PNNs in animal 
experiments, with either GC injections or stress inductions, such as foot shock, food deprivation 
or tail pinch. In addition, it would also be useful to compare whether the stress had a similar 
effect on PNN expression in animal brains and cultured cells. 

Secondly, our current results suggested altered PNN component gene expression after stress, 
however, how stress affect the functions of PNNs and the components remained to be further 
clarified. Therefore, in future research, in addition to gene expression, the research needs to 
further investigate the functional effect of stress on PNNs in animal experiments, with 
behavioural tests or electrophysiology studies, to detect the effect of stress-induced PNN 
alterations on behaviour and neuronal activities. 

Thirdly, the current study clarified the specific actions of GCs on PNN components, such as non-
genomic GR-mediated and GPCR-mediated pathways. To further confirm these actions, a future 
study could use the antagonists of the relevant receptors, such as one of the antagonists for 
GPR56/97 (hexahydroquinoline derivatives), to inhibit the GPR56/97 activation; or use some 
receptor KO animals, such as GR or GPR56/97 KO animals, to further investigate whether 
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elevated GCs could still show the same effect with the blockage or deficiency of the targeted 
receptors. 

Finally, the current results reported some reduction of the specific PNN components, such as 
Ncan, Has3, TnR and Pv, after GC exposure. As noted in Chapter 1, different PNN components 
were suggested to provide several functions involved in neuronal activities, such as interacting 
with glutamatergic receptors, protecting neurons from being damaged, supporting neuronal 
growth, regulate synaptic plasticity and marking the closure of the critical period (Pizzorusso et 
al., 2002; Happel et al., 2014; Gogolla et al., 2009; McRae et al., 2007; McRae and Porter, 
2012). Thus, with the altered expression of specific components reported here, the neuronal 
activities or functions could also be affected. In the future research, specific functions of these 
GC-affected PNN components could be further studied, with specific PNN component KO 
animals tested in behavioural or electrophysiology tests to clarify the behavioural and neuronal 
functions of these components. In addition to studying a KO condition, over-expression of 
specific PNN components could be induced in animals to further confirm the specific functions, 
with the electrophysiology / behavioural tests assessed.  

10.5 Summary 
The current findings reported the suppressive effect of GC on PNN components in cultured 
neurons, including, Ncan, Has3 and TnR, and Pv-expressing GABAergic neurons, and could also 
suppress the formation of PNN, such as decreased length and intensity after HCA exposure; in 
the following MIA experiments, CSPGs were confirmed to play a critical role in immune 
response, and MIA-induced PNN alterations were potentially suggested to relate to 
environmental stress rather than genetic variants. However, in addition to the expression, the 
behavioural effect of GCs on the function of specific PNN components need to be further 
investigated. In future studies, behavioural tests in mice with loss of the components induced by 
stress could be studied, to test whether alterations of behaviours could be observed, and 
whether the alterations were related to the schizophrenia-like symptoms. Furthermore, the study 
illustrated a genomic or non-genomic pathway for GCs-mediated reduction of specific PNN 
components expression through GRs or non-GRs mediation. To further confirm the pathway of 
GCs effect, future studies should suppress GR or GPCR expression in animal studies, and then 
measure the expression of PNN components with GCs exposure to investigate whether elevated 
GCs could still show the same effect. 
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