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Abstract

This thesis presents the design, development, and validation of a modular, low-cost NMR system
tailored for point-of-care diagnostics, with an emphasis on enabling early detection of prostate
cancer. This application imposes specific requirements on the system, including the ability to
detect low-concentration metabolic biomarkers in microlitre-scale biological fluids, maintain a
compact footprint suitable for bedside or outpatient use, and deliver sufficient sensitivity despite
the limitations of low-field operation. To meet these needs, two high-sensitivity NMR probes
were developed, each incorporating Lenz lenses to focus magnetic flux and enhance signal de-
tection. The system architecture was designed for compatibility with small-volume samples and
scalability for integration into portable diagnostic platforms.

The first probe iteration demonstrated a 40.6-fold increase in received power, confirming
the effectiveness of Lenz lenses in amplifying local magnetic fields. However, alignment and
robustness issues led to a second iteration optimised for field uniformity, achieving a 3.8-fold
improvement while maintaining return losses below −10 dB at 28.566 MHz. Experimental
validation confirmed impedance accuracy, with minor deviations highlighting component sensi-
tivity.

Supporting NMR electronics were developed and characterised for efficient signal genera-
tion, amplification, and detection. A modular approach ensured accessibility, with impedance
matching circuits validated via Smith charts and Monte Carlo simulations, maintaining return
losses below −10 dB across 28–29.2 MHz. The system amplified signals down to 45 nV with
a 12 dB signal-to-noise ratio (SNR), achieving a spin sensitivity of 5.07×1015 spins/

√
Hz and

a concentration sensitivity of 4.77 M/
√

Hz. Free induction decay signals were acquired, dis-
tinguishing water and oil based on transverse relaxation, with T ∗

2 values of 0.489 ms and 0.412
ms, respectively. Broad linewidths indicated magnetic field inhomogeneities requiring further
refinement.

Compared to other low-cost NMR systems, this design offers improved energy efficiency
and a modular architecture that supports customisation for a range of diagnostic applications.
While this work is not yet suitable for metabolomics or clinical use in prostate cancer detection,
it lays important groundwork for future development. The system demonstrates how high sen-
sitivity can be achieved using microlitre-scale samples in a compact, low-cost platform, and its
flexible design can be adapted to accommodate other sample formats or integrated into larger
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diagnostic workflows. With further advancements in spectral resolution, stability, and signal-to-
noise performance, this platform has the potential to evolve into a practical point-of-care tool
for early disease detection and biochemical analysis.



Chapter 1

Introduction

1.1 Point-of-Care Diagnostics

Point-of-care (PoC) diagnostics refers to testing conducted near the patient at the point of need,
providing real-time, rapid, and accurate results without requiring a centralised laboratory. While
often considered a modern advancement, PoC testing has historical roots dating back to ancient
medical practices. Early physicians performed bedside diagnostic tests, particularly using urine,
due to its ease of collection and observable characteristics. One of the earliest recorded diag-
nostic tests, developed by Indian physicians around 3000 BCE, identified illnesses based on the
presence of sweet-tasting urine that attracted insects [1]. Millennia later, Hippocrates of Kos
theorised that disease resulted from an imbalance of the body’s four humours and proposed
that urine characteristics could reflect these imbalances, making it a valuable diagnostic tool
[2]. Although the humoral theory has long been abandoned, the fundamental concept of using
biological samples for disease diagnosis remains central to modern medicine. The need for sys-
tematic urine analysis led to the development of diagnostic instruments, such as the matula and
urine wheel, which were used to assess the physical properties of urine samples [3].

PoC devices now encompass a wide spectrum, ranging from simple dipsticks for urinalysis
to handheld glucose meters and advanced molecular analysers capable of detecting infectious
diseases. These innovations have played a critical role in addressing global health challenges,
particularly in densely populated and resource-limited regions where the need for rapid disease
detection is most pressing [4].

The evolution of PoC testing has been driven by the increasing demand for rapid diagnostics
across diverse clinical settings, particularly in primary care and emergency medicine. For the
past two centuries, diagnostic testing has predominantly relied on centralised laboratories [5],
where accuracy and reliability have been prioritised above all else [6]. However, this reliance
comes at the cost of prolonged turnaround times, which can be significant depending on the
urgency of the condition and the time-sensitive nature of treatment decisions [7]. As a result,
clinical biochemistry testing for acute conditions such as myocardial infarction remained largely

1
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unavailable for immediate patient care until more recent advancements in PoC technology [8].
The development of PoC testing has since enabled a broad range of acute and chronic diag-
nostic applications [9], expanding accessibility from clinical settings to remote and field-based
locations [10], [11].

One of the primary advantages of PoC diagnostics is their ability to reduce dependency on
centralised laboratories, thereby strengthening healthcare systems by making diagnostic testing
more equitable. This is particularly beneficial in underserved or resource-limited areas, where
access to centralised infrastructure is scarce. In such settings, PoC devices allow healthcare
providers to deliver essential diagnostic services, helping to bridge critical gaps in global health.
Their portability and rapid turnaround times also make them indispensable in emergency de-
partments and intensive care units, where immediate test results can directly inform life-saving
treatment decisions [12]. In primary care, PoC testing reduces unnecessary referrals, enhances
treatment planning, and reassures patients by providing rapid rule-out diagnostics [13].

Over the past five decades, the development and commercialisation of PoC diagnostic sys-
tems have significantly transformed healthcare, enabling rapid disease diagnosis in diverse envi-
ronments ranging from hospitals to resource-poor regions [14]–[30]. The COVID-19 pandemic
further underscored their importance, as rapid, sensitive, and accessible diagnostic tools became
essential for outbreak management. The widespread use of rapid antigen test (RAT) kits during
the pandemic exemplified the impact of PoC testing by facilitating decentralised screening and
reducing hospital visits. Despite their moderate accuracy, RAT kits played a crucial role in alle-
viating healthcare burdens and curbing viral transmission in domestic settings. These develop-
ments highlight how PoC diagnostics accelerate disease detection and enable timely treatment,
particularly for infectious diseases where rapid intervention can save lives.

Beyond acute care and resource-limited settings, PoC diagnostics have become seamlessly
integrated into routine healthcare. Consumer electronics, such as smartwatches, now incorporate
heart rate sensors and pulse oximeters, bringing diagnostic capabilities directly to individuals.
Widely used PoC tests, including home pregnancy [31], hemoglobin [32], fecal occult blood
[33], and rapid strep tests [34], further illustrate their accessibility and convenience in both
clinical and domestic settings. These applications underscore the versatility of PoC technology
in addressing a broad spectrum of healthcare needs.

The rapid advancement of technologies such as artificial intelligence has further expanded
the capabilities of PoC diagnostics. These innovations are driving the field toward intelligent,
labor-free solutions that provide high-quality diagnostics with minimal user intervention. This
progress has accelerated the global adoption of PoC testing, positioning it as a cornerstone of
modern healthcare and a rapidly expanding market [35], [36]. Ultimately, the transformative
potential of PoC diagnostics lies not only in their ability to deliver rapid results but also in their
adaptability across diverse healthcare environments. By offering decentralised, patient-centered
testing, PoC diagnostics play a critical role in enabling timely and effective medical decision-
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making.

1.2 Metabolomics

Introduction

Metabolomics is the study of metabolites, small molecular weight compounds that are the down-
stream products of biological processes. Collectively, these metabolites form the metabolome,
which encompasses all low molecular weight compounds present in a biological sample, such
as blood, urine, or tissue extracts [37]–[39]. By systematically identifying and quantifying these
compounds, metabolomics provides a comprehensive snapshot of the biochemical state of a bio-
logical system. This approach offers insights that extend beyond traditional diagnostic methods,
making it a valuable tool in modern diagnostics and treatment planning [40].

As shown in Fig. 1.1, metabolomics occupies the lowest layer of the ”-omics” hierarchy and
was initially conceived as a complementary tool to genomics. However, it has since evolved
into an independent discipline with distinct applications in biomedical research and clinical
diagnostics. Traditional methods for assessing metabolic changes focused on measuring in-
dividual metabolites or hormones, often relying on imaging modalities or standard laboratory
tests. In contrast, metabolomics provides a comprehensive and systematic profiling of metabolic
networks and pathways, capturing metabolic signatures that reflect a patient’s health status and
uncovering associations with physiological conditions, disease states, and responses to treatment
[38]–[40].

These advances have significantly expanded the utility of metabolomics, enabling it to as-
sess disease risk, support early detection, refine diagnoses, and monitor the effects of therapeutic
interventions [41], [42]. It has played pivotal role in biomarker discovery for diseases such as
rheumatoid arthritis, cardiovascular conditions, and Alzheimer’s disease [43]–[50]. In oncol-
ogy, metabolomics supports cancer diagnosis, prognosis, and treatment monitoring [50]. The
field has also been instrumental in identifying drug targets, uncovering oncogenic mechanisms,
and evaluating treatment effects [51], [52]. Beyond disease-focused applications, metabolomics
has been used to assess metabolic disturbances in response to severe injury and to explore envi-
ronmental interactions that influence health. Additionally, metabolomics has extended beyond
Earth’s boundaries through its application in space biology studies, including NASA’s twin study
[53], [54].

By offering a detailed snapshot of biochemical activity at a molecular level, metabolomics
bridges the gap between genotype and phenotype, providing crucial insights into the mecha-
nisms underlying health and disease. This ability to dynamically track metabolic fluctuations
makes metabolomics a powerful tool in precision medicine, where it can guide treatment de-
cisions and improve patient outcomes. Through its capacity to analyze metabolic signatures,
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metabolomics allows for early disease detection, personalised treatment strategies, and more
effective monitoring of therapeutic responses.

However, the complexity of metabolic signatures presents significant challenges for rou-
tine clinical implementation. These signatures often consist of subtle concentration variations
that require sophisticated statistical techniques, such as the biosigner algorithm [42], to iden-
tify meaningful patterns and translate them into actionable clinical insights. The variability in
metabolic profiles, influenced by factors such as genetics, environment, and lifestyle, further
complicates standardisation efforts. Despite these obstacles, the field of metabolomics is experi-
encing rapid growth, as evidenced by the increasing number of studies published each year (Fig.
1.2).

To bridge the gap between research and clinical application, initiatives such as the establish-
ment of Phenome Centres in the United Kingdom have been introduced, enabling large-scale di-
agnostics and personalised therapies [42]. These efforts are crucial for integrating metabolomics
into routine clinical workflows, where its potential to enhance disease detection, patient moni-
toring, and treatment strategies can be fully realised. As research continues to refine analytical
techniques and improve standardisation, metabolomics is poised to become an essential tool in
modern healthcare, supporting the transition toward precision medicine and more individualised
therapeutic interventions.

Figure 1.1: Various levels of ”-omics” disciplines. Reproduced with permission from [55].

1.2.1 Metabolomics for Point-of-Care Diagnostics

Many studies (Fig. 1.2) have shown that metabolomics plays a critical role in identifying disease
biomarkers for early detection, which is one of the most effective ways to improve clinical out-
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Figure 1.2: Number of metabolomics-related publications from 2000 to 2022. Reproduced with
permission from [56].

comes. Many diseases induce characteristic changes in metabolite profiles of body fluids before
the appearance of clinical symptoms. This sensitivity to early-stage conditions enables the de-
velopment of personalised therapies and preventive care strategies. For instance, metabolomic
profiling can detect changes in the circulating metabolome within 10 minutes of coronary occlu-
sion, demonstrating its rapid responsiveness and potential for real-time diagnostics [57]–[59].

By focusing on easily accessible body fluids such as blood, serum, and urine, metabolomics
supports the development of minimally invasive diagnostic tools that offer speed, sensitivity,
and specificity. The analysis of volatile organic compounds in exhaled breath further illustrates
the potential for rapid PoC diagnostics. These capabilities are particularly valuable for creating
affordable, simple, and adaptable diagnostic tools suited for diverse environments, including
resource-limited and remote areas [53], [54], [60]–[64]. These attributes position metabolomics
as an ideal approach for PoC diagnostics that must function effectively outside of traditional
clinical settings [65].

Cancer research has significantly benefited from the study of metabolic alterations (Fig. 1.3),
which provide unique insights into tumour biology. By analysing small molecules in biological
samples, researchers can identify metabolic drivers of disease, enabling earlier detection, more
precise diagnosis, and personalised treatment strategies. This approach also facilitates the mon-
itoring of treatment efficacy, allowing therapies to be tailored to the metabolic characteristics of
individual cancers [66].

Consistent metabolic changes have been observed across various cancers, including lung,
gastric, colorectal, breast, and prostate cancers, when compared with sex- and age-matched
controls [67]. These alterations not only indicate the presence of disease but also reveal its
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underlying biological mechanisms. For example, elevated lactate levels in lung cancer tissue
and serum suggest that lactate may serve as a marker of disease aggressiveness [68]–[73]. In
breast cancer, specific serum metabolites have been identified that distinguish patients from
healthy individuals, with recent studies highlighting their potential in detecting recurrence [74]–
[76]. Similarly, metabolic profiling has proven useful in differentiating pancreatic cancer from
chronic pancreatitis, aiding in complex diagnoses [77].

Figure 1.3: Different ways metabolomics aids cancer diagnostics and treatment. Reproduced
with permission from [55].

Innovative approaches are expanding the role of metabolic analysis in diagnostics. For in-
stance, the study of volatile organic compounds in exhaled breath has shown promise in distin-
guishing patients with non-small cell lung cancer from non-cancer controls, offering a nonin-
vasive diagnostic tool [62]–[64]. Additionally, the classification of tumour versus non-involved
tissues has become possible through serum analysis, as demonstrated in the detection of ep-
ithelial ovarian cancer [78]. Biomarker studies in both serum and urine have also successfully
distinguished lung cancer patients from healthy controls [60], [61].

These techniques provide also valuable insights into treatment response. For example,
metabolic differences in tumours following neoadjuvant chemotherapy have been linked to
breast cancer survival outcomes, demonstrating their potential in refining therapeutic strate-
gies [79]. Understanding how tumours metabolically respond to treatment offers a pathway to
more personalised and effective care. The study of cancer-related metabolic changes is prov-
ing to be a powerful tool in diagnostics and treatment. By enabling earlier detection, guiding
therapeutic decisions, and improving our understanding of tumour biology, metabolomics con-
tinues to transform cancer diagnostics and management, with significant implications for patient
outcomes.
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Metabolomics is increasingly being explored as a tool for understanding and diagnosing
conditions such as traumatic brain injury (TBI), severe trauma, and burns. The primary objective
of these studies is to identify metabolic fingerprints specific to each condition that can be tracked
over time, highlighting the immense potential of metabolomics in trauma research. In the case of
TBI, the disruption of physiological homeostasis is believed to result in a metabolic crisis, which
is reflected in the metabolome [80]–[87]. Urine analysis has identified approximately 2,500
molecules affected by TBI [88], while cerebrospinal fluid (CSF) serves as another significant
source of metabolomic data. CSF analysis is particularly relevant in clinical settings where
intracranial monitoring and extraventricular drains are often required for patient care [89]–[95].

Research has demonstrated that metabolomics can distinguish between TBI and post-traumatic
stress disorder (PTSD) [96]–[98], assess TBI severity, and predict patient outcomes [99]. Ad-
ditionally, metabolomic profiling has been used to differentiate TBI patients with cognitive im-
pairment from those without, as well as from healthy controls [100]. Beyond TBI, metabolomics
has provided significant insights into trauma-related conditions such as hemorrhagic shock and
organ failure, both of which are associated with distinct metabolic changes [101]–[103]. Certain
metabolic phenotypes may even serve as predictive markers for sepsis risk in trauma patients,
offering a critical opportunity for early intervention [104].

In burn injuries, metabolomics and proteomics have demonstrated considerable prognostic
value [105]–[108]. Early-stage burns are characterised by significant metabolic disturbances
[109], and metabolomics has shown potential in distinguishing between septic and non-septic
burn patients, a crucial differentiation for optimising treatment strategies [110]. These findings
collectively underscore the versatility and promise of metabolomics in addressing a wide range
of trauma-related conditions, reinforcing its potential as a powerful tool for improving diagnosis,
prognosis, and therapeutic decision-making in critical care settings.

1.2.2 Current Limitations of Metabolomics

Advancements in analytical techniques have been critical to the growth of metabolomics. The
field relies on powerful platforms such as mass spectrometry (MS) and nuclear magnetic res-
onance (NMR) spectroscopy. MS offers high sensitivity and specificity and is often coupled
with separation techniques such as gas chromatography (GC-MS), liquid chromatography (LC-
MS), or capillary electrophoresis (CE-MS) to analyze complex biological samples [111]–[113].
NMR spectroscopy, on the other hand, is valued for its minimal sample processing, nonde-
structive analysis, and unbiased metabolite detection, making it highly robust and well-suited
for quantitative analysis [114], [115]. Additional methods, including high-performance liquid
chromatography (HPLC) and ultra-high-performance liquid chromatography (UHPLC), further
enhance the analytical capabilities of metabolomics [116]–[123]. However, no single platform
currently provides comprehensive metabolome coverage, necessitating the integration of multi-
ple technologies to capture the full complexity of biological systems [62], [124].
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Each of these instruments is expensive, bulky, and complex, making them impractical for
use outside centralised laboratory facilities. For instance, modern MS systems, including GC
MS and LC MS, range in cost from $200,000 to $800,000, while high field NMR instruments
may exceed $800,000 [62], [125], [126]. These financial burdens, coupled with recurring main-
tenance costs, make such systems inaccessible to many institutions, particularly in resource
limited settings.

Beyond financial and logistical constraints, technical challenges further limit the utility of
these techniques. In NMR, overlapping signals between high and low concentration metabolites
complicate spectral analysis, while in MS, low annotation rates, where fewer than five percent
of detected features can be confidently identified, reduce the interpretability of results [127],
[128]. These limitations highlight the need for continued advancements in analytical techniques
to improve the feasibility and clinical applicability of metabolomics.

Efforts to address these limitations are underway. Advances in NMR technology, includ-
ing improvements in magnet shielding, electronics, and cryotechnology, promise smaller, more
affordable, and accessible instruments [57]. However, achieving the high sensitivity and res-
olution required for comprehensive metabolomics remains challenging, and translating these
technical advancements into routine diagnostics will require further innovation and investment
[127], [129]. Despite rapid progress in metabolomics technologies, widespread implementa-
tion in PoC diagnostics will depend on overcoming the technical, analytical, and translational
barriers outlined above. Addressing these challenges will enable metabolomics to revolutionise
personalised medicine and facilitate real time disease diagnosis and monitoring in clinical set-
tings.

In addition to NMR and MS, several emerging technologies have been proposed to expand
the analytical toolbox available for metabolomics. These platforms aim to address specific lim-
itations related to sensitivity, cost, sample throughput, or suitability for point-of-care settings.
For instance, CE-MS offers high separation efficiency for charged and polar metabolites in small
sample volumes. Its minimal sample preparation and suitability for low-volume biofluids make
it especially promising for clinical and single-cell applications.

Vibrational spectroscopy techniques, such as Fourier transform infrared (FTIR) [130] and
Raman spectroscopy [131], have also been explored for metabolomics. These methods are rapid,
label-free, and non-destructive, allowing for the fingerprinting of complex biological mixtures.
Although they generally offer lower sensitivity and molecular specificity compared to MS or
NMR, they can be valuable in high-throughput screening, quality control, and real-time moni-
toring contexts.

Other approaches include direct injection (DI) strategies [132] that allow rapid sample intro-
duction into mass spectrometers without chromatographic separation, and diode-array detection
(DAD) [133], which captures UV-visible absorbance spectra for metabolite identification. While
these methods trade off some specificity and sensitivity, they offer increased speed and simplic-
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ity in workflows where these factors are critical.
Finally, emerging microfluidic and lab-on-a-chip systems [134] are pushing the boundaries

of miniaturised metabolomics. These platforms aim to reduce sample and reagent consumption
while increasing automation and integration, potentially making metabolomics more compatible
with portable and decentralised diagnostic devices. Additionally, ambient ionisation techniques
such as desorption electrospray ionisation (DESI) [135] and direct analysis in real time (DART)
[136] are expanding MS capabilities by enabling direct sample analysis with minimal prepara-
tion.

These alternative platforms complement traditional NMR and MS approaches and collec-
tively broaden the range of metabolomics applications. As technical maturity increases, they
may offer viable routes to making metabolomics more accessible, especially in time-sensitive or
resource-limited clinical environments [137].

To align with the requirements of PoC diagnostics, metabolomics tools must balance ac-
cessibility, affordability, and diagnostic power. While no single platform can comprehensively
identify all metabolites in a sample, technologies such as NMR and panels of multimetabo-
lite markers show significant promise. These tools enable simultaneous measurements, regu-
lar screening, and disease monitoring, which are essential for time sensitive and routine care
settings. Such advancements highlight the potential of metabolomics to transform healthcare
delivery, particularly by creating rapid and cost effective diagnostic solutions [138]–[149].

1.2.3 Prostate Cancer and the Role of Metabolomics in Early Diagnosis

Prostate cancer (PCa) is the second most commonly diagnosed cancer in men worldwide,
with more than 1.4 million new cases reported in 2020 alone [150]. It primarily affects men over
the age of 60 and often progresses without noticeable symptoms in the early stages, which makes
timely detection a significant challenge. The most widely used diagnostic tools, prostate-specific
antigen (PSA) testing and digital rectal examination (DRE), are limited by low specificity and
sensitivity. Elevated PSA levels can result from benign conditions such as prostatitis or benign
prostatic hyperplasia, which leads to unnecessary biopsies and overtreatment. On the other
hand, aggressive cases of PCa may not cause a noticeable increase in PSA, resulting in missed
or delayed diagnoses [151].

These limitations have driven interest in developing more accurate, non-invasive methods
for early detection. Metabolomics has emerged as a promising approach in this context. It is
the comprehensive study of small molecules within biological systems and provides a direct
reflection of cellular activity and metabolic state. Since metabolic reprogramming is a well-
established feature of cancer progression, metabolomic profiling can capture subtle biochemical
changes associated with disease onset and development [152].

In PCa, metabolic pathways such as citrate and polyamine metabolism are disrupted during
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the transition from normal to malignant cells. These changes are reflected in the concentrations
of specific metabolites that can be measured in biological fluids such as blood, urine, and sem-
inal plasma [153]. Several studies have shown that prostate tumours exhibit distinct metabolic
signatures. For example, elevated sarcosine levels have been proposed as a potential biomarker
for PCa progression, while reduced citrate levels are commonly observed in malignant prostate
tissue [154], [155].

Recent advances in metabolomics technologies have further enabled the identification of
clinically relevant biomarkers. Large cohort studies using mass spectrometry and NMR have
demonstrated that metabolomic profiling can distinguish between prostate cancer and benign
conditions with high accuracy [155]. Furthermore, metabolomics is compatible with non-invasive
sample collection and lends itself to integration with point-of-care platforms, which makes it
well suited for early detection and patient monitoring outside traditional hospital settings [156].

Given its high prevalence and often silent progression, prostate cancer represents a com-
pelling target for point-of-care diagnostics. Early-stage disease is highly treatable, yet many
patients are only diagnosed after progression due to the limitations of current screening tools
such as PSA testing. PoC systems have the potential to shift diagnosis closer to the patient by
enabling rapid, non-invasive assessments outside traditional laboratory settings. Metabolomics
is particularly well suited for this purpose. By capturing disease-specific biochemical changes
in accessible biofluids such as urine or blood, metabolomics offers a route to sensitive and
specific diagnostics that can be miniaturised and integrated into portable systems. Applying
metabolomics at the point of care could significantly improve early prostate cancer detection,
reduce unnecessary biopsies, and enable real-time monitoring of disease progression.

1.3 Thesis Objective

To fully realise these advancements in clinical practice, a suitable vehicle is needed to translate
cutting edge metabolomics technologies into routine healthcare. While research continues to
expand the scope and precision of metabolomics, its integration into diagnostics depends on the
development of accessible, scalable, and reliable platforms. Without a practical means to im-
plement these technologies in real world settings, their impact will remain limited to specialised
laboratories rather than benefiting broader patient populations. The challenge, therefore, lies not
only in refining metabolomic techniques but also in creating diagnostic tools that can deliver
these innovations to clinicians in a way that is cost effective, rapid, and easy to use.

One of the most promising analytical platforms for metabolomics, particularly in PoC set-
tings, is NMR spectroscopy. Unlike MS-based approaches, which require extensive sample
preparation and are susceptible to ion suppression effects, NMR is non-destructive, requires
minimal preprocessing, and is highly reproducible and automatable. These attributes make it
particularly suited for rapid, routine diagnostics. Moreover, NMR can detect a broad range of
metabolites, including sugars, alcohols, and highly polar molecules, many of which are chal-
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lenging to analyze with LC-MS [114], [115], [127], [157], [158]. The simplicity, speed, and
scalability of NMR further strengthen its potential for resource limited environments, making it
a promising technology for integrating metabolomics into PoC applications [157].

Despite these advantages, existing NMR platforms remain largely confined to research lab-
oratories and centralised clinical facilities due to their high cost and infrastructure requirements.
PoC NMR metabolomics is an evolving field, with ongoing research continuously advancing
its capabilities. Currently, most NMR systems used for metabolomics are general-purpose in-
struments optimised for research applications, where they provide detailed metabolic data but
require significant technical expertise to operate. These systems are not designed for clinical
use, where nurses and doctors need diagnostic tools that are easy to use and integrate into rou-
tine workflows.

At this stage, the ideal clinical system for PoC NMR metabolomics has not yet been es-
tablished. More research is needed to determine how best to balance sensitivity, ease of use,
and cost-effectiveness for real-world healthcare settings. To enable this research to progress
efficiently, researchers require an adaptable, low-cost system that allows them to set up exper-
iments quickly, test new ideas, and refine designs without the financial and logistical barriers
of custom-built instrumentation. The goal of this work is to develop a system that is flexible,
accessible, and easy to deploy, allowing more researchers to contribute to shaping the future of
PoC NMR metabolomics.

This thesis seeks to design, develop, and validate a modular, low-cost NMR platform tailored
to the unique demands of PoC applications. By addressing existing limitations and proposing
practical solutions, this work aims to bridge the gap between cutting-edge metabolomics re-
search and real-world clinical implementation. The proposed platform is expected to not only
expand access to advanced diagnostics but also drive innovation in personalised medicine by
enabling real-time metabolic profiling in diverse healthcare environments. Ultimately, this re-
search highlights the potential of metabolomics in PoC diagnostics, providing a foundation for
improving healthcare outcomes on a global scale.



Chapter 2

Enhancing Sensitivity in Nuclear Magnetic
Resonance

2.1 NMR Physics

NMR is a phenomenon that arises from the interaction between nuclear magnetic moments
and an external magnetic field. At the core of NMR is the concept of nuclear spin, which is
an intrinsic quantum property of certain atomic nuclei. Nuclei with a non-zero spin quantum
number, such as hydrogen-1 (1H), carbon-13 (13C), nitrogen-15 (15N), fluorine-19 (19F), and
phosphorus-31 (31P), possess a magnetic moment (⃗µ), illustrated in Fig. 2.1a, that enables
interaction with an external magnetic field (B⃗0). These isotopes are commonly studied in NMR
due to their natural abundance, magnetic properties, and relevance to biological and chemical
systems. Among these, 1H is the most frequently measured nucleus because of its high natural
abundance and strong signal sensitivity.

When placed in a static magnetic field, such nuclei precess at a characteristic frequency
known as the Larmor frequency, given by:

ω0 = γB0 (2.1)

where ω0 is the angular precession frequency, γ is the gyromagnetic ratio of the nucleus, and
B0 is the strength of the external magnetic field. For example, at a magnetic field strength of
approximately 0.67 T, the Larmor frequency of 1H is 28.6 MHz, which serves as the operational
frequency of the system described in this work. This choice reflects the design target based on
the field strength of the permanent magnet used. Other nuclei have different Larmor frequencies
at the same field strength, such as 7.2 MHz for 13C and 11.3 MHz for 31P, but these are not the
focus of the current system.

In the absence of B⃗0, nuclear magnetic moments are randomly oriented, producing no net
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magnetization (Fig. 2.1b). When the sample is placed in a magnetic field, these magnetic
moments align with or against the field, resulting in discrete energy levels. This is known as the
Zeeman effect, and for spin-1

2 nuclei, it gives rise to two energy states separated by:

∆E = h̄ω0 = h̄γB0 (2.2)

where ∆E is the energy difference between the spin states and h̄ is the reduced Planck con-
stant. The slight excess population in the lower energy state leads to a net magnetization, M⃗,
along the direction of B⃗0 (Fig. 2.1c). The degree of spin polarization, and thus the strength of
the NMR signal, is governed by the Boltzmann distribution:

N↑
N↓

= exp
(
−∆E
kT

)
(2.3)

where N↑ and N↓ are the populations in the lower and upper spin states, k is the Boltzmann
constant, and T is the absolute temperature. Typically the population difference is minute, which
makes ∆E very small under laboratory conditions leading to inherently low signal strengths, thus
making NMR one of the less sensitive spectroscopic techniques. The sensitivity is primarily
determined by the magnitude of the external magnetic field B⃗0, the temperature T , and the
gyromagnetic ratio γ of the nucleus being observed. Higher magnetic fields increase ∆E and
improve polarization, while lower temperatures reduce thermal agitation, both contributing to
better signal-to-noise ratios. Additionally, nuclei with higher gyromagnetic ratios, such as 1H,
yield stronger signals.

To perturb this equilibrium, an external radiofrequency (RF) magnetic field (B⃗1) is applied
perpendicular to B⃗0. When B⃗1 oscillates at the Larmor frequency, it induces a torque on the net
magnetization vector, tipping it away from the z-axis. The extent of this tilting depends on both
the amplitude and duration of the RF pulse, allowing precise manipulation of the magnetization
vector. By selecting appropriate pulse parameters, specific flip angles such as 90 or 180 degrees
can be achieved, forming the basis for many NMR pulse sequences used in spectroscopy and
imaging.

Following the RF excitation, the system returns to equilibrium through relaxation processes
(Fig. 2.1d). The transverse component of the magnetization vector precesses in the xy-plane
at the Larmor frequency, generating an oscillating magnetic flux that induces a voltage in a
nearby coil. This time-dependent signal, which can be seen in Fig. 2.1e, is known as free
induction decay (FID) and is recorded during the NMR experiment. In NMR, relaxation times
describe how the net magnetization vector returns to equilibrium following excitation. Two
distinct relaxation mechanisms are observed: spin-lattice relaxation and spin-spin relaxation,
characterised by the time constants T1 and T2, respectively. The spin-lattice relaxation time
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T1 describes the recovery of the longitudinal magnetization component along the z-axis due to
energy exchange between the nuclear spins and their surrounding lattice. In contrast, the spin-
spin relaxation time T2 characterises the loss of phase coherence among spins in the transverse
plane, leading to a decay of the transverse magnetization without any net loss of energy from
the system. These two processes are independent, and typically T2 ≤ T1 for a given sample.

Measurement of T1 is commonly performed using an inversion-recovery pulse sequence,
which involves a 180-degree pulse to invert the magnetization, followed by a variable delay
and a 90-degree pulse to detect recovery. The signal intensity is plotted as a function of delay
time to extract the T1 value. T2, on the other hand, is typically measured using a spin-echo
or Carr–Purcell–Meiboom–Gill (CPMG) sequence, which applies a 90-degree excitation pulse
followed by a train of 180-degree refocusing pulses. This sequence refocuses static inhomo-
geneities in the magnetic field and isolates the decay due to spin–spin interactions. Under-
standing and accurately measuring T1 and T2 is critical for both quantitative analysis and the
optimisation of pulse sequences in NMR experiments.

(a) (b) (c)

(d) (e)

Figure 2.1: (a) Magnetic moment µ⃗ and field lines of a nucleus. (b) Orientation of µ⃗ in the
absence of an external magnetic field B⃗0. (c) Induced a net magnetization vector M⃗ and Larmor
precession ω0 in the presence of B⃗0. Exciting the nuclei tilts M⃗ into the XY-plane (d), and the
free induction decay signal (e) is recorded as they relax.

In addition to analysing the FID in the time domain [159], a Fourier transform can be applied
to yield a one-dimensional NMR frequency spectrum [160]. This spectrum reveals peaks cor-
responding to resonance frequencies of the nuclei, providing information on chemical structure,
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molecular dynamics, and spatial relationships between atoms.
More details on the fundamentals of NMR can be found in Appendix A and in resources like

Malcolm Levitt’s Spin Dynamics: Basics of Nuclear Magnetic Resonance [161].

2.2 NMR Hardware

A functional NMR system consists of a set of coordinated hardware components that perform
the tasks of excitation, detection, signal conditioning, and data acquisition. These blocks must
be carefully integrated to ensure minimal noise, sufficient power handling, and accurate timing.
Fig. 2.2 presents the core architecture of the low-field NMR system developed in this work,
which was designed with modularity and accessibility in mind.

Figure 2.2: NMR electronic system diagram. BPF: bandpass filter, IF Amp: intermediate fre-
quency amplifier, LNA: low-noise amplifier, LPF: lowpass filter, PA: power amplifier, Signal
Gen: signal generator, Scope: oscilloscope.

At the heart of the system is the probe, which contains the RF coil and holds the sample.
The coil has a dual function: during transmission, it generates the oscillating magnetic field
that excites the nuclear spins in the sample, and during reception, it acts as a sensitive detector,
converting the precessing magnetic moment of the nuclei back into a voltage signal. Because the
signal induced during detection is extremely weak, typically in the nanovolt range, it is essential
to isolate and protect the receiver circuitry during high-power transmission. This is achieved
using an RF switch, which toggles the signal path between the transmit and receive chains with
fast timing control.

The transmit chain begins with a signal generator, which produces an RF carrier at the Lar-
mor frequency of the nuclei being measured. A band-pass filter (BPF) is used immediately after
the generator to eliminate harmonics and out-of-band noise, which could otherwise distort the
excitation pulse or generate spurious signals during detection. The filtered signal is then passed
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through a power amplifier (PA) to boost its strength to the required transmit power level, which
must be sufficient to tip the nuclear magnetization by the desired flip angle. A second switch di-
rects the output of the PA to the probe during transmission and isolates the transmit path during
reception.

On the receive side, the NMR signal returning from the probe is first passed through a pre-
low-noise amplifier (Pre-LNA), which provides initial amplification with minimal added noise.
This stage is critical because any noise introduced here cannot be removed downstream. The
amplified signal is then passed to the main low-noise amplifier (LNA), which further boosts
the signal level while preserving signal integrity. After amplification, the signal is mixed with
a local oscillator in a mixer to convert it from the carrier frequency down to an intermediate
frequency (IF) or baseband. This makes it easier to digitise and process. A low-pass filter (LPF)
then removes high-frequency mixing products and any residual RF noise. The resulting signal
is fed into a digital oscilloscope or data acquisition system, where it is digitised, stored, and
processed to extract frequency, amplitude, and phase information.

One of the most important factors influencing spectral resolution and sensitivity in NMR is
the uniformity of the static magnetic field across the sample volume. Inhomogeneities in the
field cause the nuclear spins to precess at slightly different Larmor frequencies, resulting in
broadened resonance lines and reduced ability to distinguish closely spaced spectral peaks. This
effect can obscure small metabolic changes, especially in low-concentration samples or complex
mixtures.

To correct for these inhomogeneities, a process known as shimming is employed. Passive
shimming involves placing small pieces of ferromagnetic material around the magnet bore in
specific positions to correct spatial variations in the magnetic field. This method is low-cost
and often used in permanent magnet systems where simplicity is essential, although it lacks
flexibility once set. Active shimming, by contrast, uses a set of orthogonal shim coils driven
by precisely controlled currents to produce corrective magnetic fields. These fields can be dy-
namically adjusted during the experiment to optimise field homogeneity. Active shimming is
standard in high-field NMR systems and is often automated using field mapping techniques. It
allows for fine-tuning of the field down to sub-parts-per-million (ppm) variations and is essential
for applications requiring high spectral resolution or large sample volumes. While this system
does not incorporate active shimming, the hardware was designed with the potential for passive
field optimization during magnet alignment and coil placement.

Although the fundamental principles of NMR are well established, the realisation of a sen-
sitive and practical detection system requires careful attention to hardware design. Key com-
ponents such as the magnet, RF coils, matching networks, and receiver electronics must be
optimised to preserve signal integrity and minimise losses. However, even with ideal hardware,
the intrinsic low sensitivity of NMR remains a significant challenge, particularly for small sam-
ple volumes. To address this, recent research has increasingly focused on microlitre-scale NMR
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technologies that enhance signal detection by improving the filling factor, reducing noise, and
concentrating the magnetic field at the region of interest. The following section reviews the
current state-of-the-art in microlitre NMR, highlighting how advanced probe geometries, mi-
crocoils, and passive field focusing techniques are being used to overcome the limitations of
conventional NMR hardware.

2.3 State-of-the-Art in Microlitre NMR

One of the key advancements in NMR technology has been the development of microcoils,
which enable the analysis of mass-limited and volume-restricted samples with enhanced sensi-
tivity. Microcoil cells were initially prone to severe B⃗0 field inhomogeneities, primarily due to
the proximity of the coil windings to the sample. However, thanks to a much better filling factor
compared to standard 5 mm tubes, microcoils can achieve significantly lower limits of detection
(LODs). A breakthrough was made when susceptibility mismatches were mitigated using inert
liquids such as Fluorinert FC-43 around the coil, which minimised magnetic field disturbances
and enabled high-resolution spectra acquisition with line widths of approximately 11 Hz at 300
MHz [162], [163].

Traditionally, microcoils have been fabricated using manual techniques such as hand-winding
insulated copper wire around non-magnetic formers, often under a microscope to ensure preci-
sion. More advanced techniques include using micromachined substrates or lithographic pro-
cesses, especially for planar microcoils. While these methods can yield high-performance coils,
they are typically time-consuming, require operator skill, and can be challenging to reproduce
consistently. Sweedler et al. demonstrated that a solenoid microcoil with a 1 mm length and a 5
nL sample volume, shown in Fig. 2.3, could achieve LODs as low as 1 ng in under one minute of
acquisition time. Since then, a plethora of new designs and fabrication techniques have emerged
to further improve sensitivity and reproducibility [164].

Advanced Fabrication Techniques for 3D NMR Microcoils

A critical factor in the broader adoption of microcoil technology is the ability to fabricate these
coils in a way that is both cost effective and accessible to a wider range of laboratories. While
early microcoil designs demonstrated impressive gains in sensitivity and resolution, their imple-
mentation was often constrained by the complex and expensive fabrication processes required to
produce them. Modern manufacturing techniques have played a crucial role in overcoming these
cost and accessibility barriers. Advanced methods such as 3D printing have significantly simpli-
fied the development of complex three dimensional geometries that previously required custom
machinery. By leveraging these innovations, researchers have developed scalable fabrication
approaches that maintain the high performance required for NMR applications. These advance-
ments also enable greater customization and reproducibility, ensuring that microcoil technology
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Figure 2.3: NMR microcoil developed by Olson. Reproduced with permission from [162].

can be more widely adopted across various research and clinical settings.
3D printing can be used to manufacture coils in various ways. Dohi et al. reported the de-

sign, fabrication, and application of a bicone-shaped microcoil (Fig. 2.4a) with low resistance
and parasitic capacitance for magnetic resonance imaging (MRI) [165]. The microcoil was fab-
ricated using vacuum evaporation and electroplating of copper onto a stepped helical structure
developed by a 3D printer. The innovative manufacturing method opens doors to all forms of
3D structures that can be optimised based on its specific applications.

The fabrication process involved 3D printing stepped helical structures, followed by vac-
uum evaporation of copper to create the coil wiring. Copper was selectively deposited on the
upper surfaces of the structure while the device was fixed on a rotary-tilted stage, allowing pre-
cise control of the coil geometry. Electroplating was then used to increase the thickness of the
copper wiring, further reducing resistance. This approach enabled the creation of coils with
wire thicknesses of 1.0 mm, 1.5 mm, and 2.0 mm and 8, 10, or 12 turns, tailored for different
applications.

The results demonstrated that increasing the linewidth significantly reduced resistance, which
correlated with improved signal-to-noise ratio (SNR). The fabricated coils achieved SNR values
of up to 154 at 4.7 T MRI systems with a voxel size of 50 × 50 × 100 µm³. High-resolution MRI
images of small samples, such as berries, were acquired, clearly resolving internal structures.
These results validated the coil’s performance, with reduced resistance and parasitic capacitance
below 0.6 pF, ensuring compatibility with MRI systems operating at 202 MHz.

Xie et al. took it one step further and introduced a method that combined using 3D print-
ing and liquid metal (LM) infusion techniques [166]. They created highly customizable and
precise MR probes (Fig. 2.4b), by embedding conductive liquid metal coils within 3D-printed
substrates. These probes are tailored for various applications, including small-sample NMR
spectroscopy, in situ electrochemical monitoring, and MRI of small objects. The 3D-printed
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probes achieved high precision and flexibility, allowing for the integration of tailored sample
chambers and complex coil geometries. Experimental testing demonstrated that these probes
delivered comparable performance to conventional designs, with optimised SNR and effective
magnetic field homogeneity. Additionally, the study highlighted the use of liquid metal pastes
infused with gold microparticles to enhance coil conductivity, achieving stable performance
across a range of temperatures and MR operating conditions. Specific applications, such as in
situ monitoring of ethanol oxidation and reaction kinetics in microfluidic systems, showcased
the practicality and versatility of the new probes.

For more advanced designs, fabrication methods like photolithography can be necessary,
which require cleanrooms and are prohibitively expensive for many laboratories; however, com-
puter numerical control (CNC) machining and laser etching are more affordable alternatives.
Moxley-Paquette et al. [167] aimed to develop a cost-effective solution for producing customiz-
able NMR microcoils to enhance the sensitivity and adaptability of NMR systems, particularly
for applications involving small biological or environmental samples that traditional NMR hard-
ware isn’t ideal for.

In their work (Fig. 2.4c), they applied CNC micromilling and laser etching to fabricate com-
plex three-dimensional NMR microcoils designed for mass-limited samples. The researchers
engaged these high-resolution machines to achieve the precision needed for microcoil produc-
tion. Several copper-coated dielectric materials were turned into microcoils that showed excel-
lent results, among those poly(methyl methacrylate) (PMMA) and copper-coated glass proved
to be a superior material.

PMMA-based coils produced with CNC micromilling exhibited excellent SNR and line
shape, making them well-suited for larger sample volumes. Laser-etched glass microcoils demo-
nstrated even greater sensitivity and were capable of handling smaller sample sizes, with their
performance significantly exceeding that of PMMA coils. A large PMMA solenoid coil achieved
a 6.6× improvement in signal area compared to a standard commercial NMR probe, showcasing
its effectiveness for mass-limited samples. Additionally, laser-machined coils enabled the de-
tailed analysis of metabolites in algae extracts and copepod egg sacs, further highlighting their
potential for advancing biological and environmental research.

The fabrication method for microcoil significantly impact their design, especially in the case
of three-dimensional designs. Traditional probe fabrication is labor-intensive, lacks design flex-
ibility, and struggle with miniaturization. 3D printing is a way to circumvent those challenges
and create probes with complex geometries and integrated components, thereby improving the
efficiency of fabrication and the adaptability of to specific experimental requirements.

3D fabrication has always been more difficult than 2D; however, Noor et al. showed that
a combination of 2D fabrication with 3D assembly could help reduce the challenge [168].
They created self-assembling coils (Fig. 2.4d) that were fabricated using advanced micro-
electromechan-ical systems (MEMS) technology and assembled throygh origami-inspired tech
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Figure 2.4: (a) Bi-cone MRI probe. Reproduced with permission from [165]. (b) Continuous-
flow separation probe. Reproduced with permission from [166]. (c) Individual (left) and as-
sembled (right) components of NMR microprobe. Reproduced with permission from [167]. (d)
Assembly process for foldable MEMS NMR atomic sensor. Reproduced with permission from
[168].

niques. This extended the reliable and scalable two-dimensional MEMS method into the third
dimension to create high-performance Helmholtz coils and other critical components. This can
reduce the size, weight, and cost of NMR atomic sensors while maintaining or improving their
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sensitivity and accuracy.
The manufacturing of the coils involved a combination of photolithography and electroplat-

ing techniques. The coils were designed as folded Helmholtz configurations, enabling precise
alignment and compact integration with the sensor system. The MEMS fabrication process
allowed for the creation of multiple coil layers, enhancing magnetic field uniformity while min-
imising the device footprint. The origami-like folding approach further simplified the assembly
process, ensuring accurate coil alignment without the need for complex manual adjustments.

Experimental results confirmed the effectiveness of the fabricated coils. The folded Helmhol-
tz coils exhibited high magnetic field uniformity and stability, critical for accurate NMR mea-
surements. Analytical models predicted that the coils, when integrated into the sensor system,
could achieve an angular random walk (ARW) of 0.1◦/

√
hr and a magnetic field sensitivity of

10 fT/
√

Hz. These results demonstrate the feasibility of using MEMS technology for manufac-
turing high-performance coils for NMR sensors.

Application of Artificial Intelligence in NMR Design

Conventional methods require extensive iterations to analyze the complex interactions between
design parameters, such as geometry, substrate material properties, and operating frequency.
There may, however, be a solution in artificial intelligence (AI). By leveraging AI, Bernardo
et al. showed that it is possible use AI to accelerate this optimization process and improve
prediction accuracy for microprobe performance [169]. Specifically, they demonstrated that an
Artificial Neural Network (ANN)-based model trained on a dataset generated through extensive
electromagnetic simulations could be a great solution. The dataset included various predictors,
such as geometric parameters, and substrate material properties, and target variables, like qual-
ity (Q) factor and resistance. The ANN model was designed to map these inputs to the desired
performance outputs, enabling efficient evaluation of design variations. The training involved
optimising the ANN’s architecture, including the number of hidden layers, neurons, and activa-
tion functions, to achieve the best trade-off between simplicity and accuracy.

Using their method, they created several types of coils (Fig. 2.5a). The ANN model achieved
high prediction accuracy, with a test precision of 99.67% for the Q-factor and 91.34% for re-
sistance. The model significantly reduced computation times, providing predictions in just two
minutes compared to 15 hours required by traditional simulations. The use of the ANN model
also guided the design of optimised microprobe prototypes, which were later fabricated and
characterised.

NMR is inherently a low sensitivity technique and often requires extensive signal averaging
and lengthy scan times to improve signal quality. To increase sensitivity, several approaches are
typically employed. One common method is cryogenic cooling of the RF detection circuitry,
which reduces thermal noise and significantly improves signal to noise ratio. Other strategies
include the use of high field magnets, optimised probe geometries, and preamplifiers with ultra
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Figure 2.5: (a) Process and results of microcoils produced using ANN model. Coil geometries
are 500 x 500 µm2 (circular), 1000 x 500 µm2 (ellipsoidal), 1000 x 300 µm2 (rectangular left),
1000 x 250 µm2 (rectangular right). Reproduced with permission from [169]. (b) Fabricated
coils on FR-4 circuit board using GA-optimised (left) and traditional (right) approaches. Both
coil dimensions are 20 mm x 30 mm. Reproduced with permission from [170].

low noise figures. Despite these advances, extensive signal averaging remains necessary in many
low field or small volume systems. However, prolonged acquisition times introduce new chal-
lenges, most notably system drift. This includes thermal drift in the magnet or electronics and
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gradual changes in the sample itself, all of which can distort spectral resolution and compromise
quantitative accuracy.

By focusing on RF coil geometry, Tritrakarn et al. developed a simulation method that
utilises a genetic algorithm to identify optimal coil configurations for various sample shapes and
conditions [170]. Where Bernardo et al. fed their artificial neural network physical parameters
from coils themselves, Tritrakarn et al. showed that the models could be extended to incorporate
the Bloch equations, accounting for NMR specific parameters such as spin relaxation times,
thereby ensuring more realistic fitness evaluations.

They applied the optimization method to substrate coils designed for single-sided NMR sys-
tems (Fig. 2.5b). The optimised coils were evaluated through simulations and experiments, with
results indicating a 10% improvement in signal intensity compared to non-optimised designs.
This enhancement corresponded to a 20% reduction in required scan time for achieving the
same signal-to-noise ratio. The method also demonstrated strong agreement between simulated
and experimental data, with errors below 5%, confirming its reliability.

Nuclear Polarization

Dynamic nuclear polarization (DNP) is a technique used to enhance NMR signal sensitivity by
transferring spin polarization from unpaired electron spins, which have a much larger magnetic
moment, to nuclear spins. This is typically achieved using microwave irradiation at frequencies
corresponding to electron spin transitions, dramatically increasing nuclear spin polarization and
hence signal strength. While DNP can offer enhancements of several orders of magnitude, its
implementation generally requires high-frequency microwave sources and cryogenic cooling to
maintain the necessary electron spin conditions. These technical demands lead to bulky, energy-
intensive, and costly setups, making DNP unsuitable for low-field or portable NMR systems.
For this reason, DNP was not included in the designs presented in this thesis, which priori-
tise accessibility, modularity, and ease of use. Instead, sensitivity improvements were pursued
through strategies better aligned with compact hardware, such as integrating microcoils with
microfluidic channels. This method increases the filling factor and boosts detection efficiency
for microlitre samples while significantly simplifying the system architecture.

Gomez et al. aimed to simplify the RF circuitry, reduce hardware costs, and achieve high
sensitivity for small samples by utilising a planar spiral microcoil in an untuned circuit inte-
grated into a microfluidic chip [171]. Through this platform, shown in Fig. 2.6a, they combined
multinuclear NMR spectroscopy with photo chemically induced dynamic nuclear polarization
(photo-CIDNP). The combination with photo-CIDNP hyperpolarization further enhances sensi-
tivity and potentially reduce the need costly high-field magnets or cryogenic setups. The chip
integrates RF, optical, and fluidic components, enabling advanced 1D and 2D experiments on
sub-microliter sample volumes. The microcoil’s broadband capabilities allow for simultaneous
detection of different nuclei, while photo-CIDNP hyperpolarization significantly boosts signal
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intensity, addressing the low sensitivity often associated with traditional NMR systems.
Results demonstrated significant advancements in sensitivity and versatility. The system

achieved a mass sensitivity in the picomole range for 19F , 13C, and 1H nuclei, with a normalised
LOD (nLOD) as low as 0.01 nmol/

√
Hz for hyperpolarised 19F . The untuned microcoil en-

abled simultaneous multinuclear experiments, including 1D and 2D heteronuclear correlation
spectroscopy, without the need for frequency tuning. The photo-CIDNP enhancement allowed
rapid detection of target molecules, with a 230× increase in signal intensity for certain com-
pounds. The system’s small sample volume and efficient optical design also mitigated common
challenges such as photodegradation of photosensitisers.

Hyperpolarised (HP) magnetic resonance spectroscopy (HP-MRS) is another technique that
looks to boost the sensitivity of NMR spectroscopy. However, it requires separate dissolutions
for each sample which is a resource-intensive process that introduces variability, and limits
throughput. Using a vertical micro-reservoir, that enabled rapid sample loading and unloading,
Lees et al. microcoil system allows for multiple measurements in a high-throughput manner,
thus significantly improving efficiency compared to traditional methods [172].

They used their method (Fig. 2.6b) to measure HP pyruvate-to-lactate metabolic flux in
multiple melanoma cell samples using a single hyperpolarised dissolution. By leveraging a
deuterated dissolution buffer to extend the spin-lattice relaxation time of HP pyruvate, the au-
thors aimed to analyze up to eight samples per dissolution. This setup was designed to reduce
resource use, increase experimental reproducibility, and enable the study of multiple cell sam-
ples in a single experimental run.

Results demonstrated the utility of this system for studying the metabolic response of melanoma
cells to BRAF inhibition. In BRAFV600E cells, treatment with vemurafenib significantly re-
duced the pyruvate-to-lactate flux, extracellular lactate, and glucose consumption, correlating
with reduced cell proliferation. In contrast, BRAF wild-type cells showed no significant re-
duction in metabolic flux after 24 hours of treatment but displayed increased glycolytic activity
after 48 hours, likely due to MAPK/ERK pathway activation. The use of the microcoil system
improved experimental efficiency by 6–8 times compared to conventional methods.

Metabolism, like most biological processes, is in constant flux and most experiments only
snap a single moment in time; however, real-time analysis can reveal the hidden between snap-
shots. Existing DNP-NMR methods require large cell quantities (∼ 107) for metabolic analysis
due to their low sensitivity. This constraint makes it challenging to study mass-limited or rare
cell populations, such as leukemia stem cells. The hyperpolarised micromagnetic resonance
spectrometer (HMRS) platform designed by Jeong et al. addresses this gap by using a minia-
turised microcoil integrated a microfluidic system that reduces sample requirements and plans
for high-throughput scenarios [173].

The results demonstrate the HMRS platform’s (Fig. 2.6c) ability to detect metabolic flux
in as few as 104 cells, with a linear response to cell number. The system was validated by
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Figure 2.6: (a) Micro-SABRE NMR platform. Reproduced with permission from [171]. (b)
Hyperpolarised NMR microcoil probe. Reproduced with permission from [172]. (c) Hyperpo-
larised micromagnetic resonance spectrometer probe. Reproduced with permission from [173].
(d) Overhauser DNP NMR probe. Reproduced with permission from [174]. (e) ESR and NMR
coil structure within DNP-NMR chip. Reproduced with permission from [175]. (f) Microfluidic
photo-CIDNP NMR probe. Reproduced with permission from [176].

profiling glycolytic flux in various cancer cell lines and comparing malignant and nonmalignant
cells. In leukemia stem cells, the platform revealed nearly double the glycolytic flux compared
to non-stem leukemia cells, correlating with high expression of the Myconcogene. Additionally,
the platform was used to assess drug treatment efficacy, showing metabolic changes in cancer
cells as early as three hours after treatment with imatinib, well before observable changes in cell
viability.

Stronger, more homogeneous magnets inherently improve SNR but are usually bigger and/or
require additional complexity. A way of sidestepping this limitation is to use techniques like
Overhauser DNP (ODNP); however, that adds its own layer of hardware challenges. Kiss et
al. designed an ODNP chip to enhancing signal sensitivity while enabling the NMR system
to remain compact [174]. Their double-resonant probe head (Fig. 2.6d) that combines mi-
crowave and radiofrequency resonators within a microfluidic chip, enabling ODNP-enhanced
spectroscopy of nanoliter-sized liquid samples. The system utilises a palm-sized, 0.5 T perma-
nent magnet to create a compact and portable NMR platform.

The results showed substantial improvements in performance. ODNP-enhanced NMR achi-
eved up to a 60-fold increase in SNR compared to thermal equilibrium signals, enabling the
detection of 130 nL samples with high sensitivity. The system demonstrated a chemical shift
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resolution of 0.7 ppm, comparable to much larger and more complex setups. Additionally, the
probe head’s modular design allowed for scalability and easy integration of components like
shim coils and resonators. The experiments revealed minimal sample heating and consistent
performance across varying sample volumes.

Further shrinking the apparatus for DNP, Sahin Solmaz et al. integrated NMR and electron
spin resonance (ESR) detectors on a silicon chip of approximately 2 mm2 [175]. The system
reduced the footprint by making both both microcoils for ESR and NMR detection concentric.

Results showed that the single-chip microsystem (Fig. 2.6e) provided NMR signal enhance-
ments of up to 50× for liquid samples of TEMPOL/H2O with an effective volume of about 1 nL.
The integrated ESR and NMR systems operated at 10.7 GHz and 16 MHz, respectively, demon-
strating effective DNP capabilities. The system reduced power consumption and maintained
high spectral resolution, despite the constraints of miniaturization. Additionally, the compact
design opens possibilities for arrays of such chips for parallel spectroscopy, further increasing
throughput for analytical applications.

In the realm of hyperpolarization techniques, parahydrogen-induced polarization (PHI-P) is
another such method. Bordonali et al. incorporated Signal Amplification by Reversible Ex-
change (SABRE), a non-hydrogenative sub-class of PHIP, to address challenges related to the
sensitivity and spectral crowding often encountered in NMR analysis of complex mixtures with
low concentrations [176]. By combining SABRE with a microfluidic system (Fig. 2.6f), Bor-
donali et al. aimed to enhance NMR sensitivity while simplifying spectral complexity for precise
identification of molecular components.

The platform includes a microfabricated polydimetilsiloxane (PDMS) membrane, serving as
a gas–liquid contactor to facilitate parahydrogen transfer, and a compact microcoil NMR de-
tector for efficient signal acquisition. The platform achieved significant signal enhancements,
with up to 4.6-fold improvements for certain analytes and the detection of picomole quantities
of material. The SABRE process generated clear, far-shifted dihydride peaks in the spectrum,
enabling selective chemosensing. Experiments validated the system’s ability to resolve signals
in complex mixtures and provided linear sensing capabilities down to micromolar analyte con-
centrations. The results also highlighted the system’s reproducibility and modularity, making it
suitable for lab-on-a-chip applications.

Stripline Probes

Stripline probes have shown excellent sensitivity for volume-limited samples. Chen et al. showed
even a simple designs work very well for compact and high-performance detectors suitable for
applications like metabolomics and single-cell studies [177]. Two designs were explored: a
flat-wire detector without a ground plane and a microstrip detector with a ground plane. First-
generation detectors were manufactured with electroplated copper on substrates, and second-
generation detectors used printed circuit board (PCB) techniques for batch fabrication (Fig.
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2.7a). Improvements to copper surface finish and substrate smoothness significantly enhanced
spectral resolution.

The presence of a ground plane improved RF sensitivity and homogeneity by confining
residual RF fields, while optimised dimensions balanced sensitivity and homogeneity. Experi-
mental results showed that the microstrip detector achieved RF homogeneity levels comparable
to commercial NMR probes, with sensitivity metrics that enabled the detection of subnanoliter
samples. For example, the microstrip detector demonstrated an LOD of 0.73 nmol s1/2 for 0.13
nmol sucrose in 0.63 nL H2O. Additionally, high-resolution 1D and 2D NMR spectroscopy
was performed on nanoliter-scale samples, demonstrating the detector’s capability for advanced
NMR experiments.

Cheng et al. further improved on their previous work [177] by integrating a butterfly design
into a stripline resonator design (Fig. 2.7b) aimed to further improve them [178]. The proposed
design merges the advantages of each to enable a stronger and more focused RF magnetic field.

The design used a two-layer PCB with a flat capillary in between to deliver the sample
underneath the coil. The butterfly-stripline and ground layers were separated by a PMMA spacer
that also housed the capillary. Their study employed finite element method (FEM) simulations
and experimental measurements to evaluate the performance of the butterfly stripline compared
to a conventional stripline.

The results demonstrated that the butterfly stripline achieved a 7-fold increase in B⃗1 field
intensity and a 2-fold improvement in SNR compared to the regular stripline. The butterfly
design also showed better RF shielding, with reduced signal coupling between adjacent coils,
making it suitable for parallel NMR arrays. Experimental measurements revealed a shorter
90° pulse duration and higher sensitivity for the butterfly stripline, confirming the simulation
predictions. The design flexibility of the butterfly structure allows for further optimization, such
as tailoring B⃗1 profiles for specific applications.

Planar Microcoils

Compared to traditional probes, planar microcoils are advantageous due to their compatibility
with diverse sample sizes and shapes, but their inhomogeneous B⃗1 field raises challenges for
complex multi-pulse NMR sequences. Moxley-Paquette and colleagues evaluated the perfor-
mance of double-tuned single-sided planar microcoils for heteronuclear 2D NMR spectroscopy,
focusing on mass-limited samples enriched with 13C, such as broccoli seeds and Daphnia magna
[179]. They assessed whether planar microcoils could offer sensitivity and resolution improve-
ments for localised sample regions (Fig. 2.8a).

They optimised and tested various 2D 1H–13C NMR pulse sequences to determine the opti-
mal experimental setup for planar microcoils. The microcoils’ performance was then compared
to a commercial 5 mm NMR probe, shown in Fig. 2.8b. This standard probe typically consists
of a solenoidal RF coil wrapped around a 5 mm diameter sample tube, positioned at the center
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Figure 2.7: (a) 1 mm x 0.15 mm microstrip NMR probe. Reproduced with permission from
[177]. (b) Butterfly stripline design. Reproduced with permission from [178].

of a magnet bore [180]. The geometry is designed to achieve a high degree of magnetic field
homogeneity and consistent B⃗1 excitation across the entire sample volume. One of its main ad-
vantages is its ability to accommodate relatively large sample volumes (typically 600 µL), which
increases absolute sensitivity and supports quantitative spectroscopy. However, this comes at the
cost of a lower filling factor for mass-limited samples and higher hardware complexity.

In contrast, planar microcoils achieved a sixfold improvement in mass sensitivity over the
conventional 5 mm probe, albeit for a much smaller detection volume localised within 0.7 mm of
the coil surface. Optimised Heteronuclear Multiple-Quantum Correlation (HMQC) experiments
using adiabatic pulses emerged as the best-performing sequence, balancing sensitivity and tol-
erance for B⃗1 inhomogeneity. This setup enabled the identification of metabolites in a single
Daphnia magna for the first time and revealed localised metabolite profiles in broccoli seeds and
Daphnia. Despite these advantages, the highly localised detection volume posed challenges for
larger or heterogeneous samples.

Planar microcoils provide open access for diverse sample sizes and flow systems but suffer
from B⃗1 field inhomogeneity, which impacts NMR performance. Helmholtz microcoils, on the
other hand, offer superior B⃗1 field homogeneity but impose size constraints on samples. By com-
paring these designs, it’s possible to determine the suitability of each for different applications,
particularly for metabolomics and environmental toxicity studies. Bastawrous et al. compared
the performance of these two coil designs in terms of B⃗1 field homogeneity, sensitivity, and
their ability to handle complex biological samples, such as Daphnia magna eggs and chicken
brain tissue [181]. They evaluated various NMR pulse sequences, including single and multi-
pulse experiments, to assess the applicability of each coil type for metabolic and environmental
research.

The results showed that Helmholtz microcoils outperformed planar microcoils (Fig. 2.8c) in
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terms of B⃗1 field homogeneity and sensitivity, achieving a doubling of SNR. They were particu-
larly effective in multi-pulse and 2D experiments, which require precise RF performance. Planar
microcoils, while less sensitive and prone to B⃗1 inhomogeneity, performed adequately in single-
pulse experiments and offered advantages in accommodating non-standard sample geometries
and flow-based systems. Additionally, Helmholtz microcoils are better suited for complex pulse
sequences and high-resolution biological studies, while planar microcoils remain valuable for
specific applications requiring open-access designs or dynamic sample handling.

(a) (b)

(c)

Figure 2.8: (a) Planar microcoil structure (left) placed inside probe housing (right). Reproduced
with permission from [179]. (b) A standard 5 mm NMR probe. Reproduced with permission
from [180] (c) Planar and Helmholtz microcoil configurations. Reproduced with permission
from [181].

Large-Scale NMR Probe Production

In addition to the issues around mass-sensitivity, producing microcoils at scale is also a challeng-
ing task. To tackle these issues, Lepucki et al. introduced a self-assembled rolled-up microcoil
integrated into a microfluidic system for nanoliter-scale samples [182]. Their design (Fig. 2.9a)
leverages wafer-scale fabrication to create cylindrical geometries with nearly 100% filling factor,
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encapsulated in PDMS to optimise analyte containment and eliminate parasitic signals. The mi-
crocoil architecture is engineered to minimise magnetic field inhomogeneities, which are further
mitigated through intrinsic susceptibility matching and precise geometry tuning. By ensuring
the inner winding of the coil directly interfaces with the analyte, the system aims to achieve
enhanced sensitivity and spectral resolution.

The results demonstrate significant advancements in performance. The microcoils achieved
an unprecedented spectral linewidth of 8 ppb with active shimming and 22 ppb without shim-
ming, indicating exceptional resolution. The system’s nLOD was calculated as 7.9 nmol/

√
Hz,

placing it among the highest-performing microcoil-based NMR detectors. Comparative exper-
iments showed that the microcoils outperformed conventional solenoid-based NMR setups by
over an order of magnitude in resolution. The device’s compact detection volume of 1.5 nL
further highlights its suitability for high-resolution analyses of mass-limited samples.

At the sub-milliliter volume, glass capillaries are the most common type of sample container.
Getting the microcoil on or around the capillary thus requires some creativity, especially if
you need a low-cost scalable method. Wang et al. interestingly combined two-dimensional
patterning of the coil with a rolling mechanism that enveloped it around the capillary [183].

The manufacturing process (Fig. 2.9b) begins with 2D patterning via inkjet printing and
photolithography to define precise conductive paths on a flexible substrate. Electroplating then
deposits a copper layer for low-resistance, high-frequency performance. The key innovation is
rolling the patterned substrate into a cylindrical microtube, transforming the 2D layout into a
3D saddle-shaped coil. Controlled rolling ensures precise alignment and spacing, optimising
magnetic field homogeneity and Q factors. The resulting microtubes, as small as 620 µm in
diameter, remain structurally robust for high-frequency applications.

The results demonstrate the versatility and effectiveness of this process. The fabricated micro
saddle coils, with diameters as small as 620 µm, achieved excellent electrical performance,
including a Q factor of 60 at a resonance frequency of 500 MHz. NMR spectroscopy tests using
these coils showed a SNR of 722.75 for an 82 nL sucrose solution sample, with a nLOD of
18.78 nmol/

√
Hz. High-resolution MRI experiments further validated the coil’s performance,

capturing detailed images of a grass stem sample with an in-plane resolution of 12 µm × 12
µm. The ability to fabricate exchangeable microfluidic sample channels also adds flexibility for
various chemical and biological applications.

Traditional fabrication techniques for 3D microprobes often involve complex and time-
consuming processes, which makes production at scale costly. However, microprobes that are
sufficiently small can leverage existing methods like wafer-based processes. Karnaushenko et al.
used strain-engineered ultrathin films to fabricate self-assembling Swiss-roll microcoils [184].
The self-assembly process allows for the transition of planar structures into three-dimensional
architectures (Fig. 2.9c), significantly reducing device footprint while improving electromag-
netic characteristics.
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The results reveal that the self-assembled devices exhibit substantial performance improve-
ments compared to their planar counterparts. The inductors demonstrated up to a fourfold in-
crease in inductance and a 50-fold reduction in footprint. Additionally, the resonators achieved
high quality factors of over 40,000, and the transformers showed enhanced mutual inductance
and coupling coefficients. The devices served as LC resonators for NMR and ES experiments.
The rolled-up NMR microcoils, for instance, successfully detected proton signals in glycerol,
demonstrating their potential for high-sensitivity spectroscopy.

(a) (b)

(c)

Figure 2.9: (a) Self-assembled rolled microcoils. Reproduced with permission from [182]. (b)
Rolled NMR saddle microcoil. Reproduced with permission from [183]. (c) Rolled-up NMR
microcoil. Reproduced with permission from [184].

Electrochemistry and NMR

Electrochemistry is another powerful technique for studying the chemistry of samples. Nor-
mally, NMR and electrochemistry are seen as separate approaches, but in recent years they
have been integrated to enable in situ electrochemical experiments. However, one of the major
challenges is that the conductive electrodes that are necessary for electrochemical studies can
introduce magnetic field distortions and degrade the quality of NMR signals. To combat this
issue, Davoodi et al. aimed to identify electrode designs that mitigate these effects, enabling
precise characterization of electrochemical reactions in microfluidic environment [185].

A combination of finite element simulations and experimental validation was used to test dif-
ferent metallic electrode configurations to minimise their impact on the homogeneity of the B⃗0
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and B⃗1 fields. The results showed that specific electrode configurations, such as narrow-channel
sidewall electrodes, significantly reduced magnetic field distortions and enhanced field homo-
geneity while preserving signal quality. Simulated and measured data demonstrated that these
configurations improved sensitivity and spectral resolution compared to traditional designs. The
researchers also conducted a proof-of-concept experiment on in situ chitosan electrodeposition
(Fig. 2.10a), successfully monitoring the process using NMR. The experiment highlighted the
platform’s potential for non-invasive, real-time analysis of electrochemical reactions.

(a) (b)

Figure 2.10: (a) NMR electrochemistry probe. Reproduced with permission from [185]. (b) In
situ electrodeposition process. Reproduced with permission from [186].

Nordin et al. demonstrated the use of microfluidic NMR for real-time monitoring of com-
partmentalised chemical reactions at microscale levels [186]. The study aimed to mimic bio-
logical environments by creating spatially separated reaction zones within hydrogels, enabling a
controlled investigation of enzymatic processes. This approach provides insights into metabolic
cascades and catalytic efficiency in complex systems.

They analysed the reactions in the multilayered hydrogel assemblies (Fig. 2.10b) using a
custom NMR probe and a microfluidic device that incorporated the electrochemical functionali-
ties to electrodeposit enzyme-loaded chitosan hydrogels. By functionalising each hydrogel layer
with different enzymes, they monitored enzymatic activities both independently and in cascades
within the same detection volume. The system enabled simultaneous monitoring of urea hy-
drolysis and glucose oxidation (GOx) reactions, with NMR data revealing clear differences in
reaction kinetics depending on the hydrogel composition and assembly order. The device also
facilitated high-resolution NMR spectra, confirming its capability for in situ biochemical analy-
sis without compromising sensitivity or field homogeneity.

Digital Microfluidics

Samples in NMR experiment are very difficult to control or alter once the experiment has begun.
However, as shown in the discussion above, it is possible to control the chemical reactions tak-
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ing place. Swyer et al. introduced a digital microfluidics (DMF) system that operated within a
high-field NMR spectrometer and allows for precise manipulation of microliter droplets directly
within the system [187]. By integrating DMF with NMR (Fig. 2.11a), the team aimed to de-
velop a flexible platform capable of overcoming these constraints while enabling high-resolution
chemical analysis and in-situ reaction monitoring with minimal sample volumes.

The manufacturing process began with fabricating the DMF device on a glass substrate us-
ing photolithography and thin-film deposition techniques. The device consisted of a single-plate
electrode array covered with a dielectric layer to ensure proper droplet actuation. A hydrophobic
coating was applied to the top surface to reduce droplet adhesion and facilitate smooth move-
ment. The electrode design was optimised to generate strong, localised electric fields capable of
controlling microliter-scale droplets on the planar surface with high precision. For integration
with the NMR system, a planar microcoil was positioned beneath the DMF device. The micro-
coil was fabricated through standard microfabrication techniques, such as electroplating copper
onto a patterned substrate.

The results demonstrate that the DMF-NMR system successfully manipulates microliter
droplets with no dead volumes, maintaining magnetic field homogeneity suitable for high-
resolution spectroscopy. The researchers used the platform to monitor a borate–xylose and GOx
reaction, showing clear spectral changes corresponding to reaction progress. Time-resolved
reaction monitoring highlighted the system’s ability to decouple reaction time from flow rate,
reducing sample requirements. Additionally, the system achieved high reproducibility for both
one-dimensional and two-dimensional NMR spectroscopy, validating its potential for microscale
chemical analysis.

Swyer and colleagues created a two-plate DMF system integrated with NMR spectroscopy to
enable droplet-scale manipulation of small sample volumes to enhance NMR spectral resolution
[188] A microcoil was embedded within a DMF counter-electrode (Fig. 2.11b), allowing for
controlled droplet movement, improved magnetic field homogeneity, and advanced chemical
analysis. This builds on their previous one-plate DMF system which had restricted capabilities
for droplet manipulation and poor spectral resolution [187].

The new two-plate system was designed to provide better control over droplet orientation
and shape, which directly impacts the magnetic field homogeneity within the droplet and the
quality of the resulting NMR spectra. This setup aimed to enable sophisticated applications
such as diffusion-ordered spectroscopy (DOSY) and real-time reaction monitoring in a compact
and efficient platform. The two-plate system allowed for precise droplet orientation along the
magnetic field axis, resulting in enhanced spectral resolution. For example, elongated droplets
oriented parallel to the magnetic field achieved superior field homogeneity and narrower spectral
linewidths compared to other configurations. The system was successfully applied to measure
diffusion coefficients using DOSY, yielding results consistent with literature values for model
analytes. Additionally, the platform enabled real-time monitoring of rapid chemical reactions,
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such as the decarboxylation of glycine, with time-resolved spectral data capturing reaction dy-
namics.

(a) (b)

Figure 2.11: (a) Microcoil (left) and electrodes (right) of one-plate DMF platform. Reproduced
with permission from [187]. (b) Two-plate DMF-NMR probe. Reproduced with permission
from [188].

Integrated Circuit-Based NMR Microcoils

In small animals MRI systems, image artifacts can be created by field and gradient imperfec-
tions. This can cause traditional MRI systems struggle to achieve the precision required for
advanced imaging sequences and ultrashort echo times. One potential solution presented by
Handwerker et al. was to development of a fully integrated field probe for real-time trajectory
mapping during MRI experiments [189]. They proposed incorporating a custom application-
specific integrated circuit (ASIC) with a microcoil and transceiver electronics on a single chip
(Fig. 2.12a). The small form factor and low power consumption enable the deployment of arrays
of probes to measure and correct higher-order field imperfections in MRI systems.

The microcoil, essential for detecting the NMR signal, was fabricated using lithographic
techniques and electroplating to achieve precise geometric control. The coil was directly bonded
to the ASIC, ensuring a compact design and reducing parasitic effects that could degrade per-
formance. Special attention was given to minimising magnetic interference from the electronic
components, as well as ensuring compatibility with the high-field MRI environment.

The results demonstrate that the field probes successfully measured and corrected gradient-
induced imperfections in an 11.7 T small animal MRI scanner. The probe array, consisting of
four spatially distributed sensors, achieved high spatial and temporal resolution, enabling the
measurement of zero-order and first-order field imperfections. The proposed system reduced
gradient trajectory errors by a factor of 20, significantly enhancing the accuracy of MRI trajec-
tory mapping. Additionally, the compact probes operated independently of the MRI host system,
allowing for flexible deployment in constrained environments.

NMR’s non-invasive, real-time approach holds potential for applications like assisted re-
productive technologies and developmental biology. Sivelli et al. used chip-based NMR spec-
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troscopy to analyze single mammalian pre-implantation embryos [190]. By targeting single
embryos, the study sought to establish a proof of concept for using NMR spectroscopy as a tool
to investigate molecular compositions, particularly lipids, within individual samples.

The researchers developed a custom-designed microchip integrated with a microcoil and
3D-printed structures (Fig. 2.12b) for sample positioning that integrated into a 300 MHz Bruker
system for experimentation. The system enabled non-invasive, in situ biochemical analysis
of bovine embryos arrested at different developmental stages, such as 2-cell stages and moru-
lae. Results showed that the system could successfully detect distinct NMR signals from sin-
gle embryos, predominantly originating from their lipid content. The spectral linewidths were
comparable to those observed in other small biological samples, such as microorganism eggs.
The analysis revealed variations in lipid composition among embryos at similar developmental
stages, suggesting that this method could provide insights into individual biochemical profiles.
Additionally, the study demonstrated that the system maintained sample integrity, with no ob-
servable physical damage during or after the measurements.

Exploring the application of broadband complementary metal-oxide-semiconductor (CMO-
S) micro-coil NMR technology for environmental research, Lysak wanted to overcome sensitiv-
ity limits which are insufficient for samples like individual eggs or seeds [191]. Large sample
volumes naturally improve SNR, however when volumes are unavailable then incorporating
steady-state free precession and multi-nuclear NMR may overcome some of these issues.

The researchers here investigated various heteronuclei and evaluated the system’s (Fig. 2.12c)
performance in detecting fluorinated pollutants in single organisms, with the aim to demonstrate
the potential of CMOS micro-coils to provide a scalable, cost-effective, and high-sensitivity
solution for studying such complex experiments. The system achieved detection limits in the
picomole range for various nuclei, including 13C, 19F, and 31P. A steady-state free precession
sequence enabled a six-fold improvement in signal-to-noise ratio for 13C NMR of a sprouting
broccoli seed, revealing detailed metabolic profiles. Additionally, 19F NMR tracked fluorinated
contaminants in Daphnia magna eggs, demonstrating the technology’s capability to study pollu-
tant interactions in single organisms. The study concluded that CMOS micro-coil NMR offers
a promising platform for advancing environmental research, with future potential for scaling to
multi-coil arrays for higher throughput.

High-Throughput NMR

Conventionally most NMR systems are restricted to single-sample measurements, but through
methods like automated sample changers it’s possible to increase throughput. These systems
are designed to use standard NMR sample tubes, so methods leveraging microfluidics cannot
leverage this approach. Nassar et al. sought to create a scalable and automated solution capable
of both reducing sample preparation time and maximising throughput [192].

Their approach integrated a micro-saddle NMR detector with impedance-based flow sensing
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Figure 2.12: (a) CMOS-based array probe integrated into mouse bed for MRI trajectory mapping
array. Reproduced with permission from [189]. (b) NMR embryo probe placed in a 3D-printed
sample holder. Reproduced with permission from [190]. (c) Octagonal CMOS microcoil (left)
integrated into PCB-based sample holder (right). Reproduced with permission from [191].

(Fig. 2.13a) for real-time sample tracking and synchronization. By employing a dual-phase flow
approach, samples are arranged as plugs separated by immiscible fluids, transported through a
capillary tube for measurement. The impedance sensors monitor the position and velocity of
each sample, triggering the NMR data acquisition precisely when the sample enters the detec-
tor. Results demonstrated the system’s capability for high-resolution and high-sensitivity NMR
analysis. The automated triggering system reduced sample acquisition times to as little as 15.3
seconds per sample, achieving a sensitivity of 2.18 nmol/

√
Hz. The micro-saddle coil provided

excellent spectral resolution with a linewidth of 1.25 Hz. Experiments on various aqueous so-
lutions and commercial beverages validated the system’s robustness, showing consistent sample
detection and spectral quality. Notably, the system effectively differentiated chemical composi-
tions without cross-contamination between samples.

High-throughput NMR in compact systems is an additional challenge on top the already
difficult requirements. Lei et al. tested a solution that introduces parallel testing to enable
higher throughput without significantly increasing the footprint [193]. They integrated a com-
pact permanent magnet, a chip-based NMR spectrometer, and DC motors (Fig. 2.13b) to enable
simultaneous analysis of multiple samples using time-interleaved scans and MRI techniques.

Using time-interleaved scans, the system analyzed two to four samples with separate NMR
coils, achieving a 2-4x increase in throughput for 1D and 2D NMR spectroscopy, including two-
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dimensional correlation spectroscopy (COSY) and relaxometry. Additionally, the MRI-based
configuration analyzed up to 18 samples simultaneously in a single NMR coil, accelerating
T2relaxation measurements by 4.5 times. Field homogeneity optimization through shimming
and motional averaging enabled sub-ppm resolution, critical for high-resolution spectroscopy.
The system successfully identified chemical shifts and resolved fine J-coupling structures, vali-
dating its performance in various NMR applications.

One of the limitations of current multi-channel probes is that when tuned to a specific nucleus
they cannot be repurposed mid-experiment for a different one. This is a result of their often-
mechanical tuning mechanism. The software-defined radio (SDR) has enabled a wide range
of frequencies to be used without the need for analogue devices. Huber et al. showed that
SDR can be leveraged in NMR systems for the same purpose [194]. They introduced hetero-
nuclear resonance multichannel electronic system (HERMES) (Fig. 2.13c), a scalable, multi-
channel NMR platform designed to improve throughput and versatility in NMR detection. The
system uses virtual NMR consoles to perform parallel measurements on multiple samples across
heteronuclear spins, and allow on-demand configuration of NMR modules without increasing
system complexity.

The results highlight HERMES’s effectiveness in performing multiplexed NMR analyses.
The system demonstrated accurate parallel T1 and T2 relaxometry across multiple probes, sig-
nificantly reducing assay times while maintaining high measurement reliability. Heteronuclear
spectroscopy experiments successfully resolved chemical shifts for nuclei such as 1H, 19F, and
13C, with high spectral resolution and sensitivity. Biosensing applications included the detection
of dengue virus markers and profiling cancer cells with molecular-specific magnetic nanopar-
ticles. HERMES achieved detection limits of 2 pg/µL for dengue virus NS1 protein and 25
cells for ovarian cancer cells, surpassing conventional diagnostic methods in sensitivity and ef-
ficiency.

(a) (b) (c)

Figure 2.13: (a) High-throughput NMR probe. Reproduced with permission from [192]. (b)
Motorised multi-sample NMR system. Reproduced with permission from [193]. (c) HERMES
NMR platform. Reproduced with permission from [194].
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Implantable NMR

Normally NMR is seen as a non-invasive technique, but certain cases require a degree of in-
vasiveness. Intercranial spectroscopy is such a case, where an implanted device can achieve
higher sensitivities and resolution that conventional methods. Fakri-Bouchet et al. developed
an implantable microcoil for the detection of cerebral metabolites [195]. The microcoil (Fig.
2.14a) was developed to improve the limits of detection (LOD) and SNR for localised brain
metabolite analysis, enabling high-resolution studies of cerebral metabolism in small animals.
The work also aimed to assess the biocompatibility and practicality of implantable NMR devices
for chronic use.

The microcoil was designed with a planar geometry, featuring dimensions of 500 µm × 1000
µm, and optimised to match the size of the region of interest in the brain. The study compares
the performance of the microcoil to that of a commercial surface coil and evaluates its poten-
tial for in vivo applications in small animal models. Results from in vitro studies showed that
the microcoil achieved a 2.5-fold improvement in sensitivity compared to the surface coil, with
lower LOD for metabolites such as choline, N-acetylaspartate, lactate, and creatine. The micro-
coil outperformed the surface coil in detecting small metabolite concentrations, demonstrating
superior performance for mass-limited samples. In vivo studies on Wistar rats validated the bio-
compatibility of the microcoil, with the animals surviving up to four months post-implantation.
The implanted microcoil provided reproducible results under stereotaxic conditions and enabled
high-resolution detection of cerebral metabolites with minimal damage to surrounding tissue.

Where Fakri-Bouchet only designed for the coil to enter the body [195], Handwerker et al.
used CMOS technology to integrate both probe and electronics onto a needle spectrometer that
can enter the body. Their approach aimed to push the limits of sensitivity to as high as possible
[196].

The NMR needle (Fig. 2.14b) works by integrating an ultra-sensitive 300 µm microcoil and
a complete NMR transceiver on a single silicon chip. This device enables localised NMR mea-
surements in nanoliter volumes with a sampling rate of 200 Hz, providing insights into changes
in blood oxygenation and cerebral blood flow (CBF) in small animals. The results demonstrated
the needle’s ability to achieve a 40-fold improvement in SNR compared to conventional surface
coils. In vitro experiments showed a sensitive volume of 9.8 nanoliters with excellent spectral
resolution of 12 Hz. In vivo experiments in rats revealed functional responses in the somatosen-
sory cortex to forepaw stimulation, with detectable changes in CBF and blood oxygenation.
The needle’s temporal resolution enabled real-time monitoring of hemodynamic changes with
a 150-fold improvement in volume-normalised temporal SNR compared to standard functional
MRI.
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Figure 2.14: (a) Implantable NMR microcoil. Reproduced with permission from [195]. (b)
NMR CMOS needle probe. Reproduced with permission from [196].

Optically Polarised NMR

Diamond-based quantum sensors have become an alternative method of detecting NMR signals
due to their submicrometer detection volumes and non-inductive detection capabilities. How-
ever, they struggled with spectral broadening and sensitivity issues. Smits et al. aimed to over-
come these challenges and improve the resolution and applicability of nitrogen-vacancy (NV)-
based NMR spectroscopy for mass-limited and single-cell biology applications [197]. They
created a microfluidic diamond quantum sensor for two-dimensional NMR spectroscopy (Fig.
2.15a).

The authors designed a system that spatially separates polarization and detection phases,
utilising NV centers in diamond as the quantum sensing mechanism. By leveraging this ap-
proach, they achieved high spectral resolution and sensitivity for analysing picoliter-scale liquid
samples, enabling COSY for complex chemical analysis. Results demonstrated a significant im-
provement in spectral resolution, achieving 0.65 Hz, which is an order of magnitude better than
previous studies. The system also exhibited a concentration sensitivity of 27 M1/2 s, enabling the
detection of chemical shifts and J-couplings in a 40-picoliter detection volume. Using the plat-
form, the researchers successfully performed 2D COSY spectroscopy on trimethyl phosphate
and 1,4-difluorobenzene, resolving complex spectral features with high precision. These exper-
iments validated the platform’s ability to analyze small molecules and highlighted its potential
for single-cell metabolomics and in-line microfluidic chemical analysis.

Atomic vapour cells are a non-traditional type of NMR probe that use optically pumped
alkali metal vapors to polarise spins, which then interact with external magnetic fields, allowing
for highly sensitive detection of weak magnetic signals. Due to their use of gas, they are more
complex to manufacture than traditional probes, and relaxation are greatly times in these sensors
are affected by factors like wall collisions and spin-exchange interactions.

Noor and colleagues used a micro-glassblowing technique to fabricate spherical vapour cells
(Fig. 2.15b), focusing on the effects of inner wall coatings and the construction materials on
relaxation times, particularly for xenon isotopes [198]. They aimed to improve the performance
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of NMR gyroscopes by reducing transverse relaxation rates, which directly impact the ARW
and sensor precision. Their fabrication process involved etching cavities into silicon wafers,
followed by anodic bonding of glass wafers to form spherical cells under high temperatures. To
further optimise the cells, a 10 nm layer of aluminum oxide (Al2O3) was deposited on the inner
walls using atomic layer deposition (ALD). Cells made from aluminosilicate glass (ASG) were
also tested alongside conventional borosilicate glass (Pyrex). Experimental measurements of
T2relaxation times for 129Xe and 131Xe isotopes were conducted under controlled conditions to
evaluate the effects of these modifications.

The results showed that ALD Al2O3 coatings increased the T2 relaxation time of 131Xe by a
factor of 4.7 compared to uncoated Pyrex cells, while ASG cells provided a 3.2-fold increase.
These improvements translated into significant reductions in ARW for NMR gyroscopes, with
Al2O3-coated cells reducing ARW by fourfold. However, the coating reduced the T2 of 129Xe by
twofold, while ASG had no notable impact on this isotope. The study confirmed that material
and coating optimizations can significantly enhance NMR sensor performance by minimising
relaxation losses.

(a) (b)

Figure 2.15: (a) Microfluidic prepolarization NMR probe. Reproduced with permission from
[197]. (b) NMR atomic vapour cell. Reproduced with permission from [198].

Lenz lens NMR

Lenz lenses are passive electromagnetic structures used to enhance the detection sensitivity of
NMR systems, particularly in cases where direct access to the detection site is limited or not
feasible. They operate on the principle of magnetic flux conservation, derived from Lenz’s Law,
which states that an induced current in a closed loop opposes the change in magnetic flux that
created it.

One of the key advantages of Lenz lenses is their simplicity. They are entirely passive
structures that do not require any active electronics or power supply, which makes them easy
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to fabricate and integrate into compact systems. When designed properly, they can concentrate
magnetic flux into a small region, thereby improving the filling factor, which is the ratio of
sample volume to coil volume. Since NMR sensitivity scales with the filling factor, even a
modest improvement in this parameter can lead to significant gains in SNR. This is particularly
beneficial in low-field or miniaturised NMR systems, where sensitivity is already limited by
weak signal amplitude and broader line widths [199], [200].

In addition to their signal-focusing properties, Lenz lenses are especially useful in configura-
tions where the detection coil cannot be placed in direct proximity to the sample. For instance, in
microfluidic systems or in vivo applications, the geometry of the device or biological constraints
may prevent the use of a conventional solenoid or surface coil at the detection site. In such cases,
a Lenz lens can act as an intermediate coupler, transferring magnetic energy from the sample to
a remotely located coil with minimal physical intrusion [201]. This approach has been demon-
strated in lab-on-a-chip platforms and implantable biosensors, where access is limited but signal
detection must still be performed with high fidelity. Moreover, their wireless nature can help
reduce mechanical constraints in rotating systems or samples embedded in sealed environments
[202].

However, Lenz lenses do have important limitations. Because they rely on mutual inductive
coupling between loops, any misalignment or offset between the lens and the external detection
coil can significantly reduce coupling efficiency. Their operation is also frequency-dependent:
the geometry and spacing of the loops must be carefully tuned to the system’s resonance fre-
quency to avoid detuning or signal attenuation. Furthermore, while they improve local sensitiv-
ity, Lenz lenses inherently introduce insertion losses due to the additional reactive impedance
they place between the sample and detection electronics. If the Q factor of the loops is not suf-
ficiently high, these losses can offset the gains in filling factor. Additionally, because they are
resonant structures, they typically offer narrow bandwidth operation, which may not be ideal in
systems designed for broadband excitation or multi-nuclear detection. Despite these trade-offs,
several studies have shown that when properly designed and aligned, Lenz lenses can increase
the effective sensitivity of a detection system by up to an order of magnitude without any active
signal conditioning [203].

It was shown by Liang in their novel stripline-based Lenz lens (S3L) [204]. Existing minia-
turised NMR detectors often suffer from poor spectral resolution due to magnetic susceptibility
mismatches and non-uniform RF fields. By integrating a Lenz lens (LL) into a stripline geome-
try (Fig. 2.16a), the authors aimed to provide a versatile tool for both NMR spectroscopy and in
situ studies of complex systems, such as thin films and battery materials.

Their stripline LL leverages the principle of Lenz’s law to focus and redirect the magnetic
field, enhancing the SNR. The lens was a broadband device that can operate across a wide range
of frequencies, from 125.76 MHz to 500 MHz, making it suitable for multiple nuclei in high-
field NMR setups. The research combines the benefits of stripline and LL geometries, creating
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a modular and effective solution for small sample volumes.
The results demonstrated significant improvements in performance. The S3L achieved up to

an 11-fold enhancement in SNR at 500 MHz compared to traditional saddle coils. This enhance-
ment allowed for reduced 90° pulse lengths and improved spectral resolution, with linewidths
decreasing from 6 Hz to 3 Hz. The device showed strong broadband capabilities, successfully
detecting signals from multiple nuclei, including 1H, 13C, 7Li, and 31P. Additionally, the S3L’s
ability to precisely focus the B⃗1 field enabled better excitation localization, reducing interfer-
ence from unwanted regions. The study concluded that the S3L is a promising innovation for
advancing NMR technology, particularly in applications requiring high sensitivity and minimal
sample volume.

(a) (b)

(c)

Figure 2.16: (a) Stripline-based Lenz lens sandwiched between saddle coils. Reproduced with
permission from [204]. (b) Cryogrenic NMR probe with integrated Lenz lens. Reproduced with
permission from [202]. (c) Lenz lens integrated into a diamond anvil for high pressure NMR
experiments. Reproduced with permission from [201].

By combining cryogenic cooling with a paramagnetic LL, Bastawrous and colleagues aimed
to improve the B⃗1 field intensity at the sample location without compromising the advantages
of cryoprobe technology [202]. Cryoprobes reduce thermal noise to enhance signal sensitivity,
but their benefits diminish for microcoils due to reduced thermal mass. Similarly, miniaturised
microcoils improve mass sensitivity but face challenges with field homogeneity and signal am-
plification. The LL offers a solution by focusing the B⃗1 field from a larger coil onto a small
sample volume, thereby enhancing sensitivity while maintaining cryogenic cooling benefits.
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This approach (Fig. 2.16b) addressed the challenge of studying tiny samples, such as Daph-
nia magna eggs, that are require excellent sensitivity to analyze. Results demonstrated signif-
icant sensitivity gains. For 1H and 13C NMR, the integration of the LL improved sensitivity
by factors of 2.8× and 3.5×, respectively, compared to a standard cryoprobe. This enhance-
ment enabled high-resolution 2D heteronuclear experiments, including 1H-13C heteronuclear
single quantum coherence spectroscopy (HSQC), which showed improved metabolite detection
in hemolymph and eggs of D. magna. The LL reduced sample requirements, allowing the analy-
sis of as little as 430 nL of hemolymph or eight eggs. Metabolites detected using the LL included
key biomarkers related to stress and survival, such as amino acids, sugars, and neurotransmitters,
which were undetectable with traditional setups.

Another way LLs were used was to experiment picoliter-sized samples under extreme pres-
sures. Traditional high-pressure NMR techniques, which have historically struggled with signal
quality due to the restricted sample volumes and challenging experimental conditions within
diamond anvil cells (DACs). Meier aimed to fix that by introducing inductively coupled broad-
band electromagnetic lenses designed to amplify the magnetic field locally at the sample site
(Fig. 2.16c), enabling in situ NMR measurements in DACs at pressures up to 72 GPa [201].

The study showed that the LL significantly improves sensitivity, with detection limits up
to four orders of magnitude lower than conventional solenoidal microcoils. This enhance-
ment allowed the successful acquisition of 1D and 2D NMR spectra, including nutation and
homonuclear COSY experiments, at pressures ranging from ambient to 72 GPa. The method
demonstrated high spectral resolution, with linewidths of approximately 2 parts per million, and
maintained sensitivity with minimal deterioration across the superior stability compared to mi-
crocoils, which often degrade or fail at high pressures due to deformation. The authors demon-
strate the feasibility of this method for analysing ultrahigh-pressure phenomena in chemistry,
geoscience, and material science.

2.4 Conclusion

Here, we have discussed some of the key advancements in NMR technology, probe design,
and signal enhancement techniques that have contributed to improving the sensitivity, accessi-
bility, and applicability of NMR in diverse research and clinical settings. While this is not an
exhaustive list, these developments represent significant progress in pushing the boundaries of
what is possible in NMR spectroscopy. From microcoil technology and AI-driven optimization
strategies to innovative approaches such as dynamic nuclear polarization, researchers have made
notable strides in enhancing NMR efficiency and resolution. These innovations have not only
improved performance but have also facilitated NMR’s integration into point of care applications
by addressing key challenges related to cost, portability, and ease of use.

Despite these advancements, several barriers remain that limit the widespread adoption of
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NMR in routine diagnostics and real world applications. The high cost and complexity of con-
ventional NMR systems, the need for specialised expertise, and the challenges associated with
optimising RF coil geometries for diverse sample conditions all present obstacles that must be
overcome. Emerging solutions such as microfluidic integration, planar coil designs, and AI-
based optimization offer promising pathways to mitigate these challenges, yet further research
and development are necessary to translate these innovations into practical, scalable solutions.

For NMR to become a widely adopted tool in point of care and resource limited settings,
the field needs continued advancements in miniaturization, cost reduction, and automation. De-
veloping low cost, high sensitivity detection systems that do not compromise performance is
essential. Additionally, improving the robustness of hardware, reducing reliance on highly
trained personnel, and integrating intelligent data processing methods will be key to making
NMR more accessible. Further interdisciplinary collaboration between engineers, chemists, and
clinicians is needed to design systems that align with real world clinical needs. By address-
ing these challenges, NMR has the potential to revolutionise diagnostics, enabling rapid, high
resolution molecular analysis in a broad range of applications.

In this chapter, we looked at the the role of integrated technologies such as microfluidics,
automated shimming, and broadband excitation schemes that aim to simplify NMR operation
and reduce its cost and footprint. These are key prerequisites for moving the technique out
of specialised laboratory environments and into point of care settings. While many of these
advances are promising, each presents trade-offs in terms of complexity, fabrication challenges,
or alignment with real-world diagnostic workflows.

In light of these considerations, and based on the specific requirements of our target appli-
cation in early-stage prostate cancer diagnostics, we have chosen to adopt a Lenz lens based
microcoil design as the basis for our detection probe. Prostate cancer is a condition where
early detection through non-invasive metabolic profiling of urine or blood can significantly im-
prove treatment outcomes. However, capturing weak NMR signals from small biofluid volumes
presents a considerable challenge, particularly in low field systems.

The Lenz lens provides a compelling solution in this context. Its passive, wireless mag-
netic coupling mechanism enables enhanced local sensitivity without requiring direct electrical
connections near the sample. This simplifies probe fabrication and integration into modular di-
agnostic platforms. It also supports high filling factors in restricted detection volumes and allows
for more flexible probe geometries, which are important for systems intended for clinical use.
Although this approach has limitations, the Lenz lens design offers an effective balance between
performance, manufacturability, and suitability for integration into a compact and cost-effective
NMR system tailored for prostate cancer screening.



Chapter 3

High Sensitivity NMR Probe Design

3.1 Introduction

Building on the advancements discussed in the previous chapter, we now turn our focus to the
design and development of a high-sensitivity NMR probe. We explored various strategies for
enhancing NMR sensitivity, emphasising the importance of optimising probe geometry and elec-
tromagnetic efficiency. An important takeaway was that while many approaches have demon-
strated improvements in signal detection, practical implementation often requires balancing sen-
sitivity, fabrication complexity, and compatibility with existing systems.

One particularly promising technique identified is the use of Lenz lenses, which have gained
attention for their ability to concentrate magnetic flux and enhance inductive coupling. Com-
pared to other sensitivity enhancement methods, LLs offer a passive and structurally simple
way to improve signal detection without requiring additional power or complex system modifi-
cations. Many existing approaches to improving NMR sensitivity involve intricate fabrication
processes, costly hardware, or trade-offs that limit their practical use in scalable applications.
LLs, in contrast, achieve enhanced signal strength through efficient magnetic field redistribution,
offering a straightforward solution that maintains simplicity while still delivering performance
gains.

The inclusion of a Lenz lens in the detector was a deliberate design choice intended to in-
crease the magnetic coupling between the sample region and the receiver coil, particularly within
the constraints of our low-field, small-volume system. While it is true that LLs are often reserved
for cases where direct electrical access to the detection region is not possible, we adopted this
architecture to investigate the feasibility of passive field focusing in a modular system. Our sys-
tem was designed for potential integration with microfluidic sample holders and other modular
cartridges, where direct wiring might not be practical. Although inductive coupling inherently
introduces signal loss, it also allows spatial separation between the coil and sample, which is
advantageous in applications that require interchangeable sample modules or mechanical flex-
ibility. The use of a Lenz lens in this context was not intended as a replacement for optimal

45
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direct-wired detection but as a proof-of-concept strategy for integrating modular sensing units
into compact, accessible diagnostic platforms. The trade-off between absolute sensitivity and
mechanical adaptability was carefully evaluated, and although the signal loss associated with
inductive coupling was acknowledged, the lens geometry was optimised to mitigate this loss
and enhance local field concentration.

Given these advantages, we selected this approach for the design of our NMR probe. By
incorporating a Lenz lens, we aimed to enhance sensitivity and signal detection while addressing
key practical considerations such as fabrication, integration, and usability. This approach builds
on existing research while focusing on real-world implementation, ensuring that the final design
is both effective and feasible.

3.2 Theory

3.2.1 Lenz Lens Analytical Equations

Inductive coupling occurs when an alternating magnetic field generated by a primary coil in-
duces a voltage in a nearby secondary coil, following Faraday’s law of electromagnetic induc-
tion. This principle is fundamental in many resonant and transformer-based systems, where
efficient energy transfer is required. The strength of the induced electromotive force (EMF) is
influenced by the intensity of the primary magnetic field and the rate of change of this field over
time.

Schoenmaker et al. [205] introduced the concept of LLs to enhance and focus alternating
magnetic fields using inductive coupling principles. The LL consists of two nested loops with
equal and opposite currents, creating a unique magnetic flux distribution that concentrates the
field in a localised region. As shown in Fig. 3.1, this configuration modifies the magnetic field
lines, increasing their density within the central region while reducing stray fields. This makes
LLs particularly useful for applications requiring enhanced inductive coupling and efficient en-
ergy transfer, such as in NMR systems, wireless power transfer, and sensing applications.

When a Lenz Lens is inductively coupled to a magnetic field, an interesting phenomenon
occurs: in addition to the current flowing through the primary coil (IP), currents are also induced
in both the inner loop (Ii) and the outer loop (Io) of the lens structure. This interaction can be
analyzed by treating the LL as two coupled circular loops, where each loop interacts not only
with the primary coil but also with each other.

The excitation of both loops by the alternating magnetic field of the primary coil results in
a redistribution of the magnetic flux, concentrating it within the focal region of the LL. The
currents in the inner and outer loops flow in opposite directions, generating a field pattern that
enhances the effective magnetic flux density in the detection region while reducing stray fields.
This effect makes LLs particularly advantageous for applications requiring high magnetic field
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Figure 3.1: Lenz lens concept demonstrating the magnetic flux generated by the primary coil
ΦP being focused into the centre of the lens, through the action of the primary coil (IP) and LL
(ILL) currents. Reproduced with permission from [206].

localisation, such as NMR, where increased inductive coupling improves signal sensitivity with-
out additional power consumption.

As a result, the inner and outer loops share the same current, and their behaviour is governed
by specific electromagnetic relationships that describe their interaction with both the external
magnetic field and with each other. In essence, the LL can be regarded as two differentially
coupled inductors [206] connected in series, both excited by the primary coil. Thus, they share
the same current and follow the relationship:

V = ILLRLL +(Lo +Li −2Mio)
dILL

dt
, (3.1)

where ILL is the current in the lens, RLL is the lens’ resistance, Li and Lo are the self-
inductances of the inner and outer loops of the lens, and Mio is the mutual inductance between
the loops.

Given that the lens is inductively excited by the primary coil, it follows that the voltage
across the lens must satisfy:

em f = MPLL
dIP

dt
. (3.2)

Total emf can be expressed as
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em f = em fo − em fi = MPo
dIP

dt
−MPi

dIP

dt
, (3.3)

where em fi refers to the inner loop and em fo to the outer loop EMFs. The introduction
of a negative sign signifies that the EMF generated in the inner loop opposes the EMF in the
outer loop, aligning with the structural arrangement of the LL. Combining these equations, we
discern the relationship MPLL =MPo−MPi, which underscores the non-zero nature of the mutual
inductance, MPLL, between the primary coil and the LL. Consequently, this configuration gives
rise to both EMF and an induced current within the lens.

Using the above equations, we can derive the relationship between the current in the primary
coil and the current in the lens. After substituting and rearranging the terms, and assuming a
sinusoidal primary coil current IP = I0e jωt , we arrive at Eq.3.4 for the expression detailing the
relationship between these currents.

ILL =
jω (MPo −MPi) IP

RLL − jω (Lo +Li −2Mio)
(3.4)

yields two noteworthy observations of considerable significance. The first pertains to the
anticipated direction of currents within the LL configuration. Specifically, the current in the
outer loop flows in the opposite direction to that of the primary coil. Consequently, the inner
loop’s current moves in the same direction as that of the primary coil. As a result, within the
inner region of the LL, we observe the magnetic field generated to be in the same direction as
that of the primary coil, hence creating an amplified zone. This phenomenon has been shown to
enhance applications in magnetic resonance imaging [207], with recent studies comparing their
performance to LC resonators and wired detector coils [202], [208]. The specific behaviour
of the LL exhibits a high degree of dependence on its design and operating conditions [209].
Additionally, the lens demonstrates a remarkable capability for selective focusing, naturally
suppressing signals beyond the region of focus, with the increase in signal-to-noise ratio greatly
enhancing image resolution.

The second observation arising from this relationship delves into the intriguing interplay
between the phases of currents within the lens-coil system. The geometry of the lens and the
coil, factors that will be shown to determine the inductances in Eq. 3.4, plays a pivotal role in
determining the phase shift between the currents and the resulting magnetic fields. However, a
particularly noteworthy aspect is the possibility of achieving a zero phase shift condition should
the resistance of the lens structure tend to zero. In such a scenario, the lens structure presents
itself as exceptionally well-suited for cryogenic and superconductive applications, where the
resistance can be effectively eliminated. This makes it suitable for high-field NMR systems as
well, since they operate in cryogenic temperatures.
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3.2.2 NMR Receiver Design Requirements

The induced NMR signal in the detection coil is a result of the interaction between the coil’s
B1-field and the magnetisation M of the sample. According to the principle of reciprocity, the
induced electromotive force (EMF) in the coil is given by:

ξ =− ∂

∂ t
(B1 ·M) (3.5)

The equilibrium magnetisation M0 of the sample, aligned with the external static magnetic
field B0, is given by:

M0 = Nγ
2h̄2I(I +1)

B0

3kBT
(3.6)

Where N is the number of spins per unit volume, γ is the gyromagnetic ratio of the nucleus, h̄

is the reduced Planck’s constant, I is the spin quantum number, B0 is the external static magnetic
field strength, kB is the Boltzmann constant, T is the absolute temperature.

The precessing magnetisation M0 generates an alternating magnetic flux, inducing a voltage
in the coil. The RMS value of the induced NMR signal voltage (ξrms) is given by the expression:

ξrms = ηk0γ
3B2

0Ns

(
B1

i

)
Vs

(
h

2π

)2 I(I +1)
3
√

2kBT
(3.7)

Where η is the filling factor, representing the fraction of the coil volume occupied by the
sample, k0 is a constant that accounts for spatial inhomogeneities in the B1-field, Ns is the number
of spins per unit volume, B1

i is the magnetic flux density per unit current in the coil, Vs is the
sample volume.

This equation provides the detailed expression for calculating the NMR signal induced in
the detection coil based on the system parameters and sample properties.

The RMS noise voltage in the NMR detection system is primarily due to thermal noise
generated in the coil’s resistance. The RMS noise voltage is expressed as:

vrms-noise =
√

4kBT R∆ f (3.8)

Where R is the resistance of the coil, which includes contributions from the skin effect at
high frequencies, ∆ f is the bandwidth of the receiver in Hz.

This equation describes the thermal noise voltage generated across a resistor due to the ran-
dom motion of charge carriers, which depends on the coil’s resistance and the receiver’s band-
width.

In the process of calculating the receiver specifications, we observe that several parameters in
the signal equation are not constants but rather depend on the physical properties of the sample
and the coil. Specifically, values such as the spin density, sample volume, and AC resistance
of the coil are system-dependent and must be derived based on the experimental setup and
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material properties. These parameters are crucial for accurately determining the NMR signal
and noise levels, which, in turn, influence the receiver’s specifications. Therefore, to proceed
with the calculation, we first need to derive the values of these parameters using their respective
formulas, which account for factors like the sample’s physical dimensions, material properties,
and the operating frequency of the NMR system.

The spin density Ns is defined as the number of resonating nuclei per unit volume of the
sample and can be derived as:

Ns =
ρ ×NA

M
(3.9)

Where ρ is the density of the sample. NA is Avogadro’s number. M is the molar mass of the
sample.

The sample volume Vs is calculated based on the physical dimensions of the sample holder
(in this case, a cylindrical microcapillary tube). The formula for the volume of a cylinder is:

Vs = π

(
d
2

)2

h (3.10)

Where d is the internal diameter of the sample holder. h is the length of the sample holder.
The AC resistance RAC of the coil is influenced by the skin effect at high frequencies. The

formula to calculate the AC resistance is:

RAC = RDC × rexternal

δ
(3.11)

Where RDC is the DC resistance of the wire, given by:

RDC =
ρ × lwire

A
(3.12)

δ , the skin depth, is calculated as:

δ =

√
2ρ

ωµ
(3.13)

The tables below list the physical constants, design parameters, and receiver specifications.
The performance of the NMR receiver is directly tied to its ability to accurately detect and

amplify the decaying NMR signal over time. Since the NMR signal decays exponentially, the
minimum signal that the receiver needs to detect is critical for accurate measurement of relax-
ation parameters such as the T2 relaxation time and spectral line width. Additionally, to make
the NMR signal observable, the receiver must be able to amplify this weak signal to a sufficient
level, ensuring it can be processed and analyzed effectively.

The transverse magnetisation, which gives rise to the NMR signal, decays according to the
following equation:
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Table 3.1: Scientific Constants Used in Calculations

Constant Value

γ 2.675×108 rad/s/T

h̄ 1.055×10−34 J · s

kB 1.38065×10−23 J/K

NA 6.022×1023 mol−1

µ0 4π ×10−7 H/m

ρ 997 kg/m3

M 0.018 kg/mol

ρcopper 1.68×10−8 Ω ·m

Table 3.2: Design Parameters for the NMR System

Parameter Value

B0 0.67 T

d 1 mm

h 5 mm

lwire 0.241 m

A 3.12×10−7 m2

rexternal 2.13 mm

ω 2π ×28.6×106 rad/s

T 298 K

∆ f 20000 Hz

Mxy(t) = Mxy(0)e−t/T2 (3.14)

Where Mxy(t) is the transverse magnetisation (or signal amplitude) at time t. Mxy(0) is the
initial magnetisation (initial signal amplitude). T2 is the transverse relaxation time.

The signal amplitude Mxy(t) decreases exponentially over time. Accurate measurement of
the T2 parameter requires detecting the signal until it reaches at least 37% of its initial value
Mxy(0). This is because, at t = T2, the signal amplitude drops to 1/e (or approximately 37%) of
its initial value:

Mxy(T2) = Mxy(0)×
1
e
≈ Mxy(0)×0.37 (3.15)
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Table 3.3: Calculated Parameters for NMR Receiver

Parameter Value

Ns 6.69×1028 nuclei/m3

Vs 3.92×10−9 m3

δ 43.2 µm

RDC 0.013 Ω

RAC 2.27 Ω

ξrms 1.08×10−6 V

vrms−noise 2.73×10−8 V

SNR 39.5

This value serves as a reference point for determining T2 accurately, as it captures the essence
of the exponential decay behavior.

The transverse relaxation time T2 is inversely related to the spectral line width ∆ν :

∆ν =
1

πT2
(3.16)

A good estimate of T2 requires capturing the signal up to at least 37% of its initial value. If
the receiver cannot detect the signal accurately at this level, it will distort the measurement of
T2, leading to an incorrect estimate of the spectral line width.

Given that the RMS voltage of the NMR signal is 1.08×10−6 V, the minimum voltage that
the receiver needs to detect can be calculated as:

ξmin = ξrms ×0.37
√

2 (3.17)

Substituting the values from table 3 shows that the receiver must be able to detect voltages
as low as 5.651× 10−7 V to accurately measure the signal decay down to 37% of its initial
amplitude. This level is essential for ensuring that the calculated T2 and the corresponding
spectral line width are accurate and reliable.

3.3 Lenz Lens Probe 1

3.3.1 Design

For our initial design, we opted for a planar geometry for both the receiver (Rx) microcoil and
the first Lenz lens (LL1). The key advantage of using two planar geometries is that they can be
integrated onto a single flat substrate, which simplifies the fabrication process. The constraints
in designing the Rx were mainly driven by the size of our magnet and the limitations of the
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fabrication process. In this configuration, the microcoil and LL1 serve as the NMR receiver,
while the transmitter (Tx) is located on a separate PCB.

Although an RF switch was used to isolate the transmit and receive paths within the system,
we chose to implement separate coils for excitation and acquisition. This design decision al-
lowed for greater flexibility in optimising each coil independently for its intended function. The
Tx coil could be positioned and sized to maximise uniformity across the sample region, while
the Rx coil and Lenz lens could be tightly focused on sensitivity at the point of signal detection.
Using separate coils also helped minimise the impact of mutual coupling and ring-down effects
in the receiver, which are common challenges when rapidly switching a high-Q coil between
transmit and receive modes. Additionally, the modularity of the separate-coil design simplified
assembly and debugging during development, particularly when integrating new geometries or
adjusting the spatial alignment between the probe and the sample.

The magnet used for the NMR experiments was the NMR7014-066 (Xiamen Dexing Magnet
Tech. Co. Ltd., China), shown in Fig. 3.2, which features a 14 mm gap between its poles. This
magnet was selected primarily for its portability and cost-effectiveness, making it suitable for the
development of a modular, low-cost NMR system. It provided a stable field strength of 0.67 T, as
specified in the manufacturer’s performance test report, with a tested magnetic field uniformity
of 0.0089% over a 5 mm × 5 mm volume. The system was tested at a magnet temperature of
18.0°C, confirming thermal stability under typical laboratory conditions. These characteristics
were sufficient to support proof-of-concept metabolite detection in small sample volumes.

While this magnet met the requirements for early-stage development and laboratory testing,
it does not offer the level of field homogeneity or mechanical integration needed for a deployable
clinical system. For point-of-care prostate cancer diagnostics, a more advanced magnet such as
the Metrolab PM1055 would be a more suitable alternative. This system offers compact, high-
performance permanent magnets with field strengths up to 0.5 T, and is specifically engineered
for integration into portable and cryogen-free NMR platforms. Its improved uniformity and
mechanical design make it better suited for real-world clinical use, particularly where spectral
resolution and robustness are essential.

The design and dimensions of the NMR probe are depicted in Fig. 3.3. The width of the
square substrate, ws, was set at 12 mm to provide adequate spacing between the edges of the
board and the magnet poles. An outer lens loop diameter, DLLo, of 10 mm was selected to
maintain sufficient clearance between the loop and the edge of the substrate.

When designing the lens loop, the ratio of the outer to inner ring diameters is a critical pa-
rameter, as it influences the trade-off between magnetic flux amplification and available surface
area for integration [207]. The inner Lenz lens diameter, DLLi, was chosen to balance the need
for strong magnetic coupling with the practical considerations of our in-house fabrication pro-
cess. This was especially important because the receiver coil had to be placed within the inner
loop without introducing electrical shorts or mechanical fragility.
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Figure 3.2: NMR7014-066 permanent magnet used for NMR experiments.

Although the photolithography and wet etching process we used, which employed an Ele-
goo Saturn 2 SLA printer for mask fabrication, could in principle achieve much finer feature
sizes (approximately 100 micrometres with careful calibration), the actual fabricated structures
were intentionally kept larger than this limit. This decision was made to improve yield, reduce
alignment errors between printed masks and etched copper, and make manual handling of the
receiver coils more reliable. In early trials, coils with smaller diameters or tighter spacing were
prone to under-etching or shorting due to process variability.

As a result, we selected a circular receiver coil diameter of 2.9 mm (DR), which provided
a reliable balance between process yield, structural integrity, and ease of alignment within the
lens loop. This dimension ensured consistent fabrication results while providing sufficient room
within the inner lens loop for mechanical stability and electrical isolation. To accommodate
this, the inner lens loop diameter (DLLi) was set at 5 mm, providing both functional clearance
and magnetic alignment.

The values for the gaps between the straight sections of LL1 (wLLg2) were carefully chosen
to balance two competing factors: maintaining effective magnetic field amplification while pro-
viding sufficient clearance for the Rx coil traces that would later pass through. Similarly, the gap
on the outer loop of LL1 (wLLg1) was designed to be wide enough to accommodate additional



CHAPTER 3. HIGH SENSITIVITY NMR PROBE DESIGN 55

traces without significantly compromising the field strength and homogeneity.
Additionally, the trace thickness of LL1 and the Rx coil was selected to minimise resistive

losses, ensuring efficient power transfer and signal integrity. The spacing between LL1 and
the Rx coil was also optimised to be large enough to mitigate capacitive coupling effects while
maintaining strong inductive coupling. The finalised geometric parameters, presented in Table
3.4, reflect these considerations and were used as the foundation for subsequent simulations and
fabrication steps.

Figure 3.3: Design of the receiver microcoil (blue) and Lens lens (yellow) on the substrate
(green). Reproduced with permission from [206].

Table 3.4: Dimensions of the Receiver Microcoil and Lenz Lenses (Units: mm). Reproduced
with permission from [206].

Rx Microcoil LL1
Parameters Value Parameters Value

DR 2.9 DLLo 10
wRt 0.7 DLLi 5
wRg 0.5 wLLto 1

wLLti 1
wLLts 1
wLLg1 1
wLLg2 1

Both LL1 and the microcoil function as inductors, and their impedance increases propor-
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tionally with frequency. In the MHz and GHz ranges, this leads to high reactance, which can
introduce signal non-linearities and degrade overall signal quality. To address this, it is essential
to minimise or eliminate undesired reactance. To achieve this, we designed the LL1 and the
microcoil to work in a LC tank configuration by pairing them with appropriate capacitors [209].
The outer loop gap wLLg1 provides this space for this capacitor placement. Although this con-
figuration results in a narrowband frequency operation, it is an acceptable trade-off, as we are
exclusively conducting proton NMR experiments and thus have a single centre frequency with
a narrow bandwidth.

3.3.2 Simulation

The simulations were conducted using the frequency domain solver in CST Studio Suite 2019
(Dassault Systèmes SE, France) [210] to analyse and visualise the performance of the proposed
design. These simulations were executed on a personal computer equipped with an 11th Gen
Intel® CoreTM i7-1185G7 processor and 16 GB of RAM. The signal source was modelled as a
coil with an outer diameter matching DLLo and a trace thickness of wLLo, chosen to match the
size of the NMR sample container used in the experiments. The trace width was optimised to
minimise parasitic resistance and ensure efficient power delivery.

S-parameter ports were used to define the excitation and receiving interfaces in the model.
Both ports were set to a reference impedance of 50 Ω, and the coil designs were impedance
matched accordingly to maximise power transfer. The transmit port was driven with 0.5 W of
input power to simulate realistic excitation conditions. Power-based excitation was used instead
of a fixed current source because in real-world experiments, the input power to the coil can be
precisely controlled using an RF amplifier, whereas the actual current through the coil varies
depending on its impedance. Using a defined power level in the simulation ensures the results
correspond to what is physically delivered to the coil during measurement.

All field evaluations were carried out using the magnetic field strength (H-field), which is
directly computed by the solver. This field distribution was used to assess magnetic coupling,
signal penetration, and uniformity across the sample region. The simulation frequency was cen-
tred at 28.6 MHz, consistent with the hydrogen-1 Larmor frequency under the applied magnetic
field.

To reflect the experimental conditions accurately, the separation between the source coil
and the receiver coil was set at 1 mm, corresponding to the wall thickness of the sample con-
tainer. Capacitors were modelled as lumped elements strategically placed across designed gaps,
allowing for impedance matching and resonance tuning. Tuning refers to adjusting the reso-
nance frequency of the LC circuit formed by the coil and capacitor to align with the Larmor
frequency, ensuring that the circuit responds most efficiently to the desired signal. Matching
involves transforming the coil’s complex impedance to match the 50 Ω input impedance of the
measurement system, thereby maximising power transfer and minimising signal reflection. This
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tuned and matched configuration results in passive amplification, where the narrowband reso-
nance increases sensitivity by amplifying signals close to the resonance frequency. Although
this enhances detection efficiency, it also affects the receiver’s noise characteristics. A nar-
rowband circuit reduces the bandwidth over which thermal and electronic noise is integrated,
which can improve signal-to-noise ratio. However, it also increases susceptibility to detuning
from parasitic elements or environmental changes. In our simulations, discrete face ports of the
S-parameter type were applied to both the Tx and Rx coils to assess signal transmission charac-
teristics under these tuned conditions. This setup enabled a detailed evaluation of power transfer
efficiency and magnetic field distribution, as depicted in Fig. 3.4.

Figure 3.4: Simulation model of Rx microcoil (blue), LL1 (yellow), and Tx coil (purple). Re-
produced with permission from [206].

To analyze the proposed design, we examined the frequency-domain scattering parameters
of LL1, focusing specifically on the S21 parameter to assess the lens’s effect. All designs were
optimised to operate at 28.6 MHz, corresponding to the Larmor frequency for proton NMR
[211]. Fig. 3.5a illustrates the impact of introducing LL1 around the microcoil, when compared
to no lens present as seen in Fig. 3.5b. It can be clearly seen that S21 parameter values with the
addition of the lens is 25.925 dB higher. Similarly, the S11 parameter reveals that without the
lens, nearly all input power is reflected back to the source, as shown in Fig. 3.5b, indicating a
significant improvement in the receiver coil’s performance when LL1 is added.

The behaviour of the magnetic field component normal to the receiver coil plane (Hz) is
displayed in Figs. 3.7a, 3.6a, 3.7b, and 3.6b . By comparing the one-dimensional field plots in
Figs. 3.7a and 3.7b, we observe a magnetic field enhancement by a factor of 9.09 in the focusing
region where the coil is placed. Along the x-axis, within the receiver coil, Hz peaks at approx-
imately 165 A/m in the control simulation and 1500 A/m with LL1, with center values of 75.6
A/m and 387.64 A/m, respectively. Furthermore, the introduction of LL1 causes the magnetic
field to decay sharply as one moves away from the center. The two-dimensional magnetic field
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(a)

(b)

Figure 3.5: Simulated S-parameter of receiver board with (a) and without (b) the Lenz lens.
Reproduced with permission from [206].

(a) (b)

Figure 3.6: Simulated 2D H-field at the surface of the receiver without (a) and with (b) LL1.
Reproduced with permission from [206].

plots in Figs. 3.6a and 3.6b clearly show that a field hotspot is created within the microcoil when
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LL1 is present.

(a)

(b)

Figure 3.7: Simulated 1D H-field along the radius of the receiver coil without (a) and with (b)
the Lenz lens. Reproduced with permission from [206].

Calculating the magnetic flux density at the center from LL1 simulation results yields a
value of 0.485 mT. In comparison to the findings of Schoenmaker et al. [205] and Spengler et al.
[207], our design demonstrates an improvement of approximately 4.8 and 2.4 times in absolute
magnetic flux density, respectively. While LL1 is deployed under different conditions in our
study compared to the aforementioned studies, our simulation results highlight the robustness
and versatility of this approach.

3.3.3 Circuit Design

The next step was the fabrication of the design, where all components, including capacitors and
other necessary accessories, were integrated onto a single board. We used EAGLE CAD (Au-
todesk Inc., United States) to design the PCB. At this stage, two additional considerations were
crucial for ensuring optimal circuit performance. The first challenge was impedance matching
between the receiver coil and the measuring equipment, which had a characteristic impedance



CHAPTER 3. HIGH SENSITIVITY NMR PROBE DESIGN 60

of 50Ω. Since the receiver coil did not naturally exhibit a 50 Ω impedance, a matching network
was required. Among the various impedance matching topologies available, we selected the π

match network due to its inherent ability to filter out higher order harmonics that could otherwise
distort the signal. This network transformed the 50 Ω source impedance to a 2 Ω load, ensuring
efficient signal transfer and minimal reflection losses.

The load impedance was determined by considering the total resistance of the receiver coil
along with other circuit components. A value significantly higher than the sum of these resis-
tances was chosen to minimise the influence of parasitics, such as those introduced by PCB
traces, while still being small enough to limit thermal noise. This balance was essential for
maintaining signal integrity and optimising sensitivity. The relationship between the compo-
nents of a π network is described in Equation 3.18, where Zinput represents the total impedance
of the matching circuit and RL + jXL defines the load impedance. The components CS, CL, and
L represent the source capacitor, load capacitor, and inductor, respectively.

Zinput =

[(
(RL + jXL) ∥

(
1

jw ·CL

))
+ jw ·L] ∥

(
1

jw ·CS

)]
(3.18)

(a)

(b)

Figure 3.8: (a) Schematic for receiver coil resonance tuning (red box) and impedance matching
(blue box) elements. (b) Schematic for resonant Lenz lens circuit. Reproduced with permission
from [206].

The second key consideration was the inductance of the receiver coil, which was critical for
calculating the capacitance required for the LC tank. Using the inductor design software Coil64



CHAPTER 3. HIGH SENSITIVITY NMR PROBE DESIGN 61

[212], we estimated the inductance to be on the order of a few nH. However, the stray inductance
generated by the circuit traces and components was of a similar magnitude, potentially shifting
the total inductance and impacting the resonant behavior of the system. To mitigate this issue,
we added a fixed-value inductor with an inductance two orders of magnitude greater than that of
the microcoil and its associated traces.

Table 3.5: Calculated Values of the Receiver’s Electrical Parameters. Reproduced with permis-
sion from [206].

Electrical
Parameters Value

LCoil 3 nH
LF 150 nH
CV 2x 50 pF
CF 150 pF
RL 2 Ω

CL 5560 pF
LIM 30 nH
CS 1240 pF

Next, we selected a capacitor with a reactance equal and opposite to that of the inductor at the
desired frequency, ensuring resonance in the LC tank circuit. Careful consideration was given to
parasitic capacitances, which could affect the overall capacitor value. To account for any shifts
caused by parasitics and to allow fine-tuning of the LC tank, we added a variable capacitor in
parallel with a fixed-value capacitor. This configuration provided a means of manually adjusting
the total capacitance. LL1’s LC tank was designed using the same approach.

The circuit schematic for both LL1 and the microcoil is shown in Fig. 3.8, and the values of
the components on the receiver board are provided in Table 3.5.

3.3.4 Fabrication

The board was fabricated using an in-house wet etching process on a double-sided FR-4 copper
clad, with a copper thickness of 35µm and a substrate thickness of 0.8 mm. The fabrication
process involved several steps. First, the blank copper clad board was cleaned using acetone and
an abrasive pad to remove any contaminants that could interfere with the mask transfer process.
Next, the mask was printed onto photo paper using a laser printer, and a solution composed of 3
parts acetone and 8 parts ethanol by volume was applied. After placing the mask onto the board
and applying pressure for 90 seconds, the board was immersed in a water bath for 5 minutes to
ensure the transfer process was complete.

Once the mask was successfully transferred, the third step involved etching the board in a
ferric chloride solution until the exposed copper was fully dissolved. The board was then placed
in a water bath for 5 minutes before proceeding to the final step, which involved removing the
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mask using acetone. After fabrication, the individual components were soldered onto the board
to form the tuning circuit for LL1, as well as the tuning circuit and impedance matching circuit
for the receiver coil. The fabricated LL1 and assembled board are shown in Fig. 3.9a and Fig.
3.9b, respectively.

3.3.5 Measurement

Once the board was prepared, we set up an experimental apparatus (Fig. 3.10) to evaluate its
performance. The experiment aimed to measure the power transfer from the transmitter to the
receiver, allowing us to verify whether the board operates at the expected frequency and whether
its SNR is sufficiently high for effective magnetic field amplification. The latter is particularly
crucial, as LL1 would be ineffective if it introduced substantial noise into the signal.

All measurements were performed using a single fabricated receiver board that incorporated
the Lenz lens structure. This board included both the receiver coil and the concentric Lenz lens
loops, as shown in Fig. 3.9a. No additional board was fabricated without the lens. To evaluate
the performance of the receiver coil on its own, the lens structure was electrically disconnected
from the circuit by opening the conductive path at one point in the outer loop. This effectively
removed its inductive influence, allowing for a direct comparison without altering any other part
of the setup. Using the same board for both configurations ensured consistency and eliminated
fabrication variability.

A separate transmit coil (Fig. 3.9c) was used instead of a single coil for both transmission
and reception. At this stage of the project, a complete NMR system was not yet available, and
the goal was to evaluate whether introducing a Lenz lens would enhance the signal detected by
the receiver. The transmit coil was therefore used to mimic the signal that would be produced
by a real sample, allowing us to simulate the signal pathway and test the effect of the lens
in a controlled, repeatable manner. Using a dedicated transmit coil also eliminated the need
for RF switching circuitry, which can introduce noise, mismatched impedances, and transient
artefacts that interfere with signal clarity. This approach enabled a cleaner experimental setup
focused specifically on testing passive field amplification and the behaviour of the lens-receiver
configuration.

To ensure the consistency of our results, we 3D printed assembly, shown in Fig. 3.11, with
a holder that maintained a fixed relative position between the boards. The transmitter was con-
nected via SMA cables to an AFG3151C signal generator (Tektronix Inc., United States), which
produced a continuous 2 W sinusoidal wave at 28.6 MHz. The receiver was connected to a
STEMlab 125-10 microcontroller (Red Pitaya d.o.o, Slovenia), acting as an oscilloscope with
discrete Fourier transform (DFT) functionality. The transmitted signal appeared as a peak in the
frequency domain using the DFT function on the oscilloscope.

Fig. 3.12 present the power spectra for the experiments conducted without and with LL1,
respectively. In both cases, a distinct peak is observed at the expected frequency of 28.6 MHz.
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(a)

(b)

(c)

Figure 3.9: (a) The top side of the board with Lenz lens and receiver coil before components
were added. (b) Bottom side of the receiver board with components. Reproduced with permis-
sion from [206]. (c) Transmitter coil used during testing.

With LL1 present, the detected power was −2.770 dBm, equivalent to 0.528 mW. In contrast,
without LL1, the detected power was significantly lower at −18.854 dBm, or 0.0130 mW. The
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Figure 3.10: Diagram of experimental setup for testing the receiver board.

Figure 3.11: Experimental setup for testing the receiver board.

introduction of LL1 resulted in over a 40-fold amplification of the received signal.

Figure 3.12: Measurement results for receiver board without (green) and with (red) the Lenz
lens.
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3.4 Lenz Lens Probe 2

3.4.1 Design

Our initial design served as a foundational step in understanding the behaviors and challenges
associated with the Lenz lens probe. This iterative process provided critical insights that in-
formed key refinements in the second version. One of the primary challenges we encountered
was the precision required for fabricating the lens, which exceeded the capabilities of our in-
house techniques. To address this, we outsourced the manufacturing to JLCPCB (Guangdong,
China), a professional PCB supplier. This decision brought three major advantages: higher
precision in fabrication, improved consistency between batches, and access to multi-layer PCB
manufacturing, which was not feasible with our previous approach.

Another challenge was ensuring the precise alignment between the Tx and the lens. In the
initial design, these components were placed on separate PCBs, making it difficult to maintain
their relative positioning. Given that the alignment between the lens and transmitter is crucial
for optimising magnetic field amplification, we revised our approach by integrating both com-
ponents onto a single PCB. This change not only ensured a fixed relative position but also sim-
plified the overall design, reducing complexity in both simulations and assembly. Additionally,
we opted for smaller passive components in the second iteration, minimising parasitic effects
that could distort the magnetic field distribution. These refinements collectively improved the
system’s reliability and performance, paving the way for a more robust and practical implemen-
tation of the Lenz lens probe.

After our initial design, LL1, we learned that there are many variables that cannot be fully
accounted for before designing the PCB. Factors such as connecting trace width, pad sizes,
and component footprints must be carefully considered, as they can significantly impact perfor-
mance. To address these challenges, our second design iteration prioritised a more systematic
approach. We first designed the entire PCB with all necessary requirements and then simulated
its behavior to achieve results as close as possible to the final implementation.

In this iteration, we adopted a round spiral geometry for the coil. This decision was based
on its ability to generate a more uniform magnetic field, improving field homogeneity while
maintaining a high fill factor on the PCB. The detailed coil dimensions are illustrated in Fig.
3.13a. To accommodate the sample more effectively, we introduced a hole through the center
of the coil for a sample container to pass through. In the previous design, we intended for the
sample was sandwiched between the Tx and Rx coils. However, integrating both coils onto a
single board made this configuration unfeasible. Instead, a capillary tube was positioned through
the central hole, allowing for more streamlined sample placement. This modification required
widening the dimensions of the Rx coil and the inner lens loop. Compared our new design
in Fig. 3.13b to the previous one in Fig. 3.3, we can see that this changes has also reduced
the ratio between the inner and outer loops significantly. While this change may lead to a
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Table 3.6: Dimensions of the primary coil and Lenz Lenses (Units: mm).

Tx Coil LL1 Rx Coil
Parameters Value Parameters Value Parameters Value

wt 0.40 wt 1 wg 0.6
wg 0.20 wg1 1.75 Do 3.50
s 0.60 wg2 0.25 Di 2.2
Ri 0.95 r f 0.88
Ro 5.76 Di 4.75

Do 8

slight reduction in amplification, it a reasonable trade-off for a more practical and streamlined
fabrication process. The values for the individual geometric parameters of this design is listed
in table 3.6.

(a) (b)

(c)

Figure 3.13: The designs and geometric parameters of the transmitter coil (a), Lenz lens (b), and
receiver coil (c).
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3.4.2 Circuit and PCB Design

To further ensure that our designs were planned as accurately as possible, before designing in the
electrical components we first measured the static magnetic field B⃗0, which was determined to
be just under 0.671 T. Using this value, we calculated the corresponding Larmor frequency to be
28.566 MHz. All subsequent simulations were conducted at this frequency to ensure consistency
with expected experimental conditions. This approach allowed us to fine-tune the lens design,
optimise the system for maximum signal amplification, and enhance field homogeneity.

Our system consists of three separate inductors, all designed to operate at a single resonant
frequency. In this configuration, the inductors are mutually coupled, meaning that each circuit
is influenced not only by its own characteristics but also by the behaviour of the others. Addi-
tionally, since NMR systems switch between Rx and Tx modes, the external switches introduce
impedance variations, dynamically altering the resonance conditions. To ensure proper opera-
tion, both the Rx and Tx coils must be matched to 50Ω.

The system can be represented using an impedance matrix, which accounts for the individual
inductive reactances, mutual inductive reactances, capacitive reactance introduced to achieve
resonance, and the additional impedance created by the switches in the Rx and Tx coils. If we
denote the Rx coil, LL2, and Tx coil as 1, 2, and 3 respectively, the system can be expressed as
follows:

Z = jω

L1 +ZswitchRx M12 M13

M12 L2 M23

M13 M23 L3 +ZswitchT x

+
1
jω

C−1
1 0 0
0 C−1

2 0
0 0 C−1

3

 (3.19)

Due to mutual coupling effects, each inductor cannot be analyzed independently, requiring
a more comprehensive approach. Determining circuit behaviour involves matrix inversion to
establish voltage-current relationships; however, the switch-induced impedance variations intro-
duce piecewise resonance conditions, leading to mode splitting and nonlinear transient effects.
Since mutual inductance is impedance-dependent, the system must be analyzed separately for
each switch state, often necessitating numerical eigenvalue analysis or circuit simulations to
capture frequency shifts and transient responses accurately.

A more practical approach is to iteratively solve for each circuit component using established
NMR probe tuning techniques. Traditional tuning and matching networks allow for impedance
transformation, simplifying the design process. The equivalent electrical circuit representation
is illustrated in Fig. 3.14. The tuning process begins by bringing LL2 into resonance using CLL,
followed by identifying the remaining impedances Zn.

The next step was to integrate all three elements onto a single PCB while incorporating the
necessary traces and pads for proper connectivity. The design utilised a four-layer FR-4 board,
with the top and bottom layers dedicated to the coil and Lenz Lens structures, while the inner
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Figure 3.14: Equivalent electrical model of the NMR probe.

layers were used for grounding and signal routing. This multi-layer approach minimised inter-
ference and improved overall performance by maintaining a controlled impedance environment.
To facilitate interfacing with measurement equipment, SMA connectors were integrated into the
board design. Additionally, a 2 mm hole was cut at the center of the PCB to allow the sample
tube to pass through, ensuring proper alignment and accessibility within the measurement setup.
The layering of the PCB traces is shown in Fig. 3.15.

3.4.3 Simulation

Once the board layout was finalised, a 3D model was generated using ZofzPCB (ZofzPCB,
Rafal Powierski, Germany), providing a detailed visualisation of the PCB, including traces,
vias, pads, dielectrics, and component footprints. This model was then imported into CST
Design Studio for simulation. Initially, lumped ports were used to represent the signal source
and passive components. This approach leveraged CST’s electrical schematic feature, allowing
circuit elements to be substituted for their corresponding ports. Simulations were conducted for
two probe configurations: one with only the Tx coil, as shown in Fig. 3.16a, and another with
all components integrated, as depicted in Fig. 3.16b.

Once the initial simulation was completed, the impedances and inductances for each com-
ponent were obtained, as summarised in Table 3.7. Additionally, the impedance variations over
the 22 to 36 MHz frequency range are illustrated in Fig. 3.17b. One notable observation is that
the inductance of the Rx coil is greater than that of LL2, a result that may not have been imme-
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Figure 3.15: NMR probe PCB colour coded by layer.

diately apparent when considering only the active portion of the components. Furthermore, the
S-parameter graph (Fig. 3.17a) indicates significant reflective losses, suggesting that the coils
are losing a substantial portion of their power due to impedance mismatches.

Table 3.7: NMR Probe Simulated Values

Probe Element Impedance Inductance
Rx Coil 0.106 + 3.72j Ω 20.726 nH

LL2 0.0799 + 2.823j Ω 15.728 nH

Tx Coil 2.21 + 71.1j Ω 395.6 nH

At this stage, we can begin the iterative process of transforming the impedances to achieve
a configuration where both the Rx and Tx coils are matched to 50Ω while remaining unaffected
by the switching dynamics. Since our model involves multiple coupled entities, any adjustment
affects the impedance of all elements in the system. As a result, the matching process required
systematically refining matching networks and component values to minimise reflective losses
and optimise power transfer. This iterative approach ensures that the system remains stable and
efficient across different operating conditions.

Table 3.8 presents the component values used for impedance matching, while Fig. 3.18a
illustrates the impedance behaviour after matching. An interesting observation is the presence
of a small dip near the desired frequency in the Rx coil’s impedance response, along with a loop
in the Tx coil’s Smith Chart. The dip suggests weak coupling between LL2 and the Rx coil,
whereas the loop indicates stronger coupling, highlighting the differential interactions between
these components within the system.



CHAPTER 3. HIGH SENSITIVITY NMR PROBE DESIGN 70

(a)

(b)

Figure 3.16: CST simulation port setup of Tx coil-only (a) and full probe (b) configurations.
Red arrows represent lumped ports.

Table 3.8: NMR Probe Matching Values

Probe Element Matching Component Value
Rx Coil Z1 0 Ω

Z2 2.2 nF

LL2 CLL 2 nF

Tx Coil Z1 62 pF

Z2 1.5 uH

Once the matching component values were determined through the initial simulation, a sec-
ond simulation was conducted with lumped elements replacing the ports. This simulation rep-
resents a fully matched board, ensuring that the maximum available power is efficiently utilised
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(a)

(b)

Figure 3.17: Simulated S-parameter bode plot (a) and Smith chart (b) showing impedances of
the receiver (1), LL2 (2), and transmitter (3).

to generate the magnetic field. By incorporating lumped elements directly into the model, the
simulation more accurately reflects real world circuit behavior, capturing the effects of reso-
nance and impedance matching. The results were analyzed by evaluating the magnetic field
strength H at the center of the board using both one dimensional (Fig. 3.19a and 3.19b) and two
dimensional (Fig. 3.20a and 3.20b) field distributions.

The 1D simulation results demonstrate the effect LL2 on magnetic field distribution. While
the coil-only configuration produced the highest magnetic field strength at 1528.5 A/m (1.92
mT), the LL2 design achieved a lower value of 576.2 A/m (0.724 mT), indicating that the lens
did not achieve an amplification similar to the previous LL1 design. However, it did demonstrate
a noticeably flat field distribution between -0.3 mm and 0.3 mm. In this region the magnetic
field changed by only 12.63 A/m (15.9 µT) or at a rate of 21.05 A/m2 (26.4 µT/m) while in the
configuration without the lens it changed by 44.8 A/m or 74.7 A/m2 (93.9 µT/m). Across this
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region the homogeneity increased from 140 ppm to 36.7 ppm which is a 3.8-fold improvement.
This shows that despite the much lower amplification, the lens still exhibited it’s characteristic
ability to focus the field and provide a better homogeneity than without it.

The 2D simulation results illustrate how the shaping effect is present on both the surface of
the Tx coil (Fig. 3.20a) as well as the surface of LL2 (Fig. 3.20b). A different interaction can
be seen in here compared to the LL1 design. Here we see that the field is contained within the
Rx coil, which suggests that even though the simulation was setup to replicate our probe in Tx
mode, there is still a significant coupling of the Rx coil to the lens in this state.

(a)

(b)

Figure 3.18: Simulated S-parameter Smith chart (a) and bode plot (b) showing matched
impedances of the receiver (1) and and transmitter (2).
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(a)

(b)

Figure 3.19: Simulated 1D H-field of the transmitter without (a) and with (b) LL2.
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(a)

(b)

Figure 3.20: Simulated 2D H-field of the transmitter without (a) and with (b) LL2.
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3.5 Experimental Verification

After having fabricated our NMR probe based on the LL2 design (Fig. 3.21), we can begin
testing it to see if our simulations were accurate and if the probe behaves as we require it to.
The first step is to perform all the impedance and S-parameter measurements for the individual
probe elements to see how accurately the simulated predicted their inductances. Measuring the
Rx coil, LL2, and Tx coil separately using a vector network analyser (VNA) (CHELEGANCE
JNCRADIO VNA 3G, Shenzhen, China) yielded values of 0.412 + 4.30j Ω, 0.0825 + 3.38j Ω,
1.504 + 73.1j Ω, and 1.504 + 73.1j Ω respectively. The Table 3.9 lists their impedance values,
calculated inductances, and the difference between the simulated and measured results. The
largest difference was 2.0j Ω so the simulation results were very accurate.

Figure 3.21: Fabricated LL1 type board.

Table 3.9: NMR Probe Measured Values

Probe Element Impedance Inductance Impedance Difference
Rx Coil 0.412 + 4.30j Ω 23.96 nH 0.306 + 0.58j Ω

LL2 0.0825 + 3.38j Ω 18.83 nH 0.0026 + 0.557j Ω

Tx Coil 1.504 + 73.1j Ω 407.3 nH -0.706 + 2.0j Ω

Table 3.10: NMR Probe Component Values

Probe Element Matching Component Value Percentage Difference
Rx Coil Z1 0 Ω 0

Z2 1.5 nF -31.8%

LL2 CLL 1.65 nF -17.5%

Tx Coil Z1 150 pF 140%

Z2 1.5 uH 0
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(a)

(b)

Figure 3.22: Measured S-parameter Smith chart (a) and bode plot (b) showing impedances of
the receiver (1), LL2 (2), and transmitter (3).

Matching was once again performed through an iterative process, and the final measured
impedances were 30.78 - 0.68j Ω for the receiver coil and 50.94 - 6.60j Ω for the transmit
coil. These results differed notably from the simulated values, particularly for the receiver coil,
where the measured resistance was nearly three times higher than expected. This discrepancy
led to a broader frequency response, as seen in Fig. 3.23a, and highlights a key limitation in the
simulation process used.

The mismatch between simulated and measured results can be attributed to two main fac-
tors. First, the ports were not explicitly modelled in the simulations. This omission meant that
transitions between PCB traces and coaxial connectors, which contribute both resistance and
reactance, were not accounted for. These unmodelled elements directly affect impedance and
return loss, especially in compact designs where the electrical length of connections is non-
negligible. Second, practical implementation effects such as solder bridges and minor variations
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(a)

(b)

Figure 3.23: Measured S-parameter bode plot (a) and Smith chart (b) showing matched
impedances of the receiver (1) and and transmitter (2).

in trace width introduced additional parasitic resistance and inductance. These factors, though
difficult to simulate precisely, had a clear impact on the measured performance.

Despite these discrepancies, the return losses remained below 10 dB at the operating fre-
quency, which was sufficient for the purposes of this study. Table 3.10 lists the components
used, along with the percentage difference between the simulated and final implemented val-
ues. Due to space constraints, no tuning components were included, as their physical size could
distort the magnetic field or interfere with the Lenz lens geometry. Although this increased the
difficulty of achieving precise matching, it also ensured mechanical stability and avoided the
need for re-tuning after assembly. This experience highlights the importance of accounting for
real-world parasitics in future simulations and underscores the need for more robust designs that
are less sensitive to small variations in component or layout parameters.
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3.6 Conclusion

This chapter presented the development, simulation, and experimental validation of an NMR
probe incorporating Lenz lenses to enhance signal sensitivity. By leveraging the ability of Lenz
lenses to concentrate magnetic flux, we designed a passive approach to improving inductive
coupling and maximising received signal strength without increasing power consumption or
adding system complexity. The implementation of two probe iterations allowed for an iterative
design process that addressed key challenges and progressively improved performance.

The first probe iteration demonstrated a 40.6-fold increase in received power, rising from
0.0130 mW without the lens to 0.528 mW with the lens. This amplification was a direct result
of the Lenz lens’s ability to focus the magnetic field, as shown by simulations that indicated a
9.09-fold increase in local magnetic field strength at the receiver coil. The maximum magnetic
flux density at the probe center was measured at 0.485 mT, representing an improvement of up
to 4.8 times compared to previous studies. However, practical challenges such as fabrication
tolerances, sensitivity to parasitic capacitances, and alignment precision limited the robustness
of the design, prompting the need for further optimisation.

To address these limitations, the second probe iteration introduced several key modifica-
tions, including a redesigned spiral geometry, improved field homogeneity, and an integrated
PCB layout for better component alignment. Unlike the first iteration, which prioritised signal
amplification, the second design was optimised for field uniformity, resulting in a 3.8-fold im-
provement in magnetic field homogeneity, reducing spatial variations in the field from 140 ppm
to 36.7 ppm across the central detection region. However, this optimisation came at the cost of
absolute signal amplification, with the second probe producing a peak field of 0.724 mT com-
pared to the 1.92 mT of the coil-only configuration. Despite this reduction in peak field strength,
the second probe demonstrated a more controlled and consistent field distribution, which is crit-
ical for maintaining signal integrity in practical NMR applications.

Experimental validation of the second probe generally confirmed the trends predicted by
simulation, although discrepancies were observed in the measured impedance values. The re-
ceiver coil, Lenz lens, and transmitter coil exhibited measured impedances of 0.412+ 4.30 j

Ω, 0.0825+ 3.38 j Ω, and 1.504+ 73.1 j Ω, respectively. The largest deviation from simulated
values occurred in the transmitter coil, with a difference of 2.0 j Ω. Final impedance matching
achieved return losses below 10 dB at 28.566 MHz, indicating acceptable power transfer and
minimal reflection across the operating frequency. However, the receiver coil exhibited a higher
resistance than anticipated, measuring 30.78 Ω instead of the expected 50 Ω, which led to a
broader frequency response. This deviation, along with the adjustments required for the tuning
and matching capacitors (from 2 nF to 1.65 nF and from 2.2 nF to 1.5 nF, respectively), high-
lights the impact of unmodelled parasitic elements and fabrication tolerances. These findings
reinforce the limitations of the simulation process, particularly the omission of port losses and
solder-related effects, and emphasise the importance of incorporating fabrication-aware design
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strategies in future development.
While it would be ideal to compare the performance of the first and second Lenz lens de-

signs using the same measurement parameters, a direct comparison is not possible due to the
differing goals of each experiment. The first design focused on demonstrating the fundamental
amplification potential of the Lenz lens. At that stage, we did not yet have an NMR sample or
complete detection system, so we used a separate transmit coil to mimic the sample signal and
measured the received power to determine whether the lens could increase signal strength. This
approach allowed us to validate the basic concept.

In contrast, the second design was developed with the expectation of being used in an actual
NMR experiment. Rather than measuring received power, the focus was on minimising return
loss and ensuring efficient power transfer through careful impedance matching. The goal was
to optimise the system for detecting real NMR signals with minimal reflection and maximum
sensitivity. For this reason, we used S-parameter measurements to validate performance rather
than power measurements.

The most consistent and reliable comparison between the two designs comes from simulation
results of magnetic flux density at the sample region. The first design produced a simulated
peak magnetic field of 0.485 mT, while the second design achieved a higher field of 0.724 mT.
Although the second design did not surpass the 1.92 mT generated by the coil-only configuration
used as a reference in that simulation, it still delivered a stronger field than the first lens design.
This reinforces the effectiveness of the updated geometry and matching strategy in improving
field strength at the detection region, even without a direct power-based comparison.

Overall, the use of Lenz lenses in NMR probe design has been shown to provide significant
advantages in both signal enhancement and field shaping. The results of this study demonstrate
that passive magnetic flux concentration can be effectively applied to improve NMR sensitivity
while maintaining a compact and efficient design. With this in mind, the next chapter shifts focus
to the electronic design of the NMR system, detailing how signal generation, amplification, and
detection are integrated to support the performance of the probe. This discussion will examine
how circuit-level considerations influence the overall sensitivity and functionality of the system,
ensuring that the enhancements provided by the Lenz lens are fully realised in practical NMR
measurements.



Chapter 4

Modular Electronics System

4.1 System Architecture and Modules

In the last chapter, we designed the front end of our NMR system, which directly interfaces with
the sample. With the probe’s expected performance defined, we can now design the supporting
electronic system by working backwards to meet its requirements. The electronics serve two
primary functions: transmitting signals into the probe and receiving signals from it. In develop-
ing this system, we aim to achieve two main criteria, high sensitivity and low cost. Experienced
engineers will recognise that these two goals are often at odds with each other. Higher sensitivity
typically demands higher quality components and careful design, both of which increase costs.
In NMR, expenses tend to be particularly high, as many designs are bespoke.

Beyond cost, another major challenge in translating research into practical applications is
reproducibility. Even when detailed designs are available, variations in parts and assembly tech-
niques can lead to significant differences in performance, especially in complex instruments.
Instead of creating a bespoke, fully custom solution, we took inspiration from Lego. Rather
than focusing on fabrication, we focused on modular assembly.

When building a Lego set, one is given a set of standardised blocks, each with a defined
shape and function, which can be pieced together in various ways to create different structures.
These blocks are identical regardless of where they are purchased, ensuring that the same design
can be replicated anywhere in the world. We applied this philosophy to NMR system design.
The modular nature of NMR systems is already apparent, consisting of a magnet, probe, and
electronics that come together to form a functional system. We took this idea one step further
by breaking the electronics into modular components as well.

This concept has been previously explored by projects such as OPENCORE NMR [213],
which has made open source designs available. However, these designs often require a level of
electronics expertise that may be inaccessible to researchers without specialised training. Our
approach builds on this idea by utilising commercially available modules that can be assembled
like Lego blocks. As long as the necessary modules are available for purchase, users can con-
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struct the system without needing to fabricate or modify individual components. Furthermore,
if a particular module does not meet the desired performance, it can be easily replaced without
affecting the rest of the system. This modular approach not only simplifies design and replica-
tion but also enhances flexibility, making NMR technology more accessible to a broader range
of users.

The simplest NMR experiment consists of a single pulse followed by the detection of a
signal. The pulse, typically described by the degree to which it tilts the magnetisation vector
into the transverse plane, is a brief sinusoidal excitation oscillating at the Larmor frequency.
The duration of this pulse determines the tilt angle and is proportional to the strength of the
magnetic field. Consequently, the first requirement of the transmission chain is to generate a
signal at the Larmor frequency, with the desired pulse duration and power level. For instance,
a 1 mT field requires a 5 µs pulse to achieve a 90 degree tilt. From the previous chapter, we
determined that the Lenz lens generated a field of 339.29 A/m, or 0.426 mT, necessitating a
pulse duration of 11.7 µs. While these requirements apply to a simple single pulse experiment,
more complex sequences demand different pulse shapes, making a programmable signal gen-
erator capable of outputting arbitrary waveforms ideal. One of the most effective methods for
generating programmable high frequency signals is through the use of field programmable gate
arrays (FPGAs). FPGAs offer several advantages, including high speed digital signal process-
ing, flexibility in waveform design, and real time reconfigurability, making them well suited for
the demanding requirements of NMR pulse sequences.

The Larmor frequency of our NMR system is expected to be around 28.6 MHz. However,
to ensure compatibility with a wide range of magnetic field strengths, all components were
selected to have as broad a bandwidth as possible. This approach provides flexibility, allowing
the system to adapt to different experimental conditions without requiring major modifications.
The only components that will require adjustment are the filters, which must be tuned to match
the specific operating frequency of the system.

To determine the exact specifications required for each component, we used the simulation
data from the previous chapter and worked backwards from the desired system performance. The
PA’s output powers the transmitter coil, which generates the magnetic field that is focused by the
Lenz lens. In simulations, the Lenz lens achieved the desired results with 0.5 W, meaning the PA
must be capable of delivering at least this power level. However, in practical implementations,
losses due to impedance mismatches are inevitable. To account for these losses and provide
sufficient operational headroom, selecting a PA with a slightly higher output power ensures
consistent performance across different conditions.

Similarly, the switch in the system must not only handle the power passing through it but also
maintain high isolation between the receiver and transmitter chains to prevent leakage that could
degrade sensitivity. The specifications for the LNA chain can then be derived using fundamental
NMR equations.
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To ensure that the NMR signal can be observed and processed effectively, the receiver must
amplify the signal from the minimum detectable value up to a higher voltage, such as 100 mV.
This level is chosen because it provides a good balance between signal strength and manageable
voltage for most data acquisition systems, allowing for clear and precise detection.

The amplification factor (or gain) G can be calculated using the ratio of the desired output
voltage Vout to the minimum detectable input voltage Vmin. The relationship is given by:

G =
Vout

ξmin
(4.1)

Where G is the amplification factor. Vout is the desired output voltage.
This amplification factor indicates that the receiver must provide a gain of approximately

176,960 (or 105 dB) to increase the signal from the minimum detectable value of 5.651×10−7 V
up to 100 mV. This level of amplification is necessary to ensure that the NMR signal can be
observed with high clarity and processed effectively by the data acquisition system. Such a high
gain requires careful selection of low-noise amplifiers and consideration of stability to prevent
additional noise from degrading the signal.

While this calculation represents the theoretical ideal gain, in practice, there will be losses
along the receiver path due to impedance mismatches, attenuation, and component imperfec-
tions. To account for these losses and ensure reliable signal detection, an additional 15 dB of
gain is recommended as a safety margin. This brings the total required gain to approximately
120 dB, providing extra headroom to accommodate any unexpected variations or losses in the
signal path.

The SNR of the NMR system is an important indicator of the quality of the received signal.
In this context, the SNR is normally defined as the ratio of the RMS NMR signal ξrms to the
RMS noise voltage vrms-noise. Since the SNR of interest depends on the minimum detectable
signal, however, the expression can be adjusted as:

SNR =
ξmin

F × vrms-noise
(4.2)

The noise figure F is a measure of how much additional noise is introduced by the NMR
receiver or detection electronics compared to an ideal, noiseless system. Substituting the calcu-
lated value of ξmin and the previously determined vrms-noise, we find that the minimum SNR is
20.7, assuming an ideal receiver with a noise factor of 1. However, in real-world systems, the
receiver will introduce additional noise, reducing the SNR.

Rearranging the equation, we can express F in terms of the ideal SNR (i.e., when the noise
factor is 1) and the minimum SNR:
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F =
SNRmax

SNRmin
(4.3)

An SNRmin of 5 ensures that the signal is sufficiently strong compared to the background
noise, providing reliable detection and accurate measurements. Using this value, we find that
the maximum allowable noise figure F is approximately 2.93. The noise figure can also be
expressed in dB as:

FdB = 10log10(F) (4.4)

This thus sets the upper limit on the amount of noise that can be introduced by the receiver
electronics as 4.67dB.

With these criteria in mind, we selected the components listed in Table 4.1. Each compo-
nent was chosen to balance performance, cost, and flexibility, ensuring the system meets the
required sensitivity while remaining adaptable for different system designs. Notably, in addition
to functioning as the signal generator, the STEMLab 125-10 also controls the switch timings,
synchronising the transmission and reception paths. This dual functionality simplifies the sys-
tem architecture by reducing the number of independent control elements required, improving
integration and overall system efficiency. The arrangement of the modules and overall system
architecture is as described in section 2.1.

4.2 Impedance Analysis and Matching

Now that we have selected our components, we can begin assembling them. However, before
doing so, it is crucial to consider the behaviour at the module interfaces for a moment. When a
signal passes from one module to the next, three possible interactions can occur: transmission
to the next module, reflection back to the current module, or absorption at the interface. The
first scenario is ideal, ensuring efficient power transfer through the system, while the latter two
introduce losses that must be minimised.

Absorption primarily depends on the internal efficiency of the modules themselves, which
we mitigated by selecting high performance components suited to their respective tasks. Reflec-
tion, however, is determined by the impedance mismatch at the interface between modules. RF
signals oscillate at high frequencies and require consistent impedance matching between con-
nected components to ensure proper energy transfer. This is why most RF electronics adhere to
a standardised 50 Ω impedance.

Despite manufacturers specifying RF compatibility, given the sensitivity of our instrumen-
tation, it is essential to verify these impedance characteristics ourselves. Small variations in
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Table 4.1: NMR System Modules

Module Part Frequency Key
Name Number Range Specifications
Power Amplifier SBB2089Z, 1 – 930 MHz Gain: 30 dB

RD01MUS2B Noise Figure: 1.2 dB,

Max Output Power: 2.0 W

Switch HMC849A DC – 6 GHz Insertion Loss: 1.3 dB (2 GHz)

Power Handling: +31 dBm (P1dB)

Power Handling: +52 dBm (IP3)

Input-Output Isolation: -60 dB

Output-Output Isolation: -80 dB

Mixer ADE-25MH 5 – 2500 MHz Conversion Loss: 6.9 dB

LO-RF Isolation: 34 dB

LO-IF Isolation: 32 dB

Low-Noise Nooelec LaNA 10 – 3000 MHz Noise Figure: 0.6 dB at 100 MHz

Pre-Amplifier Gain: 20 dB at 100 MHz

Low-Noise NXP BGA2869 1 – 1000 MHz Noise Figure: 1.3 dB at 100 MHz

Amplifier Gain: 30 dB at 100 MHz

Signal Generator STEMlab 125-10 DC - 50 MHz Sampling Rate: 125 MS/s

Amplitude: ± 1 V

Output Waveform: Sine, Square,

Sawtooth

Pulse Shapes: Gaussian, Sinc,

Rectangular
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impedance mismatches can lead to significant signal loss, distortion, or standing waves that de-
grade system performance. Therefore, before full system assembly, we will characterise the
impedance of each module and design appropriate matching networks where necessary to opti-
mise signal transmission.

(a)

Figure 4.1: Impedance circuit matching network.

Table 4.2: Electronic Module Impedances

Module Impedance
Bandpass Filter Input 47.2 - 7.12j Ω

PA Input 40.5 + 14.7j Ω

PA Output 80.1 - 126.6j Ω

Switch Input 55.0 - 6.08j Ω

Pre-LPF Input 84.30 - 148.8j Ω

Pre-LPF Output 30.1 + 23.1j Ω

LPF Input 172.8 - 8.55j Ω

LPF Output 34.0 + 8.49j Ω

Mixer RF Input 61.7 + 4.47j Ω

In high-frequency circuits such as NMR systems, efficient power transfer between compo-
nents is crucial to minimising signal loss and preserving signal integrity. Impedance matching
ensures that the source and load impedances are properly matched, allowing for maximum power
transfer and reducing signal reflections. When impedances are mismatched, part of the signal
is reflected back toward the source instead of being transmitted to the next stage, leading to
inefficiencies and potential signal degradation.

A common approach to impedance matching is the use of matching networks, which con-
sist of passive components such as inductors and capacitors arranged to transform the source
impedance to match the load impedance. This is particularly important in RF applications,
where mismatches can significantly affect system performance. Fig. 4.1a illustrates a general
impedance matching network, where a source with impedance ZSource is connected to a load with
impedance ZLoad through an input matching network. The goal of this network is to adjust the
impedance seen by the source to ensure maximum power transfer and minimal signal reflection.

We measured the S-parameters across a frequency range of 22 to 36 MHz at the input and
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output of each module to characterise their signal transmission and reflection properties. S-
parameters provide insight into how signals propagate through each stage, revealing key infor-
mation about insertion loss, return loss, and impedance mismatches. By analysing these param-
eters, we can assess the efficiency of power transfer between modules and identify any potential
mismatches that could degrade system performance.

(a)

(b)

Figure 4.2: S-Parameter Bode plot and Smith Chart showing the measured input and output
impedances of modules over the 22 (empty circle) to 36 (filled circle) MHz range. The markers
indicate: (1) bandpass filter input, (2) power amplifier input, (3) power amplifier output, (4)
switch in the closed state, (5) low-noise preamplifier input, (6) low-noise preamplifier output,
(7) low-noise amplifier input, (8) low-noise amplifier output, and (9) mixer RF input.

Figure 4.2a shows the Bode plot of S11, which represents the input reflection coefficient
and indicates how much power is reflected rather than transmitted. From the figure, we can



CHAPTER 4. MODULAR ELECTRONICS SYSTEM 87

see that the SG, PA output, pre-LNA input, and LNA input exhibit significant power loss due
to reflection. To further investigate these losses, we examined the impedance values using the
Smith chart in Figure 4.2b. The chart reveals that the observed reflections are caused by sig-
nificant deviations from the standard 50 Ω impedance, which corresponds to the center of the
normalised Smith chart. The farther the impedance values deviate from 50 Ω, the more complex
the required impedance transformation becomes. Additionally, the width of the impedance trace
indicates the extent of impedance variation across the measured frequency range. Most compo-
nents exhibit relatively short traces, meaning their impedances remain stable, but the SG output
shows considerable variability, suggesting the need for a more complex matching network, po-
tentially requiring a second or third stage match.

The most critical impedance values, however, are those of the modules along the receiver
chain, where signal integrity is most vulnerable. The signal at the probe is extremely weak, on
the order of tens of nanovolts as previously discussed, making any losses particularly detrimen-
tal. To minimise these losses, impedance matching must be applied not only at the input and
output of the amplification chain but also between individual amplification stages [214]. Our
design goal is to ensure that no more than 10% or −10 dB of the signal is lost at any stage,
preserving as much signal strength as possible throughout the receiver chain.

Table 4.3: Interfaces that Require Impedance Transformations

Output Module Output Impedance Input Module Input Impedance
PA 79.9 - 126.5j Ω Probe Tx 50.94 - 6.60j Ω

Probe Rx 30.78 - 0.68j Ω Pre-LNA 84.28 - 148.69j Ω

Pre-LNA 30.07 + 23.12j Ω LNA 172.83 - 8.50j Ω

LNA 33.99 + 8.51j Ω LNA 172.83 - 8.50j Ω

Based on the circuit architecture in Fig. 2.2, Table 4.3 outlines the interfaces and impedance
values that need to be matched. We designed the impedance matching networks by plotting
the start and end impedance on a Smith chart and placing the necessary components to create a
transformation path between them. To account for the effect of parasitics in our components, we
designed our circuit to fit within Q-circles, with the Q value determined by the lowest Q among
our components. This led to the design of the circuits shown in Fig. 4.3. Notably, in Fig. 4.3b,
a two-stage matching network was required, while the others could be matched using a single
stage which matches our expectation based on Fig. 4.2b.

In addition to parasitics, our inductors and capacitors also deviate from their intended val-
ues by a certain percentage, which can accumulate and cause significant shifts in the matching
frequency range. The components we used had the standard 10% tolerance for most values. To
evaluate the robustness of our matching networks against these deviations and to ensure that,
regardless of the actual component values, we could achieve our matching goals, we ran Monte
Carlo (MC) simulations on the networks.
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MC simulations consider all possible combinations of component value variations and sim-
ulate the circuit’s frequency response. Our aim was to ensure that our circuits maintained a 1.2
MHz bandwidth, meaning that from 28 to 29.2 MHz, the return loss remained below −10 dB.
The simulation results, shown in Fig. 4.4, indicate that while the frequency peaks shift signif-
icantly, up to 1.5 MHz in some cases, the circuits consistently satisfy the −10 dB threshold
across the target range, confirming their robustness for practical implementation.

(a) (b)

(c) (d)

Figure 4.3: Impedance Matching Circuits

After confirming that the designed matching circuits met the expected outcomes from sim-
ulations, we proceeded with fabrication and measurement. The measured results indicate that
the return loss, shown in Fig. 4.5a, remains below −10 dB, and the impedance values, shown
in Fig. 4.5b, are at or near 50 Ω within our desired frequency range. These results confirm that
the matching networks effectively minimised signal reflections and optimised power transfer
between modules.

An interesting observation arises when comparing the impedance traces in Fig. 4.5b with
those from the initial measurements in Fig. 4.2b. The impedance spread across the full fre-
quency range of 22 to 36 MHz has increased following the addition of the matching circuits.
This broadening of the frequency response is a direct consequence of the matching networks,
which slightly extend the impedance variation beyond the originally measured range. In our
case, this is not a concern, as our operational bandwidth is significantly smaller than 14 MHz.
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(a) (b)

(c) (d)

Figure 4.4: Monte Carlo simulation of impedance matching circuits with 10% component toler-
ances.

However, for applications requiring impedance matching over a larger bandwidth, a different
matching strategy such as the use of wideband matching networks or multi-stage impedance
transformation would be necessary to achieve consistently low return loss across the entire fre-
quency range.

4.3 Electronic System Testing

With the modules matched, we proceeded with assembly and performance characterisation. The
receiver electronics were mounted onto a large grounded aluminum plate to minimise inter-
ference from ambient signals and ensure stable operation. Beneath the plate, the impedance
matching board was mounted, containing all previously discussed matching circuits. The alu-
minum plate also functioned as a shielding ground plane, reducing electromagnetic interference
and providing a controlled environment for signal integrity testing. Fig. 4.6a illustrates the
setup, showing the complete receiver chain integrated onto the aluminum plate.

At this stage, testing focused exclusively on the electronics without incorporating an actual
NMR sample, allowing for an evaluation of system performance under controlled conditions.
The transmission electronics were assembled separately, directly on the bench, as shown in Fig.
4.6b, with a gap maintained between the circuit boards and the table surface to reduce unwanted
coupling and interference.

To simulate the NMR experiment, we used an oscilloscope (DSOX1204G, Keysight, USA)
and a second signal generator (AFG13151C, Tektronix, USA). The excitation sequence was



CHAPTER 4. MODULAR ELECTRONICS SYSTEM 90

(a)

(b)

Figure 4.5: S-parameter Bode plot and Smith Chart showing the measured input and output
impedances of modules over the 22 to 36 MHz range after matching. The markers indicate: (1)
signal generator output, (2) power amplifier output, (3) low-noise preamplifier input, (4) low-
noise preamplifier output, (5) low-noise amplifier input, (6) low-noise amplifier output.

simulated by sending a pulse from the signal generator, which was recorded on the oscilloscope
to verify transmission accuracy. A second signal generator was then used to produce a test signal
that passed through the receiver chain, allowing us to evaluate its amplification and filtering
characteristics.

Although the SDRlab board used for signal generation includes onboard digital demodu-
lators that could have been used for acquisition, we chose to use the oscilloscope for signal
recording in this stage of development for several reasons. First, the analog nature of the re-
ceiver design meant that signal inspection during early testing benefited from the real-time,
wide-band visibility provided by the oscilloscope. This allowed immediate observation of tran-
sient behaviour, gain stability, and any artefacts introduced by the analog stages. Second, the
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oscilloscope’s direct voltage readout made it easier to assess signal amplitude and verify linear-
ity across the frequency response of the receiver. The Keysight DSOX1204G offers a sample
rate of up to 2 GSa/s and a vertical resolution of 8 bits, which were sufficient to capture the
low-frequency demodulated envelope of the test signals with high temporal precision. Once the
analog front-end was validated, signal acquisition using the SDRlab board would be considered
for future integration and automation.

Since NMR signals are inherently weak, an attenuation stage was introduced to replicate
realistic input conditions. A series of attenuators were used to reduce the input signal by 126 dB
before feeding it into the receiver chain. This significant reduction in signal strength approxi-
mated the power levels expected in a real NMR experiment, enabling a more accurate assessment
of the receiver’s sensitivity, noise performance, and overall amplification capabilities.

(a)

(b)

Figure 4.6: NMR receiver (a) and transmitter (b) chain electronic assembly.
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Fig. 4.7b presents the results of our transmitter test, where a 0.5 µs pulse was applied
to evaluate the behaviour of the transmitter chain. The pulse exhibits the expected sinusoidal
waveform, confirming that the system is generating the desired RF excitation. However, a no-
ticeable overshoot is present at the initial wave cycle, along with minor ringing towards the
end of the pulse. The frequency analysis, shown in Fig. 4.7c, highlights a dominant peak at
28.6 MHz, corresponding to the expected excitation frequency. Additional smaller peaks appear
due to the finite pulse duration, a natural consequence of the signal being time-limited, which
results in spectral broadening. A small DC component is also observed, which appears in the
time-domain signal as a slight offset.

During testing, the lowest input from the function generator that could be reliably detected
was found to be 400 mV. After passing through the attenuators, this signal was reduced to an
effective input level of 45 nV before being fed into the receiver for amplification. This ensured
that the system was tested under conditions that closely mimic real-world NMR signal levels,
allowing for an accurate assessment of its performance.

Fig. 4.7a shows the results of the receiver chain’s amplification. Once again there is the
notable observation if low-frequency noise in the output. This signal persisted even when no
input was fed into the receiver, indicating that it was not originating from the transmitter or
receiver electronics, but rather from the oscilloscope instrumentation.

To mitigate this issue, we introduced a 15 kHz offset between the LO and RF input signals.
The excitation pulse was transmitted at 28.6 MHz, while the LO frequency during reception was
set to 28.615 MHz. This offset was carefully chosen to minimise interference while maintain-
ing compatibility with the system’s filtering and signal processing capabilities. Lower offsets
risked placing the signal within the range of power line harmonics and mechanical vibrations,
introducing unwanted noise. Conversely, higher offsets would have increased susceptibility to
the effects of parasitic capacitances and inductances, which become more pronounced at higher
frequencies, leading to deviations from the desired filter response. Additionally, variations in
component tolerances could further impact filter characteristics, affecting overall system sta-
bility [215]. By selecting 15 kHz, we achieved a balance that optimised signal integrity while
minimising noise and distortion.

This frequency offset successfully shifted the detected signal away from the noise source,
allowing for cleaner signal extraction. The amplified signal appears at 15 kHz with an approx-
imate amplitude of -33 dB, while the surrounding noise floor is measured at -45 dB, yielding
an SNR of 12 dB. This result confirms that the system successfully amplifies low-level signals
while maintaining an SNR comparable to the previously calculated ideal value, demonstrating
its effectiveness in handling weak NMR signals.
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(a) (b)

(c)

Figure 4.7: (a) Spectrum analysis of low-noise amplification output with 45 nV input. Trans-
mitted NMR pulse in the time (b) and frequency (c) domains.

4.4 NMR Experiments

So far, we have focused on building and testing the individual components of the NMR system,
including the electrical system and the performance of the Lenz lens. These steps were critical
for validating the functionality of the key building blocks that make up the system. The electrical
system was designed to generate and process signals with precision, while the Lenz lens was
optimised to enhance sensitivity by efficiently detecting the weak signals emitted by the sample.
Each component was carefully evaluated to ensure it met the requirements for signal generation,
transmission, and detection.

Having verified the performance of these subsystems independently, the primary objective
of these experiments is now to evaluate the performance of the NMR system under realistic
conditions and to analyze the characteristics of the signals produced. By testing with various
samples, including water and oil, the experiments aimed to assess the system’s ability to generate
FID signals and provide insight into the signal quality, sensitivity, and overall functionality of the
setup. Additionally, these experiments offered an opportunity to identify potential limitations
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in the system, such as field inhomogeneities or electronic noise, and to explore avenues for
improvement.

4.4.1 Method

(a)

(b)

Figure 4.8: (a) Sealed glass capillary tube. (b) NMR experiment setup.

We tested our NMR system using two samples: deionised water and extra virgin olive oil.
Their distinct chemical structures make them well-suited for evaluating the system’s capabilities.
The samples were contained in glass capillary tubes (Fig. 4.8a) with an outer diameter of 2 mm,
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an internal diameter of 1.5 mm, and a length of 100 mm, resulting in a sample volume of 176.7
µL per tube. To prepare the samples, one end of each capillary tube was sealed by heating the
glass until it melted and then pinching it closed with tweezers. The tubes were filled using a
vacuum-assisted method: a syringe was first filled with the sample, and the open end of the
capillary tube was placed against the syringe lip. Pulling back the plunger removed air from the
tube, creating a vacuum, and upon releasing the plunger, the pressure difference drew the sample
in, ensuring efficient filling without air bubbles. Once filled, the open end was sealed using
heat shrink tubing to prevent evaporation and maintain sample stability, minimising potential
compositional changes that could affect the NMR measurements.

As seen in Fig. 4.8b, the capillary tubes were positioned at the center of the probe to ensure
optimal signal detection. The NMR probe itself was secured in place using a custom 3D-printed
structure, designed to ensure that the detection coil was perfectly aligned with the center of the
magnetic field. This precise positioning is critical to achieving the strongest and most uniform
signal, as even slight deviations from the magnetic field’s center can result in reduced sensitivity
and increased field inhomogeneities.

The first step of the experiment involved determining the resonant frequency of the system,
which is critical for accurately tuning the NMR apparatus to detect the precession of nuclear
spins. This was achieved by programming the SG to perform a frequency sweep in small incre-
ments of 1000 Hz, covering the range from 28.5 MHz to 29.2 MHz. The chosen sweep range
was based on prior estimations of the operating frequency of the system and ensured that the
actual resonance frequency would be identified without missing significant peaks.

At each frequency step, a 90-degree RF pulse was applied to excite the nuclear spins, fol-
lowed by a 1-second delay to allow the spins to relax back to their equilibrium state. This waiting
period was sufficient to ensure that any residual magnetisation from the previous pulse had de-
cayed, thereby avoiding overlap or distortion in the subsequent measurements. The systematic
and controlled nature of this frequency sweep allowed for precise identification of the resonance
frequency by observing the maximum signal amplitude in the acquired NMR response.The res-
onance frequency for this experimental setup was determined to be 28.621 MHz, reflecting the
specific magnetic field strength and sample conditions used in the experiment.

4.4.2 Results

The raw signals received at the oscilloscope, seen in Fig. 4.9, presents the FID signals for tap
water (Fig. 4.9a) and olive oil (Fig. 4.9c). In both cases, a sharp spike occurs just after 0.5
ms, marking the transition from excitation to signal acquisition. The signals then undergo a
damped oscillation, gradually decaying as transverse relaxation progresses. Notably, instead of
oscillating symmetrically around 0 V, both signals exhibit a DC and low-frequency transient
that decays alongside the primary oscillation. This indicates that an additional unwanted low-
frequency component is present, likely due to residual DC offsets in the system.
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The oscillatory behaviour in both signals is the result of the 15 kHz offset introduced be-
tween the LO and the RF input, confirming the correct downconversion of the NMR signal.
However, differences between the two samples are evident in the decay characteristics. The sig-
nal from the water sample reaches an initial peak of 6.5 mV and maintains visible oscillations
for approximately 2.5 ms before merging with the noise floor. In contrast, the olive oil sample
has a slightly lower peak amplitude of 5.5 mV and decays more rapidly, becoming indistin-
guishable from noise by 2 ms. This faster decay in oil suggests a shorter T ∗

2 relaxation time,
consistent with its higher viscosity and stronger intermolecular interactions, which accelerate
signal dephasing.

(a) (b)

(c) (d)

Figure 4.9: NMR time-domain signals from water (a-b) and oil (c-d) samples.

To process the signal, a 4th-order Butterworth bandpass filter was applied to the NMR signal
to isolate the frequency components centered around 15 kHz while attenuating unwanted lower
and higher frequencies. The filter was designed with a ±2.5 kHz bandwidth, ensuring that
only the relevant spectral content was preserved for further analysis. The Butterworth filter was
selected for its maximally flat frequency response, which minimises passband distortions while
effectively suppressing out-of-band noise.

Figures 4.9b and 4.9d illustrate the improvements in signal clarity and quality after filtering.
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The removal of unwanted low-frequency components allows for a clearer view of the damped
oscillation, making it easier to analyze signal decay characteristics. The red envelope overlaid on
the filtered signals highlights the expected exponential decay of the FID, a fundamental feature
of NMR signals that reflects transverse relaxation processes. The smooth decay envelope further
confirms that the filtering process has preserved the intrinsic relaxation dynamics of the signals
while removing extraneous noise.

We finally transformed the time-domain signal into the frequency domain creating a spec-
trum which showed a single broad peak for both the water (Fig. 4.10b) and oil (Fig. 4.10d). The
frequency of the peaks for water and oil samples were 14641.12 Hz and 14539.44 Hz, which is
close to the 15 kHz we were expecting.The low-frequency signal observed during the receiver
chain tests is also present in the measurement data, as shown in the graph. From this spec-
trum, we can calculate the T ∗

2 values by measuring the full-width half-maximum (FWHM) of
the resonance peak and using that value in the equation:

T ∗
2 =

1
π ·∆ fFWHM

(4.5)

In high-field NMR systems with excellent magnetic field homogeneity, the T2 of pure water
at room temperature is typically reported to be around 3.6 seconds [216]. This value reflects
the intrinsic relaxation behaviour of water under ideal conditions, where dephasing due to field
variation is minimal. In contrast, the T ∗

2 value measured in this study for distilled water was
0.489 milliseconds, a value that is several orders of magnitude shorter. This discrepancy is
primarily due to inhomogeneities in the B0 field inherent to the permanent magnet used, which
significantly accelerate dephasing and dominate the observed signal decay.

Similarly, literature values for olive oil report T2 times in the range of 50 milliseconds when
measured at low- field strengths such as 2 MHz and 100 MHz [217]. These values are consis-
tent with the relatively restricted molecular motion in viscous oils and represent the intrinsic
spin–spin relaxation under field-stable conditions. In our case, the measured T ∗

2 for the oil sam-
ple was 0.412 milliseconds, again much shorter than expected based on literature. The shortened
T ∗

2 reflects the same limitations encountered in the water sample: poor field homogeneity, ab-
sence of active shimming, and the use of a single-pulse acquisition scheme. These conditions
result in broadened spectral lines and faster signal decay, dominated by extrinsic dephasing ef-
fects.

These comparisons make it clear that the T ∗
2 values obtained here cannot be interpreted as

reliable indicators of the samples’ intrinsic relaxation times. A more accurate determination of
T2 would require the use of pulse sequences such as CPMG sequence, which refocuses dephasing
effects caused by spatial field variation. Although such measurements were not performed in this
study, they would be necessary for any future work involving quantitative comparison of sample
relaxation properties.

The frequency-domain spectra confirmed the system’s ability to detect the Larmor frequen-
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(a) (b)

(c) (d)

Figure 4.10: NMR frequency-domain spectrum from samples water (a-b) and oil (c-d) samples.

cies of the samples. However, the broad linewidths observed in the spectra, particularly for
the oil sample, indicate the effects of magnetic field inhomogeneities and system noise. These
broad linewidths reduce the spectral resolution, making it difficult to resolve the oil sample into
its individual chemical groups.

Spin sensitivity in NMR quantifies the minimum number of nuclear spins required to produce
a detectable signal within a given measurement bandwidth. It is a critical parameter for assessing
the system’s ability to detect weak signals, particularly in low-concentration samples. The spin
and concentration sensitivity of the NMR system were determined based on the detected FID
signal from the water sample contained in a capillary tube with an outer diameter of 2 mm, an
internal diameter of 1.5 mm, and an effective length of 1 mm within the detection coil. The
sample volume was recalculated as 1.77 µL.

The spin and concentration sensitivity of the system are given by

Sspin =
CH ·NA ·V
SNR ·

√
∆ f

(4.6)
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Sconc =
CH ·NA

SNR ·
√

∆ f
(4.7)

where CH = 1.1×105 mol/m3 is the molar density of nuclear spins, NA is Avogadro’s num-
ber (6.022×1023 spins/mol), and V is the sample volume = 1.77×10−9 m3. The bandwidth is
related to the spectrometer’s sampling frequency fs = 666 kHz, leading to an effective acquisi-
tion bandwidth of ∆ f = fs/2 = 333 kHz. Since noise scales with the square root of bandwidth,
the sensitivity equations normalise the spin detection limit per unit frequency. The spin sensi-
tivity describes the minimum number of spins required to achieve an SNR of 1 per unit band-
width, whereas the concentration sensitivity expresses this limit in terms of detectable molar
concentration. Unlike spin sensitivity, which depends on sample volume, concentration sensi-
tivity remains independent of volume but varies with the nuclear spin density of the medium.
Using these definitions, the spin sensitivity was calculated as 5.07× 1015 spins/

√
Hz, and the

concentration sensitivity was determined to be 4.77 M/
√

Hz.
The spin and concentration sensitivity values presented in this study are specific to the mea-

surements performed using distilled water, which was selected due to its high proton density, and
well-characterised relaxation properties. While these results provide a useful benchmark for as-
sessing the system’s performance, they cannot be directly generalised to all samples containing
hydrogen-1 nuclei. Sensitivity depends on several factors including proton concentration, re-
laxation times, and magnetic susceptibility, all of which vary across different substances. For
example, biological fluids or organic solvents may have shorter transverse relaxation times or
lower proton densities, both of which would influence the observed signal and thus the calcu-
lated sensitivity. Therefore, sensitivity measurements would need to be repeated for each new
sample type to ensure accuracy under practical conditions.

4.4.3 Discussion

The system demonstrates significant promise as a pathway toward creating more accessible and
cost-effective NMR systems, addressing the high costs and complexity associated with tradi-
tional setups. However, the current version of the system has limitations that must be addressed
to achieve performance levels comparable to commercial NMR systems, particularly in perform-
ing reliable and precise spectrometry experiments. One major limitation observed was the rapid
decay of the NMR signal. While the water sample exhibited a slower decay than the oil sample,
both decayed significantly faster than expected. Typically, water samples maintain coherence
for several seconds, whereas in our case, the signal lasted only 0.489 ms. This accelerated decay
is likely due to magnetic field inhomogeneities inherent to the magnet, as well as those intro-
duced by the PCB design and the use of a glass capillary tube. These inhomogeneities disrupt
the coherence of the precessing spins, leading to faster signal dephasing and reduced T ∗

2 times.
To mitigate this issue, a robust shimming mechanism is necessary to correct for magnetic field
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imperfections and ensure more uniform resonance conditions across the sample volume. Im-
plementing active or passive shimming techniques could help compensate for these variations,
improving signal longevity and overall spectral resolution.

Additionally, the presence of sharp peaks in the acquired signal indicates a high level of
noise, which affects the overall SNR and, consequently, the quality of the spectrometry data.
This noise can be attributed to several factors, including electronic interference, environmen-
tal noise, and insufficient isolation of the system. Improvements can be achieved by averaging
multiple acquisitions to enhance the SNR through noise reduction. Furthermore, implementing
a shielded enclosure around the system would help minimise external electromagnetic interfer-
ence, further improving signal clarity.

Beyond these immediate enhancements, other areas for improvement include refining the
probe design to better match the sample’s physical and magnetic properties, optimising the
electronic circuitry to reduce signal distortion, and using higher-quality materials to reduce
localised magnetic field distortions. These steps, combined with an iterative development ap-
proach, would move the system closer to the standards of commercial NMR platforms.

Despite these challenges, the current system provides a valuable proof-of-concept for a more
accessible and modular approach to NMR system design. It lays the groundwork for appli-
cations in educational environments, low-resource laboratories, and emerging fields such as
metabolomics, where affordability and simplicity are critical. As the system evolves, it has the
potential to unlock NMR’s analytical capabilities for a broader range of users and use cases,
democratising access to this powerful technology.

A comparison of various low-cost NMR systems reveals significant differences in design
choices, power efficiency, signal quality, and functional integration. Table 4.4 summarises key
parameters across different implementations, highlighting the strengths and limitations of each
system relative to the one presented in this work.

One of the most notable advantages of the present design is its exceptional power efficiency.
While some systems, such as [219], require up to 4 kW of power, and others like [218] operate
at 170 W, the system presented in this work achieves comparable functionality with only 0.5
W of power consumption. This dramatic reduction in power requirements is particularly ad-
vantageous for portability and integration into point-of-care and mobile diagnostic applications,
where energy efficiency is a critical constraint.

Despite its lower power consumption, the system maintains an SNR of 16 dB, which is
competitive given the power constraints. When evaluated in terms of SNR efficiency (dB/W),
this design achieves 32 dB/W—an order of magnitude improvement over most existing systems.
This efficiency ensures optimal signal quality without excessive power consumption, making the
system well-suited for battery-operated or resource-limited applications.

The operating frequency of the system places it within a range suitable for a broad set of
applications while maintaining compatibility with permanent magnets that provide moderate
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field strengths. In contrast, systems such as [220], which operates at 400 MHz, require a 9.4 T
superconducting magnet, making them less practical for portable or cost-sensitive applications.
Conversely, lower-frequency systems such as [218] and [222] operate in much weaker fields,
limiting their resolution and overall applicability. By balancing frequency range, field strength
compatibility, and power efficiency, this work offers a versatile and practical NMR solution.

Unlike previous designs that rely on discrete or less integrated solutions, this work leverages
the Xilinx Zynq 7010, a system-on-chip (SoC) solution that integrates both FPGA and ARM
processing capabilities. This choice enables real-time digital signal processing and flexible
software-defined control, offering greater computational power and adaptability than alterna-
tives such as the STM32F745 [218] and Teensy 4.1 [221], which are more limited in processing
capability and flexibility.

In terms of RF front-end design, this system incorporates transmit and receive amplification,
mixing, filtering, and switching, ensuring that all essential signal processing components are
fully integrated. Many competing designs lack one or more of these critical elements. For ex-
ample, [219] omits both amplification stages, while [220] lacks Rx amplification. The ability to
handle all signal processing within a compact and modular architecture enhances the versatility
of this system, making it more robust and adaptable for various NMR applications.

This work presents a system optimised for low power consumption, high SNR efficiency, and
full integration of key RF functionalities, making it a strong candidate for practical and scalable
applications. Unlike power-intensive or limited-functionality alternatives, this design enables a
fully operational, low-cost NMR platform that balances performance, efficiency, and usability.
Additionally, the modular architecture ensures that individual components can be easily replaced
or upgraded, enhancing system adaptability and long-term flexibility.

4.5 Conclusion

In this chapter, we designed, assembled, and characterised the electronics required to support
our NMR system. By working backwards from the known performance of our NMR probe, we
determined the necessary specifications for each component, ensuring that the system achieved
both high sensitivity and low cost. A modular design approach was adopted to enhance repro-
ducibility and accessibility, allowing the system to be constructed from commercially available
components.

Impedance matching was a critical aspect of the design, as efficient power transfer between
modules is essential for minimising signal loss. Through careful analysis using Smith charts and
S-parameter measurements, we identified the required matching networks and validated their
performance through Monte Carlo simulations. The implemented matching circuits successfully
maintained a return loss below −10 dB across the target frequency range of 28 to 29.2 MHz.

The transmitter chain was tested by generating a 0.5 µs RF pulse to evaluate the perfor-
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mance of the power amplifier and overall signal transmission. The pulse exhibited the expected
sinusoidal behavior, confirming that the system was producing the correct excitation signal.
However, minor overshoot and ringing were observed, indicating transient effects likely due to
amplifier response time or small impedance mismatches. Frequency analysis showed a dominant
peak at 28.6 MHz, with smaller spectral components resulting from the finite pulse duration. A
small DC offset was also detected, suggesting potential for further optimisation in filtering and
biasing.

The receiver chain was tested using a simulated NMR signal to evaluate its ability to amplify
weak inputs while maintaining signal integrity. Through controlled attenuation, input signals
were reduced to levels comparable to real-world NMR experiments, allowing for a realistic
assessment of system performance. The results confirmed that the receiver chain could detect
and amplify signals as low as 45 nV while maintaining an SNR of 12 dB.

One challenge encountered during testing was the presence of low-frequency noise, which
was effectively mitigated by introducing a 15 kHz offset between the transmitted and local os-
cillator frequencies. Additionally, a residual DC component was observed despite the use of
DC-blocking networks, highlighting a potential area for further refinement.

Overall, the results demonstrate that the system meets the design requirements and is capa-
ble of handling the weak signals inherent to NMR experiments. The modular approach ensures
flexibility and scalability, making the system adaptable to different experimental conditions.
Moving forward, further improvements in signal stability, transient response, and noise reduc-
tion could enhance overall performance, paving the way for more robust and reproducible NMR
measurements.

The experiments conducted validated the NMR system’s ability to generate, acquire, and
process free induction decay signals, confirming its fundamental functionality. By testing with
both water and oil samples, we successfully demonstrated the system’s capability to differentiate
between materials based on their transverse relaxation properties. The distinct decay characteris-
tics observed in the two samples aligned with their expected molecular dynamics, reinforcing the
accuracy of the measurements. Additionally, the results confirmed that the system’s resonance
frequency was correctly identified and that the applied downconversion scheme functioned as
intended, enabling clear signal detection in both the time and frequency domains.

Analysis of the NMR spectrum provided further quantitative insight into the system’s perfor-
mance. The frequency-domain spectra for both samples exhibited broad peaks, with full-width
half-maximum values of 650.72 Hz for water and 772.73 Hz for oil. These values correspond
to T ∗

2 relaxation times of 0.489 ms and 0.412 ms, respectively. The broader linewidth observed
in the oil sample is consistent with its higher viscosity and stronger intermolecular interactions,
which accelerate signal dephasing. However, the relatively large linewidths in both samples
suggest that magnetic field inhomogeneities are significantly impacting spectral resolution. Ad-
dressing these inhomogeneities, potentially through improved magnet calibration or passive field
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stabilisation techniques, could lead to sharper spectral peaks and more precise measurements.
The system’s spin sensitivity was calculated as 5.07× 1015 spins/

√
Hz, while the concen-

tration sensitivity was determined to be 4.77 M/
√

Hz. These results indicate that the system is
capable of detecting weak signals, though improvements in signal-to-noise ratio would further
enhance its detection capabilities. The presence of low-frequency artifacts in the acquired sig-
nals, despite filtering, suggests residual DC offsets or noise sources within the receiver chain.
Additional improvements, such as enhanced shielding, better grounding, and refined filtering
techniques, could further increase signal clarity and reduce these unwanted signal components.

Despite these challenges, the system demonstrated significant advantages compared to ex-
isting low-cost NMR platforms. The power consumption of only 0.5 W, coupled with an SNR
efficiency of 32 dB/W, highlights the system’s strong performance with minimal energy require-
ments. This efficiency makes the system particularly well-suited for portable and resource-
constrained applications, such as point-of-care diagnostics or remote sensing. Additionally, the
modular architecture allows for incremental improvements in individual components, ensuring
flexibility in future development.

While this work successfully demonstrates a low cost, modular NMR system with promis-
ing sensitivity for small volume samples, several technical limitations must be resolved before
the system can be deployed for diagnostic purposes. Notably, discrepancies between simulated
and measured results, particularly in impedance matching and magnetic field distribution, high-
light the need for improved modeling and tighter control over fabrication tolerances. These
mismatches affected both the signal uniformity and the power transfer efficiency, which in turn
influence the quality of the acquired NMR signals. Additionally, the spectral resolution achieved
is not yet sufficient for the detailed metabolic profiling required in real diagnostic scenarios. Nar-
rower linewidths and reduced field inhomogeneities will be essential in order to resolve small
chemical shifts and subtle biomarker differences, especially in early stage disease detection.

This limitation is particularly important given the system’s intended application in detecting
early signs of prostate cancer through metabolite profiling. While this work lays the groundwork
by demonstrating detection capabilities in microlitre scale samples, the current signal quality
and resolution are insufficient to distinguish diagnostically relevant compounds in complex bi-
ological fluids. Furthermore, while Lenz lenses were investigated as a method of passive signal
enhancement, they may not offer the optimal tradeoff between amplification and homogeneity.
Future iterations of the system should explore other strategies for improving sensitivity, such as
cryogen free hyperpolarization techniques, optimized coil geometries, or active electronic am-
plification at the probe level. These refinements will be crucial to transforming this proof of
concept system into a reliable diagnostic tool capable of supporting clinical workflows.
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Conclusion & Future Work

Conclusion

This thesis presented the design, development, and validation of a modular, low-cost NMR sys-
tem specifically tailored for metabolomics applications. Metabolomics requires highly sensitive
detection methods to analyze complex biochemical mixtures, making NMR an ideal technique
due to its ability to provide quantitative and non-destructive molecular profiling. However, tra-
ditional NMR systems are often expensive, complex, and inaccessible to many research groups.
This work aimed to address these challenges by developing an affordable and modular NMR
platform that maintains high sensitivity while being adaptable to different metabolomic applica-
tions.

A key component of this work was the design of a high-sensitivity NMR probe that max-
imised signal detection while remaining cost-effective. The probe incorporated a Lenz lens to
enhance magnetic flux concentration, improving sensitivity without increasing power consump-
tion. The design process began with the integration of the LL with the primary coil on a single
flat substrate, ensuring precise alignment and streamlined fabrication. The receiver circuit was
carefully developed with impedance matching networks to optimise power transfer, employing a
π-match network to transform the coil’s impedance to 50 Ω while filtering out higher-order har-
monics. Simulations using CST Studio Suite confirmed significant improvements in magnetic
field strength and power transfer efficiency, with the LL increasing the magnetic flux density in
the focusing region by a factor of 9.09. The S21 parameter showed an improvement of 25.925 dB
with the LL, indicating enhanced power transfer and reduced signal reflection compared to se-
tups without the lens. Experimental validation demonstrated that incorporating the LL increased
the detected power from -18.854 dBm (0.0130 mW) to -2.770 dBm (0.528 mW), representing
over a 40-fold amplification of received power.

In the second iteration of the design, fabrication limitations were addressed by outsourcing
PCB manufacturing, allowing for greater precision and consistency. The transition from in-
house techniques to a multi-layer PCB layout enabled the integration of the transmitter coil and

105
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LL onto a single PCB, eliminating alignment issues and simplifying both design and assembly.
To further enhance system performance, the coil geometry was refined by shifting from a square
spiral to a round spiral transmitter coil, which provided a more uniform magnetic field. In con-
trast to the first iteration, which prioritised signal amplification, the second design focused on
improving field uniformity. This led to a 3.8-fold enhancement in magnetic field homogeneity,
reducing spatial variation from 140 ppm to 36.7 ppm within the central detection region. This
improvement, however, came with a trade-off in peak signal strength. The second probe gen-
erated a maximum field of 0.724 mT, lower than the 1.92 mT produced by the coil-only setup.
Nevertheless, the second design offered a more stable and uniform field distribution, which is
essential for preserving signal quality in practical NMR measurements.

By working backwards from the probe’s known performance, the necessary specifications
for each component were determined to achieve both high sensitivity and low cost. A modular
design approach was adopted, enabling reproducibility and accessibility by utilising commer-
cially available components.

By systematically working backwards from the known performance requirements of the
NMR probe, we established the necessary specifications for each electronic component, en-
suring efficient power transfer, optimised signal amplification, and overall system reliability.
Our focus was placed on using commercially available modules to enhance reproducibility, re-
duce fabrication complexity, and lower the barriers to adoption for researchers and engineers
outside specialised NMR laboratories. A key aspect of the design was impedance matching,
which was critical for efficient power transfer and minimal signal loss. Smith chart analysis and
S-parameter measurements guided the development of matching networks, which were validated
through Monte Carlo simulations. The implemented circuits successfully maintained a return
loss below −10 dB across the operating frequency range of 28 to 29.2 MHz.

The transmitter chain was evaluated by generating a 0.5 µs RF pulse, confirming correct
excitation signal generation. While the pulse exhibited the expected sinusoidal behavior, mi-
nor overshoot and ringing were observed, indicating transient effects that may require further
optimisation. Frequency analysis revealed a dominant peak at 28.6 MHz, with smaller spec-
tral components arising from the finite pulse duration. A small DC offset was also detected,
suggesting areas for refinement in filtering and biasing.

The receiver chain was tested with a simulated NMR signal to evaluate its amplification ca-
pabilities. Input signals were attenuated to mimic real-world NMR conditions, and the system
successfully detected and amplified signals as low as 45 nV while maintaining an SNR of 12
dB. One challenge encountered was the presence of low-frequency noise, which was mitigated
by introducing a 15 kHz offset between the transmitted and local oscillator frequencies. Ad-
ditionally, residual DC components were observed despite the use of DC-blocking networks,
highlighting the need for further improvements in signal conditioning.

The system’s performance was evaluated through experimental measurements of line width,
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transverse relaxation times, and sensitivity for samples of tap water and grocery store olive oil.
For the water sample, the FWHM of the resonance peak was measured as 650.72 Hz, yielding
a T ∗

2 value of 0.489 ms. The oil sample exhibited a broader FWHM of 772.73 Hz, resulting
in a shorter T ∗

2 of 0.412 ms, consistent with the expected differences in molecular mobility
and dipole-dipole interactions between the two samples. These results align with the fact that
water has a longer T ∗

2 due to its faster molecular motion and weaker intermolecular interactions,
whereas the increased viscosity of oil restricts molecular motion, leading to faster dephasing and
a shorter T ∗

2 .
Sensitivity analysis further demonstrated the system’s ability to detect weak NMR signals.

The spin sensitivity was determined to be 5.07×1015 spins/
√

Hz, while the concentration sen-
sitivity was measured at 4.77 mM/

√
Hz. These values indicate that the system is capable of

detecting nuclear spins at practical acquisition bandwidths, highlighting its potential for appli-
cations requiring low-concentration sample detection. Although improvements can still be made
to further enhance sensitivity and reduce noise, these results validate the system’s effectiveness
in capturing and analysing weak NMR signals in a cost-effective and modular design.

This work demonstrates that a modular, low-cost approach to NMR system design is not
only feasible but also provides a practical path toward making NMR technology more accessi-
ble for metabolomics research. By leveraging commercially available components and simplify-
ing system assembly, this approach reduces the complexity of traditional NMR hardware while
maintaining competitive performance. Future work could focus on further improving noise re-
jection, enhancing automation and control through software integration, and expanding the sys-
tem’s adaptability to different field strengths and sample types. With continued refinement, this
modular framework has the potential to lower the entry barriers to NMR-based metabolomics,
facilitating broader adoption in biomedical research, clinical diagnostics, and industrial applica-
tions.

Future Work

While the current NMR system demonstrates significant potential as a cost-effective and ac-
cessible alternative to traditional setups, several areas require further development to improve
performance, enhance reliability, and expand its capabilities. These improvements will focus
on addressing the fundamental limitations of the current design and optimising the system for
broader applications.

A primary focus for future work will be addressing magnetic field inhomogeneities, which
significantly affect the accuracy and reliability of the NMR signal. The current system lacks a
robust mechanism to ensure field uniformity, leading to broadened spectral lines and rapid signal
decay. This limits the spectral resolution of the system, which is currently on the order of several
hundred hertz, far from the sub-hertz resolution required to distinguish narrow spectral features
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in complex samples. Improving spectral resolution will require both enhanced field homogeneity
and reduced susceptibility to external perturbations. Introducing shimming, particularly active
shimming, would allow for dynamic correction of magnetic field variations across the sample
volume, enabling more uniform precession and sharper spectral peaks.

In addition to inhomogeneity, field drift presents another significant challenge in systems
that use portable permanent magnets. Even small variations in the field over time can shift the
resonance frequency during data acquisition, making it difficult to coherently average multiple
scans. This is particularly problematic in low-field systems where the SNR is inherently low
and signal averaging is essential to extract usable data. Without field stability, the accumu-
lated signal averages destructively, negating the benefits of extended acquisition. Bridging this
gap will require the integration of drift compensation mechanisms, either through temperature
regulation of the magnet or real-time frequency tracking and correction during acquisition. Ad-
dressing both field homogeneity and drift will be essential for advancing this platform toward
high-resolution, quantitative NMR measurements in small volumes.

Noise reduction remains a significant challenge in the current system, directly impacting
the SNR and the clarity of the NMR output. Future iterations of the system will incorpo-
rate a shielded enclosure to minimise electromagnetic interference from external sources. This
shielding will be essential for isolating the sensitive NMR electronics from environmental noise,
especially in low-resource or shared laboratory environments. Additionally, the integration of
higher-quality components, such as low-noise amplifiers and more precise analog-to-digital con-
verters, will be explored to further reduce noise. Signal averaging techniques, which combine
multiple acquisitions to enhance SNR, will also be a key area of investigation, particularly for
applications involving weak signals or low-concentration samples.

The current system relies on multiple discrete components, which introduces inefficiencies
and potential sources of signal distortion. A key step in future development will involve inte-
grating these components into a PCB. This integration will streamline the system, reduce signal
loss due to interconnects, and improve overall performance. Moreover, integrating all essential
elements into a single PCB will enhance the system’s robustness and make it more suitable for
deployment in various environments.

Addressing the differences in magnetic permeability between the PCB, glass tube, and mag-
net will also be crucial for minimising field distortions and improving signal uniformity. De-
veloping a method to match these differences, either through material selection or structural
design, will help ensure that the magnetic environment within the sample region remains con-
sistent. Such improvements could involve using specialised coatings, engineered materials, or
adjustments to the probe design to better align the magnetic properties of the various compo-
nents.

Refining the probe design remains a critical area of focus. While this work investigated the
use of Lenz lenses to enhance magnetic flux concentration and signal pickup, the results showed
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that this approach does not offer a universally optimal solution. Although some configurations
improved field homogeneity, others introduced signal loss or inconsistent amplification, sug-
gesting that passive magnetic focusing through Lenz lenses may not scale effectively across all
applications. Future work should therefore explore alternative strategies, such as reconfigurable
coil geometries, active amplification circuits placed closer to the detection region, or novel res-
onator structures that balance field uniformity and signal strength. Additionally, optimising the
physical geometry of the probe to reduce field distortions and improve signal consistency re-
mains essential. Exploring different construction materials with low magnetic susceptibility and
high thermal stability could also help minimise inhomogeneities caused by susceptibility mis-
matches. Together, these improvements would enhance signal quality, increase experimental
reproducibility, and push the system closer to meeting the demands of reliable clinical diagnos-
tics.

Beyond addressing these technical challenges, future work will also focus on expanding the
system’s application space. For instance, incorporating advanced pulse sequences and enabling
multi-dimensional NMR experiments would extend its utility for more complex analyses. The
system’s modular design philosophy makes it well-suited for these upgrades, allowing for the
addition of new functionalities without significant redesign.

Finally, validation of the system in real-world scenarios will be a key step. This includes
testing the device with a wider variety of samples and benchmarking its performance against
commercially available NMR systems. Collaborations with external laboratories and researchers
could provide valuable insights into the system’s performance and guide its refinement for spe-
cific use cases. These efforts will not only improve the system’s reliability but also establish its
potential for broader adoption in educational, research, and clinical settings. By addressing these
areas, the system can evolve into a versatile, robust platform capable of meeting the demands of
modern NMR applications while maintaining its focus on affordability and accessibility.
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Appendix

6.1 Appendix A: NMR Signal Theoretical Analysis

6.1.1 Introduction and NMR Spectroscopy

The goal of this section is to derive the expressions for the RMS NMR signal and RMS noise,
which are critical parameters for evaluating the sensitivity of the NMR receiver. These deriva-
tions will provide a foundation for understanding how different system parameters influence
the signal quality and noise characteristics. This analysis is based on the fundamental princi-
ples of NMR signal generation and the relationship between the sample’s magnetisation and the
magnetic field of the detection coil, as derived by Hoult and Richards [224].

In addition to studying the FID time-domain characteristics, the Fourier Transform can be
applied signal to a one-dimensional NMR frequency spectrum [160] . This spectrum consists of
a series of peaks, each corresponding to specific resonance frequencies of the nuclei in the sam-
ple. Interpreting this spectrum provides a wealth of information about the molecular structure,
including details on the types and quantities of nuclei present, their chemical environments, and
their spatial relationships with neighboring atoms.

Chemical Shifts and Molecular Environment

One of the most fundamental aspects of an NMR spectrum is the chemical shift, which is in-
dicated by the position of each peak along the horizontal axis of the spectrum. Chemical shift
values are measured in parts per million (ppm) and are relative to a standard reference com-
pound, such as tetramethylsilane (TMS) in 1H and 13C NMR. TMS is chosen as a reference
because its protons and carbons are highly shielded and typically produce a signal at 0 ppm,
serving as a baseline for comparison [225].

Chemical shifts provide insights into the local electronic environment surrounding each nu-
cleus. The exact position of each peak on the ppm scale reflects how ”shielded” or ”deshielded”
a nucleus is by surrounding electrons:
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• Shielded Nuclei: Nuclei surrounded by higher electron density experience a reduced ef-
fective magnetic field because the electrons produce a counteracting local magnetic field.
This shielding effect reduces the Larmor frequency and moves the resonance signal up-
field, or to lower ppm values. For example, protons in nonpolar environments, such as in
methyl (-CH3) or methylene (-CH2) groups, tend to be more shielded and exhibit chemical
shifts in the range of 0-3 ppm in 1H NMR [226].

• Deshielded Nuclei: Nuclei near electronegative atoms (such as oxygen, nitrogen, or halo-
gens) or in electron-poor environments experience less shielding, resulting in a higher
effective magnetic field at the nucleus. This deshielding effect increases the Larmor fre-
quency and shifts the resonance signal downfield, or to higher ppm values. For instance,
protons attached to carbons adjacent to electronegative atoms typically show shifts in the
range of 3-5 ppm, while protons in aldehydes can appear as far downfield as 9-10 ppm
[226].

Figure 6.1: Chemical shifts of different groups in 1H NMR [227].

Chemical shifts are invaluable for identifying functional groups and assessing the electronic
characteristics of the sample. By comparing observed chemical shifts to known values in ref-
erence tables, researchers can identify specific chemical environments, infer the presence of
functional groups, and distinguish between different molecular regions.

Spin-Spin Coupling and Peak Splitting

Another defining feature of NMR spectra is spin-spin coupling, or J-coupling, which results
in the splitting of peaks into multiplets. Spin-spin coupling occurs when magnetic nuclei are
close enough that the spin state of one nucleus affects the local magnetic field experienced by
a neighboring nucleus. This interaction creates additional sub-levels in the energy states of the
nuclei, leading to the splitting of each resonance signal [228].
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Figure 6.2: 1H NMR spectrum of Reformate revealing peaks associated with different groups
[227].

The coupling pattern provides detailed connectivity information, allowing researchers to
identify the number and spatial arrangement of neighboring nuclei. In 1D 1H NMR, common
splitting patterns include:

• Doublet: Indicates one neighboring proton (spin-1/2 nucleus) causing a single split, with
an intensity ratio of 1:1.

• Triplet: Indicates two equivalent neighboring protons, with an intensity ratio of 1:2:1.

• Quartet: Indicates three equivalent neighboring protons, with an intensity ratio of 1:3:3:1.

The spacing between these split peaks is defined by the coupling constant J, measured in
Hertz (Hz), which provides information about the strength of the interaction. For example, the
coupling constant for protons on adjacent carbons in a simple alkyl chain typically ranges from
6 to 8 Hz [229]. The value of J depends on the bonding and distance between coupled nu-
clei; larger J-values often indicate stronger coupling or proximity within the molecular structure
[230].
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The specific coupling pattern reveals the number of neighboring nuclei, making it possi-
ble to deduce how atoms are connected within the molecule. For instance, in an ethyl group
(-CH3-CH2), the -CH3 protons will appear as a triplet (due to two neighboring -CH2 protons),
while the -CH2 protons appear as a quartet (due to three neighboring -CH3 protons). Such
coupling patterns are essential for mapping out molecular connectivity, particularly in organic
chemistry, where they aid in determining structure and stereochemistry [231].

Figure 6.3: Peak splitting in a 1H NMR spectrum of 1,1,2-trichloroethane [232].

Peak Integration and Quantitative Analysis

In a 1D NMR spectrum, each peak’s integration (or area under the peak) is directly proportional
to the number of equivalent nuclei contributing to that signal [233]. Integration provides quan-
titative information, particularly in 1H NMR, where the number of protons associated with each
peak can be deduced by comparing the relative peak areas.

For example, if a spectrum shows two peaks with integration values in a 3:1 ratio, this
suggests that one peak corresponds to a group of three equivalent protons (such as a methyl
group, -CH3), while the other corresponds to a single proton (such as in a methine group, -CH).
Integration allows for detailed quantitative analysis, aiding in the confirmation of molecular
formulas, relative ratios of different functional groups, and even the purity of the sample [234].

In practice, the spectrometer software calculates and displays integration values as either
absolute or relative units [235]. Analysts often use these values to assign specific peaks to
known atomic groups within the molecule. For instance, in an unknown organic compound,
peaks with integration ratios of 3:2:2:1 might suggest the presence of a methyl group (3 protons),
two methylene groups (2 protons each), and a single methine or hydroxyl group (1 proton). This
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quantitative aspect of NMR is especially useful in compound verification and purity assessment,
as well as in characterising mixtures or unknown compounds.

Interpreting an NMR spectrum involves a synthesis of information from chemical shifts,
integration, and coupling patterns to construct a coherent picture of the molecular structure.
Analysts often begin by examining the chemical shifts to identify functional groups or specific
structural motifs. Integration values then provide quantitative information, verifying the number
of nuclei within each environment and confirming molecular ratios. Finally, coupling patterns
establish connectivity, enabling researchers to map out atomic arrangements and infer spatial
relationships [236]. By combining these aspects, a 1D NMR spectrum can reveal intricate details
about a molecule’s framework, symmetry, and electronic distribution [237]. The combination
of peak positions, intensities, and splitting patterns enables chemists to accurately determine
not only the presence of specific functional groups but also their exact arrangement within the
molecule, providing a comprehensive view of molecular structure.

Figure 6.4: Automated NMR spectral analysis in MnoVa NMR (Mestrelab Research S.L.).

6.2 Appendix B: Theoretical Basis for Impedance Matching

6.2.1 Introduction and RF Theory

Impedance matching is a foundational principle in RF system design that ensures efficient power
transfer between components. Without proper matching, significant portions of the transmitted
power are reflected back toward the source, leading to inefficiencies and degraded system per-
formance. This becomes particularly important in high-frequency systems, such as those used
in Nuclear Magnetic Resonance (NMR), where signal integrity is paramount. In this section, we
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will explore the theoretical concepts that underpin impedance matching, starting with the maxi-
mum power transfer theorem and moving through key factors like the reflection coefficient and
quality factor. We will also touch on the differences between theory and practice, highlighting
potential challenges faced in real-world applications.

The Maximum Power Transfer Theorem

The concept of impedance matching begins with the maximum power transfer theorem. This
theorem states that to achieve the greatest possible transfer of power from a source to a load, the
load impedance (ZL) should be equal to the complex conjugate of the source impedance (ZS):

ZL = Z∗
S (6.1)

In simpler terms, this means that both the resistive and reactive parts of the impedances
should be appropriately matched. For example, if the source has a resistive component of 50 Ω

and an inductive component (which contributes reactance), the load should mirror this, with an
impedance that cancels out the reactance and matches the resistance.

This theorem is particularly useful in RF systems like NMR, where power transfer efficiency
directly impacts the signal strength reaching the detection coil. However, while the maximum
power transfer theorem provides a solid theoretical basis, it is important to remember that in
practical situations, achieving perfect matching isn’t always the primary objective. For instance,
in some systems, noise minimisation or bandwidth maximisation may take precedence over
maximum power transfer.

Reflection Coefficient and Standing Wave Ratio

When there is a mismatch between the source and load impedances, some of the signal gets
reflected back to the source, rather than being fully transmitted to the load. This reflection can
be quantified using the reflection coefficient (Γ), which is a measure of the amplitude of the
reflected signal relative to the incident signal:

Γ =
ZL −ZS

ZL +ZS
(6.2)

A reflection coefficient of zero (Γ = 0) indicates perfect matching—none of the signal is
reflected back, and all the power is delivered to the load. However, as the reflection coefficient
increases, so does the inefficiency of power transfer, and more power is reflected. The Voltage
Standing Wave Ratio (VSWR), which is derived from the reflection coefficient, offers another
way to measure this inefficiency:

VSWR =
1+ |Γ|
1−|Γ|

(6.3)
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A VSWR of 1:1 represents perfect impedance matching. Higher VSWR values suggest
greater mismatch and, consequently, more signal loss. In practical applications, including NMR
systems, a VSWR below 1.5 is typically acceptable, though precise requirements can vary based
on system design goals.

Impedance Transformation and Matching Networks

In practice, source and load impedances rarely match by default, which is where impedance
matching networks come into play. These networks are designed to adjust the impedance of
either the source or the load so that they match, allowing for optimal power transfer. Various
matching network topologies exist, each suited to specific applications and impedance transfor-
mation requirements. Common types include L-networks, Pi-networks, and T-networks, which
differ in complexity and bandwidth performance.

For instance, an L-network consists of two reactive elements, typically a capacitor and an in-
ductor, configured to provide a simple, narrowband impedance match. The relationship between
the Q factor and impedance transformation in an L-network is given by:

ZL

ZS
= Q2 +1 (6.4)

Here, the quality factor Q represents the sharpness of the impedance transformation. Higher-
Q networks provide excellent impedance matching over narrow frequency ranges but can be
sensitive to small changes in component values. Lower-Q networks offer broader bandwidth but
may compromise the precision of the match.

Quality Factor and Bandwidth

One of the key trade-offs in designing impedance matching networks is between the quality
factor (Q) and bandwidth. A high-Q network is capable of transforming impedance with great
accuracy but only over a limited range of frequencies. In contrast, a low-Q network can match
impedances over a broader frequency range, albeit with reduced precision. The relationship
between Q and bandwidth is defined by:

Bandwidth =
f0

Q
(6.5)

where f0 is the center frequency. For NMR systems, this trade-off must be carefully bal-
anced. A high-Q network might offer the precise matching required for maximum signal sensi-
tivity but at the cost of being highly sensitive to component variations. This makes it necessary
to consider practical factors like the tolerance of components, which we will discuss shortly.
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The Smith Chart: A Practical Tool for Matching

Designing impedance matching networks often relies on the use of the Smith Chart, a power-
ful graphical tool that simplifies the visualisation of complex impedance transformations. By
plotting the normalised source and load impedances on the Smith Chart, engineers can quickly
determine the necessary reactive components to achieve a match. Each point on the Smith Chart
represents a specific impedance value, and movements on the chart correspond to adding capac-
itive or inductive elements.

For example, starting from the normalised impedance of the load, the engineer can trace a
path along the Smith Chart toward the source impedance by sequentially adding reactive com-
ponents. This process allows for an intuitive and visual method of designing matching networks.
Importantly, the Smith Chart also displays Q-circles, which represent constant-Q paths, provid-
ing insight into how different matching network designs impact bandwidth and efficiency.

Practical Considerations and Real-World Challenges

While the theoretical foundation of impedance matching provides clear guidelines, real-world
designs must contend with several practical limitations. Two of the most significant factors that
can affect the performance of an impedance matching network are parasitics and component
tolerances.

• Parasitics: At RF frequencies, even the most well-designed components can exhibit par-
asitic behaviors. Inductors, for example, may have unintended capacitive effects, while
capacitors might possess inductive parasitics. These parasitics alter the impedance of the
components and can cause deviations from the intended design. As a result, adjustments
are often necessary to account for these effects, particularly when working with high-
frequency circuits like NMR systems.

• Component Tolerances: Real-world components are rarely manufactured to exact specifi-
cations. Even small deviations in component values, due to manufacturing tolerances, can
lead to significant mismatches in high-Q networks. To ensure robust performance despite
these variations, Monte Carlo simulations are often employed. These simulations allow
designers to analyze how the matching network will perform under a range of possible
component values, ensuring that it remains effective within the required tolerances.

Conclusion

Impedance matching forms the cornerstone of efficient RF circuit design, with its theoretical ba-
sis grounded in the maximum power transfer theorem, reflection coefficient, and quality factor.
However, transitioning from theory to practice introduces new challenges, including parasitics
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and component tolerances, that must be carefully managed to achieve the desired system per-
formance. In the next section, we will explore how these principles are applied in the context of
NMR system design, with a focus on practical tools, methodologies, and real-world examples
drawn from academic research.

6.2.2 Design Process for Impedance Matching Networks in the NMR Sys-
tem

The design of impedance matching networks for the NMR system follows a structured, step-by-
step process. This section provides a detailed walkthrough of each phase, focusing on practical
applications, challenges, and the solutions applied. We will also cover S-parameters in more
detail, presenting them in matrix form, and explore how Q-circles guide decisions around band-
width and impedance matching.

Step 1: Initial Impedance Measurements Using the VNA

The process begins by obtaining precise impedance measurements using a VNA. The VNA mea-
sures the reflection and transmission properties of RF components within the desired frequency
range (28 to 29.2 MHz for the NMR system), providing critical S-parameters that describe how
signals interact with the network.

Understanding S-Parameters

In RF system analysis, S-parameters (scattering parameters) are essential because they quantify
how signals reflect and transmit through each port of the network. For a typical two-port device,
the S-parameters are represented by a 2x2 matrix:

S =

[
S11 S12

S21 S22

]
(6.6)

Where:

• S11 represents the input reflection coefficient (how much of the signal is reflected back at
port 1),

• S12 represents the reverse transmission (how much signal travels from port 2 to port 1),

• S21 represents the forward transmission coefficient (how much of the signal travels from
port 1 to port 2),

• S22 represents the output reflection coefficient (how much of the signal is reflected back
at port 2).
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In impedance matching, the most crucial parameter is S11, which measures how much of the
input signal is reflected back. Ideally, we aim to minimis S11 to achieve efficient power transfer
between the source and load. A value of S11 below -10 dB is typically acceptable in RF systems,
meaning that less than 10% of the signal is reflected.

The relationship between S11 and the reflection coefficient Γ is defined as:

S11 = 20log(|Γ|) (6.7)

Initial Measurement Challenges

In this design, we used a NanoVNA (CHELEGANCE JNCRADIO VNA 3G, Chelegance Co.
Ltd, Shenzhen, China) instead of a traditional, larger VNA. The NanoVNA was chosen due to
its compact size, affordability, and sufficient frequency coverage for the system’s needs. Despite
its smaller form factor, the NanoVNA provides accurate S-parameter measurements, making it
ideal for field work or environments where larger VNAs are impractical.

While traditional VNAs often offer a wider frequency range and additional features, the
NanoVNA’s portability and cost-effectiveness make it particularly suitable for targeted, lower-
frequency applications like NMR systems operating around 28.6 MHz. Additionally, the de-
vice’s ease of use and robust software interface allow for real-time impedance analysis, which
was a key factor in choosing it for this project.

Parameter Specification Conditions
Frequency range 50 kHz – 3 GHz
RF output power -10 dBm 50 kHz – 140 MHz

-9 dBm 140 MHz – 1 GHz
-12 dBm 1 GHz – 2 GHz
-14 dBm 2 GHz – 3 GHz

Frequency accuracy <±0.5 ppm
S21 dynamic range 80 dB 50 kHz – 1.5 GHz

70 dB 1.5 GHz – 3 GHz
S11 dynamic range 50 dB 50 kHz – 1.5 GHz

40 dB 1.5 GHz – 3 GHz
Sweep points 501 11 – 501 configurable

Table 6.1: NanoVNA Specifications

This table highlights the key features of the NanoVNA that made it suitable for the impedan-
ce measurements in this project. The device’s wide frequency range and portability allowed for
flexible and accurate testing, while its compatibility with PC software facilitated smooth data
export and integration into the design and simulation workflow.

As with any VNA, proper calibration is essential to ensure accurate impedance data. Using
short-open-load-through calibration standards, we accounted for the effects of cables, connec-
tors, and other components in the measurement setup. This ensures that the impedance data
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reflects the actual behaviour of the system, free from distortions introduced by the measurement
setup itself.

Step 2: Designing the Matching Network Using the Smith Chart in ADS

Once the impedance data has been measured, the next step involves importing this data into
Advanced Design System (ADS) for analysis. The Smith Chart in ADS provides a visual repre-
sentation of the measured impedance and is used to design the impedance matching network.

Using the Smith Chart and Q-Circles for Impedance Matching

The Smith Chart is an indispensable tool for designing RF matching networks, as it allows de-
signers to map the measured load impedance and navigate toward the desired source impedance.
By plotting the impedance values on the Smith Chart, reactive components, such as inductors
and capacitors, can be added to the circuit to shift the impedance to a matched condition.

A key concept in the Smith Chart is the use of Q-circles. These circles represent constant-
Q paths, with higher Q-circles indicating sharper impedance matches that are effective over a
narrower bandwidth. Conversely, lower Q-circles allow for broader bandwidths but with less
precise matching.

For NMR systems operating within a narrow frequency range, the goal is to use the smallest
Q-circle possible. This ensures a tight match within the desired bandwidth (28 to 29.2 MHz)
without making the network too sensitive to component variations. The placement of induc-
tors and capacitors is guided by the position on the Q-circle, balancing the trade-off between
bandwidth and the precision of the match.

Challenges in Balancing Q-Factor and Bandwidth

A practical challenge in this phase is selecting components that maintain an acceptable band-
width while still achieving a precise impedance match. Higher-Q networks, while excellent for
narrowband matching, can be sensitive to component variations. By staying within the appro-
priate Q-circle on the Smith Chart, the network is designed to maintain sufficient bandwidth for
the NMR system’s operation while minimising reflection and loss.

Step 3: Running S-Parameter Simulations in ADS

Once the matching network has been designed, S-parameter simulations are run in ADS to
validate the design’s performance. These simulations use the impedance data obtained from the
VNA and the designed matching network to predict how well the system will perform across the
operational frequency range.
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Analysing S11 for Matching Quality

The focus of these simulations is primarily on S11, which quantifies how well the network
matches the impedance of the source and load. Ideally, the simulation will show S11 values
below -10 dB across the frequency range of 28–29.2 MHz. If the simulation results show exces-
sive reflection (i.e., high S11), further adjustments can be made to the network’s components to
improve the match.

At this stage, real-world issues such as parasitics (unwanted inductance or capacitance in
components) become significant. By including parasitic models in the simulation, ADS can
more accurately reflect the behaviour of the components, ensuring that the matching network
performs well even when these imperfections are considered.

Step 4: Monte Carlo Simulations for Component Tolerances

After optimising the network through S-parameter simulations, it’s important to ensure that the
design is robust against variations in component values. Real-world components come with
manufacturing tolerance, —typically 5% or 10%, which can affect the matching network’s per-
formance. To address this, Monte Carlo simulations are performed in ADS.

Ensuring Robustness with Monte Carlo Simulations

Monte Carlo simulations vary the component values within their specified tolerance ranges and
simulate the network’s performance for each variation. This provides a statistical view of how
the matching network will perform in real-world conditions.

The objective is to confirm that the network maintains acceptable performance, even with
component variability. For instance, the simulation should show that S11 remains below -10 dB
for all potential component values. If the network proves too sensitive to tolerances, higher-
precision components can be selected, or adjustments to the design can be made to improve
robustness.

Step 5: PCB Fabrication and Testing with the VNA

Once the network has been validated through simulations, the design is fabricated on a PCB.
During PCB design, care must be taken to minimis parasitic inductance and capacitance, which
can arise from the PCB traces and layout. Short, wide traces are used to reduce inductance, and
ground planes are incorporated to maintain signal integrity and reduce electromagnetic interfer-
ence.

After fabrication, the matching network is tested once again using the VNA. This final step
confirms that the network performs as expected under real-world conditions. If any deviations
are observed, minor adjustments can be made to fine-tune the performance.
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6.2.3 Red Pitaya STEMlab 125-10

In the development of our NMR system, selecting the right signal generation, processing, and
control platform was crucial. The Red Pitaya STEMlab 125-10 emerged as the optimal choice
for fulfilling multiple roles due to its flexibility, performance, and cost-effectiveness, making it
an excellent fit for the unique demands of an NMR system. Unlike traditional RF instruments,
which often require separate devices for signal generation, data acquisition, and timing control,
the Red Pitaya integrates these capabilities into one compact, reconfigurable platform. This
versatility allows it to handle the distinct tasks required in the NMR system, from generating
precise RF excitation pulses to acting as a local oscillator and managing timing synchronisation
across components.

The primary reason the Red Pitaya is so well-suited to our NMR system is its FPGA-based
architecture, which enables real-time signal processing and reconfiguration. In an NMR system,
where precise control over RF pulses and timing is essential, the ability to program and modify
the Red Pitaya through software without needing hardware modifications is a significant advan-
tage. This reconfigurability allows the Red Pitaya to serve multiple roles in the system without
requiring dedicated hardware for each function. For instance, it can be easily reprogrammed
to switch between generating the RF signal and handling synchronisation tasks, reducing both
complexity and cost.

Another critical factor is the Red Pitaya’s high sampling rate and dual-channel capability.
With a sampling rate of up to 125 MS/s, the Red Pitaya can generate and process signals within
the required frequency range of 28 to 29.2 MHz, which is crucial for the Larmor frequency in our
NMR experiments. Its dual-channel operation allows simultaneous signal generation and data
acquisition, ensuring that the system can not only excite the nuclear spins with the correct RF
frequency but also capture the resulting signals without needing separate devices. This ability
to manage both tasks within one unit simplifies system design and enhances synchronisation
between components.

Additionally, the open-source nature of the Red Pitaya was a major advantage for this project.
The flexibility to customise the device’s behaviour to suit the specific needs of the NMR sys-
tem was invaluable. Rather than being limited to a rigid, pre-configured set of features, the Red
Pitaya’s open-source platform enabled the rapid development of tailored control scripts and con-
figurations for tasks such as pulse shaping, precise frequency control, and timing coordination.
This open-source ecosystem also provided access to a wide range of pre-built applications and
software tools that could be adapted for our use, accelerating the development process.

Cost efficiency was another significant consideration in choosing the Red Pitaya. NMR sys-
tems traditionally rely on specialised, high-end signal generators, oscillators, and timing con-
trollers, which are often expensive and bulky. In contrast, the Red Pitaya offers a cost-effective
alternative that integrates these capabilities into a single device without compromising perfor-
mance. Its compact form factor allowed us to reduce the system’s footprint while maintaining
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the necessary functionality, making it ideal for research environments where budget and space
are often constrained.

In summary, the Red Pitaya STEMlab 125-10 offers a combination of flexibility, reconfig-
urability, and cost-efficiency that makes it exceptionally well-suited for our NMR system. Its
ability to fulfill multiple roles—serving as a signal generator, local oscillator, and timing con-
troller—without requiring separate hardware for each task allows us to maintain a compact,
integrated system without sacrificing performance. In the following sections, we will explore
how the Red Pitaya is specifically used in each of these roles, highlighting the ways in which it
meets the technical demands of our NMR setup.

Figure 6.5: Red Pitaya board.
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Feature Specification
Processor DUAL CORE ARM CORTEX A9
FPGA FPGA Xilinx Zynq 7010 SOC
RAM 256 MB (2 Gb)
System memory Micro SD up to 32 GB
Console connection Micro USB
Power connector Micro USB
Power consumption 5 V, 1.5 A max
RF Outputs
RF output channels 2
Sample rate 125 MS/s
DAC resolution 10 bit
Load impedance 50 Ω

Voltage range ±1 V
Short circuit protection Yes
Connector type SMA
Output slew rate 2 V / 10 ns
Bandwidth DC - 50 MHz

Table 6.2: Red Pitaya STEMlab 125-10 Specifications
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