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Abstract 

In this work, a novel measurement technique for time-resolved photoluminescence (TRPL) 

imaging of semiconductors is developed using a compressed sensing approach. TRPL 

provides crucial insights into the charge carrier lifetimes of semiconductor materials, which 

directly reflect material quality and influence the efficiency of electron-hole recombination 

processes—key factors in the performance of devices such as solar cells and LEDs. 

However, conventional TRPL techniques are limited in their ability to efficiently capture 

high spatial resolution data, often requiring slow, point-by-point measurements that are time-

intensive and unsuitable for large or non-uniform samples. The compressed sensing method 

developed in this work overcomes these limitations by enabling simultaneous measurement 

of multiple spatial points, reducing the number of measurements required while maintaining 

high-resolution imaging and accuracy.  

The first part of the thesis develops a comprehensive simulation framework for compressed 

sensing TRPL measurements, beginning with simple 1D models and expanding to complex 

simulations in both the spectral and temporal domains. The simulation follows a statistical 

approach, integrating key factors such as photon pile-up and noise to ensure realistic 

modelling of experimental conditions. A reconstruction algorithm is also developed to 

handle the high-dimensional data generated from compressed sensing TRPL, forming the 

foundation for the design and implementation of the experimental system. The simulation 

results show that in some cases, as few as 2% of measurements can be sufficient compared 

to conventional methods, demonstrating the effectiveness of compressed sensing.  

The second part of this thesis focuses on the design and construction of a TRPL measurement 

system, specifically developed for imaging semiconductor samples with emission in the 

near-infrared (NIR) spectral range using a raster scanning approach. The experimental 

system was setup using 640 nm pulsed laser for excitation and two photomultiplier tube 

detectors, allowing detection between 700-1600 nm. Point measurements were conducted 

on cadmium telluride (CdTe) and copper indium gallium selenide (CIGS) samples, while 
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full raster-scan measurements were performed on CdTe. These experiments demonstrated 

the system’s capability but highlighted challenges such as laser light leakage and divergence 

of the laser beam. 

In the final part of the thesis, the experimental system is modified, to demonstrate a proof-

of-concept compressed sensing TCSPC imaging system for acquiring TRPL maps of 

semiconductor materials and devices. The TRPL imaging results obtained using the 

compressed sensing approach are compared with those acquired through a conventional 

point-by-point method over the same excitation area. The feasibility of this methodology is 

clearly demonstrated, highlighting reductions of 50% or more in measurement acquisition 

time. Additionally, the benefits and challenges of the experimental prototype system are 

presented and thoroughly discussed, laying the groundwork for further improvements in 

system design and application. 

Overall, these results provide a pathway toward an improved approach to TRPL imaging, 

with the first example of a compressed sensing TRPL system. While this thesis primarily 

focuses on photovoltaic applications, the findings are applicable to other wavelengths and 

material systems. Future work can build on this foundation to overcome the remaining 

limitations and further enhance the technique's capabilities. 
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Chapter 1 Introduction 

Imaging takes many forms and is widely used across multiple disciplines of science and 

industry, ranging from medical diagnostics (e.g. MRI [1,2] and X-Ray imaging [3]) to 

materials science (e.g. electron microscopy [4] or atomic force microscopy [5]). Imaging 

typically refers to optical imaging where the light is reflected or emitted by the material 

under observation. However, it can also encompass other modalities, such as acoustic [6], or 

thermal imaging [7]. Many forms of measurement can be used – as long as it is possible to 

introduce the control of the spatial dimensions. Afterall, imaging is simply measuring a given 

quality with control over the points in space where the measurements are taken. In a most 

common example – taking simple photographs, the spatial information is recorded by having 

a high number of individual detectors, i.e. pixels of the camera sensor.  

What is often challenging with certain imaging applications, is finding a reliable way to 

control the points in space where measurements are taken. This means imaging is not limited 

to visualising the surface of materials but can extend to detecting internal properties, such as 

charge carrier dynamics within semiconductors, which are critical for understanding and 

optimising them. The work presented in this thesis focuses on developing a novel imaging 

approach to measure charge carrier lifetimes in semiconductor materials. 

In the field of semiconductor research, imaging can reveal not just the physical structure but 

the dynamic behaviour of the charge carriers. The charge carrier lifetime is a critical property 

in semiconductor materials, providing insights into the efficiency of electron-hole 

recombination processes, which directly affect the performance of devices such as solar cells 

and LEDs. Longer carrier lifetimes, typically indicate a lower density of crystallographic 

defects within the material. When carrier lifetimes are too short, the recombination of charge 

carriers occurs more rapidly, which can reduce the efficiency of semiconductor devices by 

increasing energy losses through non-radiative recombination processes [8]. Measuring the 

charge carrier lifetimes is challenging, even without considering imaging. This lifetime 

refers to the typical time it takes a mobile carrier to recombine within the material. It is not 

an absolute value but rather a statistical representation, an average across many carriers.  

Conventional methods for measuring carrier lifetimes, such as time-resolved 

photoluminescence (TRPL), offer high temporal resolution, but they face challenges in terms 
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of spatial resolution and measurement time, especially when dealing with large samples or 

non-uniform materials. The existing approaches typically rely on scanning approaches, 

where imaging is acquired by performing a raster scan. This thesis seeks to address these 

limitations by developing a novel TRPL imaging system based on compressed sensing, 

enabling faster acquisition without compromising accuracy.  

Time-correlated single-photon counting (TCSPC) is a widely used technique for measuring 

TRPL, providing precise temporal resolution, down to a few picoseconds, at the single-

photon level. This method is particularly advantageous when dealing with the charge carrier 

lifetimes of semiconductor materials, which can range from sub-nanosecond to multiple 

microseconds.  Additionally, the light intensities encountered in TRPL are typically very 

low, where other detection methods would struggle. TCSPC enables the signal acquisition 

to be expanded over multiple laser pulses, effectively expanding the signal collection time 

over longer periods of time. By measuring the arrival times of photons relative to the 

excitation pulse, TCSPC can accurately determine the decay characteristics of 

photoluminescence signals, making it particularly useful for studying semiconductor 

materials. In this thesis, TCSPC was chosen due to its superior time resolution and 

sensitivity, which are critical for accurately resolving charge carrier lifetimes in both 

homogeneous and heterogeneous semiconductor materials. 

While TCSPC offers excellent temporal resolution, it comes with practical limitations for 

imaging applications. The acquisition time of a single measurement can take multiple 

seconds as signal detection relies on accumulating sufficient photon counts. Therefore, 

acquiring high spatial resolution images, would require significant amount of time. 

However, once acquired, these images are likely to be highly compressible due to the 

presence of large homogeneous regions, with features only occurring in specific areas. 

Compressed sensing can take advantage of this sparsity, enabling the key features of the 

samples to be captured more quickly while significantly reducing the time needed for full 

data acquisition. 

Compressed sensing is a mathematical framework that enables the reconstruction of signals 

from a limited number of measurements. Traditionally, the minimum number of 
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measurements required to accurately acquire a signal are dictated by the Shannon-Nyquist 

theorem [9]. It states that the signal must be sampled with at least twice the measurement 

frequency, compared to the highest frequency present in the signal. In conventional imaging, 

this means that every point within the area of interest must be sampled, even if the sample 

is highly homogenous. This process can be time-consuming and data-intensive, particularly 

when high-resolution imaging is required. 

In recent years, compressed sensing has shown great promise in various imaging 

applications, such as MRI [10] and radar imaging [11], where it allows for faster data 

acquisition and reduced storage requirements. In the context of TRPL, where both high 

temporal and spatial resolution are required, compressed sensing offers the potential to 

significantly reduce the time needed for data acquisition without compromising the accuracy 

of the resulting images. By integrating compressed sensing with TCSPC, this thesis aims to 

develop a more efficient TRPL imaging system, capable of delivering both high temporal 

and spatial resolution and significantly reduced acquisition times. 

This thesis is structured to present the development and integration of compressed sensing 

with TRPL imaging in three major phases. The first part focuses on developing compressed 

sensing TRPL simulations, where a step-by-step model is built to simulate the acquisition 

and reconstruction of photoluminescence data, starting from basic 1D signal models and 

expanding into the spectral and temporal domains. In the second phase, the work details the 

design and construction of a TRPL imaging system. This involves the development of a 

prototype system from the ground up and testing its performance through both single-point 

and raster scan acquisitions. The final part of this thesis explores the implementation of 

compressed sensing within the TRPL imaging system and successfully validating the 

technique. This chapter demonstrates successful development and application of the first 

compressed sensing TRPL imaging system, providing an important proof of concept for 

future advancements in this field.  
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1.1 Thesis Structure 

The work presented in this thesis is structured as follows:  

Chapter 1 – Introduction: This chapter explains the context, motivations and scope of the 

research conducted in this PhD project. It provides an overview of imaging and its 

applications to various scientific fields, with a particular focus on imaging techniques for 

semiconductor characterisation. The challenges associated with TRPL imaging are 

discussed, and the concept of compressed sensing is introduced, along with its potential 

benefits for complex imaging applications. 

Chapter 2 – Compressed Sensing Theory and Applications: This chapter delves into the 

theoretical foundations of compressed sensing, which underpins the investigations in 

subsequent chapters. The scale of signal space and concept of sparsity are highlighted. A 

detailed explanation of the mathematical principles of compressed sensing is provided, along 

with examples of appropriate measurement matrices and an overview of the two main groups 

of reconstruction algorithms. The reconstruction algorithm employed in this work is 

discussed, with a justification for its selection. The chapter concludes with a review of 

compressed sensing applications in various scientific domains, including semiconductor 

characterisation.  

Chapter 3 – Modelling of Compressed Sensing Time-Resolved Photoluminescence 

Measurements:  This chapter outlines the development of a computational model to 

investigate compressed sensing in TRPL measurements. The model begins with a Monte 

Carlo [12] based simulation of TCSPC, exploring concepts such as photon pile-up and 

TCSPC from multiple sources. The model is iteratively refined to simulate compressed 

sensing spectrometry and, ultimately, compressed sensing TRPL measurements. The final 

model is used to assess the effects of noise and measurement parameters, providing a 

foundation for subsequent experimental work. 

Chapter 4 – Development of Time-Resolved Photoluminescence Imaging System: This 

chapter details the design and construction of a TRPL imaging system from ground up. Key 
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design considerations are discussed, along with the options evaluated and the specifications 

of the chosen components. The chapter also covers the characterisation of the laser source 

used for excitation and presents the results of testing the system on a variety of samples.  

Chapter 5 – Implementing Compressed Sensing for Time-Resolved Photoluminescence 

Imaging: The final results chapter focuses on incorporating compressed sensing into the 

developed TRPL imaging system. A digital micromirror device (DMD) is integrated to 

enable the projection of measurement matrices, allowing for compressed sensing 

measurements. Initial compressed sensing applications are conducted on laser beam profile 

measurements and photocurrent imaging of photovoltaic devices. Methods for validating the 

measurements are discussed, and results from compressed sensing TRPL experiments are 

presented and compared. 

Chapter 6 – Conclusions and Future Work: This chapter summarises the findings of each 

chapter and presents the overall conclusions of the entire project. Potential future research 

steps are proposed, highlighting key areas for further investigation and continued 

development of the methodology.   

 



 

 

Chapter 2 Compressed Sensing Theory and Applications 

Compressed sensing [13] is a relatively recent development in the field of signal processing 

that allows the recovery of signals from far fewer measurements than traditionally required. 

By exploiting the inherent sparsity of most real-world signals in certain transform domains, 

compressed sensing challenges the classical Nyquist-Shannon [9] sampling theorem and 

offers a framework that promises both efficiency and accuracy in signal reconstruction. This 

chapter aims to provide the reader with a comprehensive understanding of compressed 

sensing as a whole and to offer the necessary theoretical background to understand the work 

carried out in the rest of the thesis. 

The chapter begins with a background on the core concepts of compressed sensing, starting 

with an overview of the mathematical basis for it [14] and the fundamental differences 

between the ℓ1 and ℓ2 norms in signal recovery. The Restricted Isometry Property (RIP) 

[15], a critical concept ensuring the stability of sparse signal recovery, is introduced. 

Additionally, the vastness of signal spaces and the crucial role of sparsity in compressed 

sensing are discussed, highlighting how most meaningful signals can be represented with far 

fewer components than the full signal space suggests.  

In the next section, the focus shifts to compressed sensing reconstruction algorithms. These 

algorithms are essential for recovering sparse signals from under-sampled data and form the 

backbone of any compressed sensing system. This section provides an overview of key 

algorithms used in practice, including optimisation techniques that ensure robust signal 

reconstruction. 

The final sections of the chapter are dedicated to the wide-ranging applications of 

compressed sensing. From imaging systems to semiconductor characterisation, compressed 

sensing has found use in various fields requiring efficient and high-resolution data 

acquisition. Section 2.4 explores real-world applications, demonstrating the practical 

benefits of compressed sensing in both imaging and characterisation tasks. This includes its 

use in medical imaging [10], remote sensing, and semiconductor testing, where compressed 

sensing enables faster data acquisition and improved resolution.  
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Overall, this chapter provides a thorough introduction to compressed sensing, covering its 

theoretical principles, practical implementations, and a broad range of applications. By the 

end of the chapter, the reader will have gained a solid understanding of how compressed 

sensing is being utilised in various fields of science and engineering, while also being 

equipped with the background needed to understand the experimental work presented in the 

subsequent chapters of this thesis. 

2.1 Sparsity of signals 

Sparsity is a fundamental property that underlies the effectiveness of compressed sensing. 

Many natural signals, such as images, exhibit sparsity when transformed into specific bases 

like the wavelet or Fourier basis [16]. For instance, when a natural image is transformed into 

the frequency domain, the resulting frequency coefficients often show that a small number 

of coefficients contain the majority of the signal's energy.  

Figure 2-1 illustrates this concept, showing the original uncompressed image (a), its 

frequency coefficients after applying a Fourier transform (b), and the reconstruction 

achieved by preserving only the top 10% of coefficients (c) while setting the rest to zero. 

The reconstructed image (d) demonstrates that even with only 10% of the measurements 

retained, the quality remains remarkably high, confirming the compressibility of natural 

images. 

2.1.1 Vastness of signal spaces 

The vastness of the signal space becomes particularly evident when considering images. For 

instance, a simple 100 × 100 pixel black-and-white image can be thought of as a grid where 

each pixel has two possible states: black or white. The number of possible combinations of 

pixel states in such a grid is enormous. Specifically, for a 100 × 100 pixel image, the total 

number of possible images is 2100×100, which equals 210,000 or approximately 103010, a 

number so vast that it dwarfs the number of atoms in the observable universe. 
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Within this immense space of possible images, the overwhelming majority would appear as 

random noise—completely meaningless to a human observer. However, this space also 

contains every possible meaningful image that could be represented on a 100 × 100 pixel 

canvas, from simple geometric shapes to highly detailed representations of objects and 

scenes. This illustrates the immense diversity and complexity of the signal space that 

compressed sensing must operate in, making efficient recovery of sparse signals all the more 

critical. 

By leveraging the inherent sparsity of most real-world signals (such as natural images, which 

are not random noise but often contain structure and patterns), compressed sensing allows 

for the recovery of meaningful information with far fewer measurements than would be 

needed to fully sample the entire signal space. This efficiency is made possible through a 

careful understanding of sparsity patterns, measurement matrices, and the coherence 

between them. As the field continues to evolve, further exploration and optimisation of these 

components will enhance the ability to recover meaningful signals from within such a vast, 

complex space. 
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Figure 2-1 Demonstration of the compressibility of natural images. (a) shows the original, uncompressed 

image. (b) displays the frequency coefficients of the image after applying a Fourier transform, represented on 

a logarithmic scale. In (c), only the top 10% of the largest coefficients are retained, with the rest set to zero. 

An inverse Fourier transform is then applied, and the reconstructed image is shown in (d), demonstrating 

how the image can be effectively reconstructed using just 10% of the frequency components. 

2.2 Overview of compressed sensing 

Compressed sensing (CS)  is a signal processing technique that enables the recovery of 

sparse signals from a limited number of measurements, often far fewer than required by the 

classical Nyquist-Shannon sampling theorem. The central idea behind compressed sensing 

is that many natural signals are sparse or compressible in some domain (such as Fourier or 

wavelet), meaning that they can be represented by a small number of non-zero coefficients. 
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This inherent sparsity allows for efficient data acquisition and reconstruction, reducing the 

need to fully sample the signal at high resolutions. 

In compressed sensing, the measurement process is linear and involves projecting the high-

dimensional signal onto a lower-dimensional space. Mathematically, this process can be 

described by the following equation: 

𝑦 = 𝐴𝑥 (2.1) 

where: 

• 𝑦 ∈ 𝑅𝑚 is the measurement vector containing 𝑚 measurements. 

• 𝐴 ∈ 𝑅𝑚×𝑛 is the measurement matrix, where 𝑚 <  𝑛, and 𝑛 is the length of the 

signal. This measurement matrix is of critical importance to compressed sensing and 

is discussed in Section 2.2.4  

• 𝑥 ∈ 𝑅𝑛 is the original signal, which is assumed to be sparse in some transform 

domain. In the case of image acquisition, 𝑛 is the number of pixels in the image. 

2.2.1 The measurement process 

To recover 𝑥, compressed sensing exploits the sparsity of signals in some basis or domain. 

Suppose the signal 𝑥 is sparse in some transform domain (such as the Fourier or wavelet 

domain), meaning that it can be represented as: 

𝑥 = Ψ𝑠 (2.2) 

where: 

• Ψ is the sparsifying basis or transform matrix (e.g., a Fourier or wavelet basis), 
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• 𝑠 ∈ 𝑅𝑛 is the sparse coefficient vector, where most of the entries are zero or close to 

zero. 

Therefore, by substituting 𝛹𝑠 into the measurement equation above, the measurement 

process can be rewritten as:  

𝑦 = 𝐴𝛹𝑠 (2.3) 

The above equation is also illustrated in Figure 2-2. Here, 𝐴 represents the linear 

measurement process, which projects the high-dimensional signal 𝑠  into a lower-

dimensional space. Since 𝑚 <  𝑛, this system of equations is underdetermined, and 

therefore, recovering 𝑠 from 𝑦 seems impossible at first glance as there are infinite number 

of solutions. However, if 𝑥 is known to be sparse, compressed sensing theory shows that it 

is possible to recover 𝑥 accurately by solving an optimisation problem that leverages 

sparsity. 

 

Figure 2-2 Illustration of the compressed sensing measurement process. The visual representation shows how 

the high-dimensional signal 𝑠 is compressed into a lower-dimensional measurement through matrix 

multiplication. By recovering 𝑠, the original signal 𝑥 can be calculated. 

2.2.2 Recovering the sparse signal 

In compressed sensing, the goal is to recover a signal that is sparse in some basis from a set 

of under-sampled measurements. Typically, the number of measurements is far fewer than 
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would be required by traditional Nyquist sampling methods. As highlighted in previous 

sections, most natural signals are sparse and can be represented by only a small number of 

non-zero coefficients in some transform domain (such as Fourier or wavelet). The ideal way 

to achieve this sparse recovery would be to minimise the ℓ0 norm, which directly counts the 

number of non-zero elements in the signal. This approach, while conceptually simple, is 

computationally intractable because it requires a combinatorial search through all possible 

subsets of non-zero coefficients.  

To address this, alternative norms like ℓ1 and ℓ2 the norms are used, each with different 

implications for the sparsity and computational complexity of the solution. 

𝓵𝟎 Norm 

The ℓ0 norm, denoted as ‖𝑠‖0, represents the count of the non-zero elements in a signal 𝑠. 

It is defined as:  

‖𝑠‖0 =  ∑ 1(𝑠𝑘 ≠ 0)

𝑛

𝑘=1

(2.4) 

Where 1(𝑠𝑘 ≠ 0) is an indicator function that equals 1 if 𝑠𝑘 is non-zero and 0 otherwise. 

Minimising the ℓ0 norm would give the sparsest solution, as it explicitly searches for the 

solution with the fewest non-zero coefficients. However, solving ℓ0-minimisation problem 

is NP-hard because it involves a combinatorial search over all possible subsets of non-zero 

entries. As the number of variables increases, the number of possible combinations grows 

exponentially, making the problem computationally intractable for large systems. This 

combinatorial nature means no known algorithm can solve all instances efficiently (i.e., in 

polynomial time), placing it in the class of computationally intractable problems. Therefore, 

in the case of signal recovery, the optimisation problem could be written down as:  

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛 ‖𝑠‖𝟎 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦 = 𝐴𝛹𝑠 (2.5) 
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𝓵𝟏 Norm 

The ℓ𝟏 norm, denoted as ‖𝑠‖1, serves as a more practical alternative to ℓ0. It is defined as: 

‖𝑠‖1 = ∑|𝑠𝑘|

𝑛

𝑘=1

(2.6) 

where 𝑠 is a vector representing the signal. The ℓ𝟏 norm encourages sparsity in the solution 

by minimising the sum of the absolute values of the signal's coefficients. While it does not 

explicitly count the number of non-zero elements like the ℓ0 norm, it promotes the selection 

of fewer large coefficients, leading to a sparse representation of the signal. Importantly, 

minimisation of the ℓ1 norm can be solved efficiently using convex optimisation techniques, 

making it a computationally feasible approach in compressed sensing. The optimisation 

problem then becomes  

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛 ‖𝑠‖1 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦 = 𝐴𝛹𝑠 (2.7) 

𝓵𝟐 Norm 

The ℓ2 norm, commonly employed in least squares regression, is defined as: 

‖𝑠‖2 = √∑ 𝑠𝑘
2

𝑛

𝑘=1

(2.8) 

The ℓ2 norm is not inherently sparsity-promoting. Instead, it tends to yield dense solutions 

where every vector component has some energy. Although effective for approximating 

solutions in many cases, ℓ2 norm minimisation is sensitive to outliers, as it squares the errors, 

giving more weight to large deviations in the data. 

Figure 2-3 illustrates this effect by fitting a trendline to linear data from the function 𝑦 =

𝑘𝑥 + 𝑏 with uniformly distributed noise. Six data points were manually altered to simulate 
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large outliers. The red dashed line shows the trendline fitted using the  ℓ2  (least squares) 

method, which is skewed by the outliers. In contrast, the black line represents the trendline 

fitted using the ℓ1  norm. Unlike the  ℓ2 norm, the ℓ1 norm is less sensitive to outliers 

because it minimises the absolute errors rather than their squares. As a result, it successfully 

preserves the overall trend of the data, making it a more robust option for sparse signal 

recovery in the presence of noisy measurements.  

 

Figure 2-3 Linear data from function 𝑦 =  𝑘𝑥 +  𝑏 with ±1 uniformally distributed noise. 6 data points were 

manually edited to imitate large outliers. Red dashed line shows trendline fitted using ℓ2  i.e. least squares 

norm and black line shows trendline fitted using ℓ1. 

In many cases, minimising the ℓ1 norm has been shown to be sufficient for recovering the 

sparsest solution in compressed sensing. While ℓ0 minimisation remains the ideal in theory, 

ℓ1 norm minimisation provides a computationally practical alternative that can still achieve 

accurate recovery. The success of ℓ1 minimisation in sparse recovery has been rigorously 

proven under certain conditions, such as when the measurement matrix satisfies the 

Restricted Isometry Property (RIP). This property ensures that the structure of sparse signals 



Chapter 2 – Compressed Sensing Theory and Applications  

28 

 

is preserved during the measurement process, allowing ℓ1 norm minimisation to recover the 

true sparse signal. 

The pioneering work of Emmanuel Candès and Terence Tao [14,17] demonstrated that under 

the presence of RIP (explored in the following section), ℓ1-norm minimisation is guaranteed 

to yield the same solution as ℓ0 minimisation. Thus, ℓ1 minimisation not only provides a 

tractable optimisation problem but also promotes the desired sparsity in many practical 

compressed sensing applications.  

Because of this, the signal acquisition process is changed, as illustrated in Figure 2-4. After 

acquiring the compressed measurements, reconstruction algorithms based on ℓ1 optimisation 

can be employed to recover the sparse signal 𝑠 and in turn get the underlying signal.  

 

Figure 2-4 Illustration of the compressed sensing recovery process. In (a) the compressed measurements 𝑦 

are illustrated. After acquiring the measurement, ℓ1 optimisation algorithms are used to reconstruct the sparse 

signal 𝑠, as shown in (b). This signal is the sparsest representation that corresponds with the measurements 𝑦. 

Finally, by applying the inverse of the sparsifying basis (e.g. Fourier or DCT), the original image is 

recovered, shown in (c).  

2.2.3 The restricted isometry property (RIP) 

For compressed sensing to be effective, particularly with ℓ1 minimization techniques, certain 

conditions must be satisfied, encapsulated by the concept of the Restricted Isometry Property 

(RIP) [18]. These particularly apply to the measurement matrix 𝐴 and place conditions on 

the properties of the measurement matrix. RIP ensures that the measurement matrix 

maintains the geometry of the sparse signal space, allowing for accurate reconstruction. The 

key conditions for RIP are: 
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1. Incoherence of Measurement Matrix: The rows of the measurement matrix 𝐴 must 

be incoherent with the transform domain used to sparsify the data. An ideal 

measurement matrix would be completely random [19], ensuring that no particular 

signal features are favoured during the sampling process. 

2. Sufficient Number of Measurements: The number of measurements must be 

sufficiently large, typically on the order of: 

𝑝 ≳ 𝑘1𝐾 log (
𝑛

𝐾
) (2.9) 

where 𝑘1 is a constant related to the coherence between the measurement matrix 𝐴 and the 

measured signal, and 𝐾 is the sparsity level i.e. the number of non-zero entries in the signal. 

This condition ensures that the sampling adequately captures the essential features of the 

sparse signal, without distorting its structure.  

2.2.4 Choosing measurement matrices  

The choice of a measurement matrix is a critical factor in determining the success of 

compressed sensing-based reconstructions, as highlighted by the RIP.  

Figure 2-5 shows several examples of measurement matrices that satisfy the RIP condition, 

making them suitable for compressed sensing applications. Single-pixel random 

measurement matrix, shown in subfigure (a) samples a single random point in the signal 

space at a time. Each row of the matrix corresponds to a single measurement of the signal, 

and it contains only one "1" (black pixel) while the rest of the entries are "0" (white pixels). 

In some applications, this can be impractical, as measuring only a single point in a large 

signal space can lead to poor signal-to-noise ratios. Conceptually this is similar to 

performing a point-by-point scan, except that instead of moving between pixels in order, the 

measured points are randomised.  

Random patterned measurement matrix, shown in subfigure (b) samples multiple points in 

the signal space simultaneously. Each row corresponds to a measurement that combines the 
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values of several points in the signal. This is achieved by setting multiple entries per row to 

"1", with the remaining entries set to "0". By sampling multiple points at once, the amount 

of signal captured with each measurement is increased. It is important to note that the sparsity 

of this type of measurement matrix—the proportion of 1s to 0s in each row—is crucial. For 

each measurement, the ratio of 1s to 0s must remain constant, though the ratio can take on 

any value, depending on what is most suitable for the measurement.  

Walsh-Hadamard Transform (WHT) measurement matrix is shown in subfigure (c). The 

WHT matrix is an efficient and widely used option for compressed sensing [20]. Its 

operational principle is similar to that of the random patterned measurement matrix in that it 

measures the combined response of several points in the signal space. However, the WHT 

matrix has a significant advantage: it is computationally easier to generate and does not need 

to be stored explicitly. Instead of storing a large matrix, each row of the WHT matrix can be 

computed on demand during the reconstruction process. This makes WHT matrices highly 

scalable and suitable for high-resolution signals, as they avoid the problem of prohibitive 

storage requirements faced by random sampling matrices. 

For any compressed sensing-based reconstruction, the measurement matrix must be known 

in advance, as it provides the spatial information necessary for reconstructing the signal. As 

the resolution of the signal increases, the size of the measurement matrix required grows 

rapidly. Random measurement matrices, while theoretically sound, can become 

prohibitively large and difficult to manage for high-resolution signals due to the need to store 

each random pattern used during the measurement process. In contrast, the WHT-based 

measurement matrix scales efficiently and is particularly useful for large-scale applications. 

The full measurement matrix for a 100 × 100 pixel image would be 1002 × 1002, which 

quickly exceeds computer memory capacity. More generally, for an image with 𝑗 × 𝑘 pixels, 

the measurement matrix 𝐴 has dimensions of 𝑚 × (𝑗 × 𝑘) entries, where 𝑚 is the number of 

measurements. When referring to the sampling rate, 𝑚 = 𝑗 × 𝑘 × 𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔_𝑟𝑎𝑡𝑒  

It is important to note that, mathematically, the entries of the measurement matrix do not 

have to be binary (i.e., consisting of just "1"s and "0"s). In fact, the measurement points can 

take on any values, making non-binary matrices theoretically viable. However, building a 
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physical system based on non-binary measurement matrices introduces significant 

complexity and is typically not feasible in practical applications. For this reason, binary 

measurement matrices are preferred in real-world implementations of compressed sensing. 

There are also examples in the literature of purpose-generated measurement matrices. When 

the signal space is well understood, a tailored measurement matrix can be designed to better 

match the structure of the underlying signal. This allows for more efficient signal recovery, 

as the matrix can focus on the key features of the signal, reducing the number of 

measurements needed. Such matrices are particularly useful in applications like medical 

imaging or radar, where the signal characteristics are predictable, making it possible to 

optimise the measurement process.  

 

Figure 2-5 Examples of good measurement matrices for compressed sensing (a) single pixel random matrix, 

(b) random patterned matrix (c) Walsh-Hadamard Transform matrix. Every row of the matrix represents a 

measurement. 

In contrast to the suitable measurement matrices demonstrated above, Figure 2-6 illustrates 

some examples of measurement matrices unsuitable for compressed sensing. The structured 

diagonal matrix in Figure 2-6 (a) lacks randomness, resulting in measurements that are 

highly correlated with the original signal, similar to a raster scan. This high coherence 

violates the RIP, making accurate signal reconstruction highly improbable. Similarly, the 

periodic matrix in (b) fails to provide sufficient diversity in the measurements, as the 

repetitive patterns leave large parts of the signal unmeasured. Both examples highlight how 

poor measurement design can lead to significant portions of the signal being missed, 

resulting in artefacts in the reconstructed signal or complete reconstruction failure. 
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Figure 2-6 Examples of unsuitable measurement matrices for compressed sensing. (a) A structured diagonal 

matrix, analogous to a raster scan measurement, where measurements lack randomness. (b) A periodic 

measurement matrix with repetitive patterns. In both examples, the signal is not uniformly sampled, leaving 

parts of the signal unmeasured and failing to meet the RIP. 

2.3 Compressed sensing reconstruction algorithms 

Compressed sensing has led to the development of numerous algorithms aimed at recovering 

sparse signals from undersampled measurements. Interestingly, while ℓ1 optimisation 

algorithms predate compressed sensing theory, it is the advancements in computer science 

over the last two decades that have enabled the practical application of compressed sensing 

in various fields. These algorithms can be broadly divided into two categories: greedy 

algorithms and convex relaxation methods. This section provides a general overview of the 

commonly used algorithms and justifies the specific approach employed in this work. The 

development of compressed sensing algorithms remains an active area of research, with 

further details available in references [21,22]. 

2.3.1 Greedy algorithms 

Greedy algorithms have emerged as a significant approach in the field of compressed 

sensing, particularly for the reconstruction of sparse signals from limited measurements. 

These algorithms operate under the principle of making locally optimal choices at each step 

with the hope of achieving a globally optimal solution. Although they often do not guarantee 

a global optimum, their efficiency and lower computational complexity make them attractive 
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alternatives to traditional convex optimization methods, which can be computationally 

intensive, especially as the size of the original signal increases [23,24].  

One of the most widely used greedy algorithms in compressed sensing is Orthogonal 

Matching Pursuit (OMP) [25]. OMP iteratively selects the measurement that correlates most 

with the residual signal, thereby building a sparse representation of the original signal. 

Despite its popularity, OMP has limitations, including relatively poor reconstruction 

accuracy and high computational demands, particularly in noisy environments [26,27]. To 

address these issues, more advanced greedy algorithms have been developed, such as 

Compressed Sampling Matching Pursuit (CoSaMP) and Subspace Pursuit (SP). These 

algorithms incorporate backtracking refinement techniques, which enhance robustness 

against noise and improve theoretical guarantees for signal recovery [26,28]. 

The performance of greedy algorithms can be further enhanced through various 

modifications. For instance, reweighted greedy algorithms have been proposed to improve 

recovery accuracy by adjusting the weights assigned to different components of the signal 

during the reconstruction process [29]. Additionally, the integration of cross-validation 

techniques has been explored to optimise the stopping criteria for greedy algorithms, 

allowing for better adaptation to the specific characteristics of the signal being reconstructed 

[30]. These advancements highlight the ongoing evolution of greedy algorithms in 

compressed sensing, as researchers strive to balance computational efficiency with recovery 

performance. 

2.3.2 Convex optimisation algorithms 

Convex optimisation algorithms are a cornerstone of compressed sensing, providing a robust 

framework for reconstructing sparse signals from limited measurements. These algorithms 

leverage the properties of convex functions to ensure that any local minimum is also a global 

minimum, which is particularly advantageous in signal recovery tasks. The core principle of 

compressed sensing is to reconstruct a signal that can be sparsely represented from fewer 

samples than traditionally required, thereby enabling efficient data acquisition and 

processing [31]. 
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Among the various convex optimisation techniques, the ℓ1 minimisation approach is 

particularly notable. This method seeks to minimise the ℓ1 norm of the signal, which 

promotes sparsity in the solution. The ℓ1 minimisation has been shown to yield high 

reconstruction accuracy while requiring fewer measurements compared to other methods 

[32,33]. However, these advantages come at the cost of increased computational complexity, 

as the optimisation problems can be challenging to solve, especially in real-time applications 

[34]. Despite this, advancements in algorithms such as the Alternating Direction Method of 

Multipliers (ADMM) and proximal gradient methods have improved the efficiency of 

convex optimisation techniques, making them more applicable in practical scenarios [35,36]. 

Convex optimisation algorithms are also versatile, as they can incorporate various 

regularisation techniques to enhance performance. For instance, incorporating prior 

knowledge about the signal structure can lead to better recovery outcomes. This adaptability 

allows for the development of tailored algorithms that can address specific challenges in 

signal reconstruction, such as noise and measurement errors [37]. Furthermore, the 

integration of convex optimisation with machine learning techniques has opened new 

avenues for improving the robustness and accuracy of compressed sensing reconstruction 

[38]. 

Overall, convex optimisation algorithms play a vital role in the field of compressed sensing, 

offering a mathematically sound approach to signal reconstruction that balances accuracy 

and computational efficiency. While they may require more resources than greedy 

algorithms, their ability to guarantee global optimality and adapt to various signal 

characteristics makes them indispensable in modern signal processing applications. 

2.3.3 Algorithm selection 

SPGL1 [39,40], or Spectral Projected Gradient for ℓ1 minimisation, is a widely used 

algorithm for solving large-scale convex optimisation problems, particularly in the context 

of compressed sensing. Designed to efficiently recover sparse signals from undersampled 

measurements, SPGL1 is especially effective for underdetermined linear systems, where the 

goal is to minimise the ℓ1 norm of the signal subject to linear constraints. The algorithm 



Chapter 2 – Compressed Sensing Theory and Applications  

35 

 

leverages a spectral projected gradient method, combining gradient descent with projection 

techniques to navigate the solution space efficiently while maintaining sparsity in the 

reconstructed signal. Its adaptability to large-scale problems and efficient handling of high-

dimensional data makes it a suitable choice for many compressed sensing applications. 

SPGL1 operates iteratively, updating the estimate of the sparse signal by computing the 

gradient of the objective function and projecting the solution onto the feasible set defined by 

the linear constraints. This projection step is crucial, as it ensures the solution remains within 

the bounds of the original problem while promoting sparsity through ℓ1 norm minimisation 

[11]. 

Due to its strong performance in previous work, SPGL1 was predominantly used in this 

research. Both the original Matlab version [39] and a Python wrapper [41] were used. 

Additionally, for exploring higher resolution images, a modified version of the algorithm, 

developed by Andrew Thompson was used [20]. The decision to use SPGL1 was motivated 

by its proven reliability in compressed sensing reconstructions in similar applications 

[42,43], where the algorithm demonstrated excellent performance in terms of both 

reconstruction quality and computational speed. 

The modifications to the algorithm extended the capabilities of the standard SPGL1, 

enabling it to process higher-resolution data that would typically challenge other algorithms, 

with examples going up to 1 megapixel reconstructions [42].  

2.4 Compressed sensing applications 

As mentioned in previous sections, compressed sensing has found applications in a variety 

of disciplines due to its ability to reconstruct sparse signals from undersampled data. One of 

the first practical demonstrations of compressed sensing theory was the single-pixel camera, 

developed by Duarte et al. [44]. This setup utilised a single photodiode, paired with a digital 

micromirror device (DMD), to capture images. The innovation lay in the simplicity and cost-

effectiveness of this camera design, which allowed it to operate efficiently across a broader 

spectral range than conventional silicon-based cameras. While this design imposed higher 
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computational requirements during the reconstruction phase, it provided significant 

advantages in applications that required more spectral versatility, especially in non-visible 

wavelengths. By reflecting the sample’s light off a DMD before focusing it onto the 

photodiode, the system could capture information that was then reconstructed into a high-

resolution image using CS algorithms. They also proposed that this principle could be 

adapted with more sophisticated detectors, such as photomultiplier tubes (PMTs) or 

avalanche photodiodes (APDs), for low-light imaging, or even spectrometers for 

hyperspectral imaging. This early work correctly highlighted the potential of compressed 

sensing to significantly enhance the performance and reduce the cost of existing systems by 

shifting the complexity from the data acquisition phase to the data reconstruction phase. 

One of the most impactful applications of compressed sensing has been in the medical field, 

particularly in Magnetic Resonance Imaging (MRI). MRI has been a critical diagnostic tool 

since the 1970s, widely used for diagnosing various medical conditions, including cancer, 

without the risks associated with ionising radiation. Despite its utility, MRI is inherently a 

slow imaging modality due to the need to acquire large volumes of data in multiple 

dimensions. In 2007, Lustig, Donoho, and Pauly [10] applied compressed sensing theory to 

MRI to accelerate image acquisition, significantly reducing scan times while maintaining 

image quality. This breakthrough fundamentally changed MRI acquisition protocols and has 

since become a standard approach in clinical practice, spurring numerous follow-up studies 

and improvements. The use of compressed sensing in MRI enables the capture of sufficient 

diagnostic information with fewer measurements, reducing patient discomfort and risks 

associated with prolonged scanning times, such as claustrophobia and movement artefacts. 

Beyond MRI, compressed sensing has found other applications in biomedicine. For example, 

CS has been applied to Electroencephalogram (EEG) data to improve the resolution and 

quality of brain activity measurements [45]. Traditional EEGs are limited by low spatial 

resolution due to the sparse placement of electrodes. By applying compressed sensing, it is 

possible to reconstruct more detailed signals, offering better insights into neurological 

activity with fewer sensors. Similarly, compressed sensing has been explored in DNA 

sequencing to improve the speed of sequencing without compromising accuracy [46]. With 

the vast amount of data produced in genomic studies, compressed sensing has shown 
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potential to reduce the amount of data that needs to be physically collected, speeding up the 

sequencing process and reducing costs. 

In microbiology, compressed sensing has been applied to the reconstruction of bacterial 

communities from sparse genetic data [47]. In complex microbial environments, traditional 

methods struggle to capture the full diversity of species due to incomplete sampling. 

Compressed sensing enables the reconstruction of these communities from fewer samples 

by exploiting the natural sparsity in the genetic data, thus providing more comprehensive 

insights into microbial diversity and dynamics. 

2.4.1 Semiconductor characterisation using compressed sensing 

Compressed sensing has also been applied in semiconductor characterisation, particularly in 

improving the efficiency and resolution of various measurement techniques. Traditionally, 

many characterisation methods in the semiconductor industry, such as photoluminescence 

(PL) imaging or current mapping, rely on raster scanning, which is slow and inefficient due 

to the need to measure each point on the sample individually. Compressed sensing offers a 

promising alternative by significantly reducing the number of measurements required, thus 

speeding up data acquisition while maintaining or even improving resolution. 

One area where compressed sensing has been successfully applied is in photovoltaic (PV) 

device characterisation, particularly for current mapping. Conventional methods, such as the 

light beam induced current (LBIC) method, typically involve scanning the sample point by 

point, where a light beam is focused on a single spot and the resulting current is measured. 

This is usually done by moving the sample with an XY stage. However, this approach is 

time-consuming, as it requires scanning the entire sample, even in areas where the response 

may be redundant, especially for uniform devices. Additionally, measuring current at a 

single point can be inefficient, as the signal might be weak or even lost, depending on the 

area of excitation. 

Compressed sensing offers a more efficient alternative by exciting the PV device with 

patterned illumination rather than a single point of light. This patterned excitation increases 

the overall current response by engaging larger regions of the device simultaneously, 
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ensuring a stronger signal and reducing the likelihood of missing weak responses. Through 

compressed sensing, it is possible to reconstruct a high-resolution current map from fewer 

measurements, as the technique leverages the sparsity of the signal. This not only speeds up 

the measurement process but also improves the overall signal strength, making it particularly 

beneficial for large-scale PV devices. Several studies [42,48–50] have shown that 

compressed sensing can drastically reduce the number of measurements needed while 

maintaining accurate reconstructions of the current map. The ability to avoid redundant data 

collection and increase signal response makes compressed sensing a highly efficient 

approach for characterising photovoltaic devices, with the potential to significantly enhance 

throughput in both research and industrial applications.  

2.5 Summary 

This chapter presented the foundational principles and applications of compressed sensing 

theory essential for the research conducted in this thesis. The core idea of compressed 

sensing revolves around the concept of signal sparsity. While natural signals can often be 

compressed and described with far less data than typically required, compressed sensing 

seeks to acquire the compressed data directly without first acquiring the full signal. In 

conventional measurement techniques, the amount of information provided by each 

measurement is varied, whereas in compressed sensing, every measurement provides the 

same amount of information. By exploiting the sparsity inherent in many signals, 

compressed sensing significantly reduces the number of measurements needed. In imaging, 

this can be as low as few percent, compared to scanning approaches.  

The mathematical framework of compressed sensing is introduced, providing an overview 

relevant from engineering perspective. As the spatial information is encoded into the 

measurement itself in the form of measurement matrix, examples of both effective and 

ineffective measurement matrices are provided. The overall requirements for compressed 

sensing are encapsulated by the RIP, providing limits on measurement coherence and 

number. 
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On the reconstruction side, the chapter explores two main categories of algorithms used to 

recover signals from compressed sensing data – greedy algorithms and convex optimisation 

algorithms. SPGL1 algorithm is highlighted as the algorithm predominantly used in this 

thesis, due to its effectiveness of handling higher resolution reconstructions. Examples from 

both semiconductor characterisation and broader fields, such as medical imaging, highlight 

the practical applications and potential of compressed sensing across various disciplines. 

Whilst applications of compressed sensing for semiconductor characterisation are still 

relatively few, the existing ones are demonstrated.  

Some further theory and concepts are introduced and detailed in other chapters as needed.  

 



 

 

 

Chapter 3 Modelling of Compressed Sensing Time-
Resolved Photoluminescence Measurements 

Before building the compressed sensing time-resolved photoluminescence (TRPL) 

prototype system, it was necessary to test the methodology through simulations. No literature 

was available at the time of writing on compressed sensing TRPL. The closest examples are 

presented by Karel Žídek [51–53] showing applications of compressed sensing for 

spectroscopy applications and fluorescence imaging. Therefore, before performing 

experimental testing and investing into procuring the necessary experimental equipment, it 

was useful to first explore the feasibility of the methodology through simulations. The 

chosen approach for this was using numerical simulations in Python [54]. The aim of this 

work was to model a photon counting experiment together with masking of a virtual sample 

and test if the data can be reconstructed through the techniques described by compressed 

sensing theory. Additionally, the developed computational model could be utilised to 

estimate the experimental limitations, such as sensitivity to noise or susceptibility to photon 

pile-up effects. Because such methodology had not been previously demonstrated, the exact 

method for reconstructing such data was not immediately clear either but was developed 

using the computational model.  

Before beginning the simulation development, background information on TRPL and time-

correlated single-photon counting (TCSPC) is provided. An overview of charge carrier 

lifetimes is included, along with an explanation of how these are measured using TRPL. 

Since TRPL signals are typically too weak to be measured directly, the TCSPC technique is 

employed to accumulate measurements over multiple excitation pulses, enhancing signal 

detection. 

This is then followed by detailed explanation of the simulation work carried out. Each 

section goes through the various parts and functions involved in both the measurement and 

reconstruction simulations. The work starts off with building a Monte-Carlo [12] type 

simulation to test the TCSPC approach, assessing the effects of photon pile-up and TCSPC 

measurements from multiple sources.  
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Each subsequent subsection builds on the previous and adds additional functions and layers 

to move closer towards building a complete model.  Some work was also carried out to 

simulate compressed sensing for spectral measurements. The different approaches to 

reconstruction and different reconstruction algorithms are also detailed and considered.  

The final model is used to assess the effects of compressed sensing measurement parameters 

and noise, providing a foundation for subsequent experimental work. Results are presented 

for two different virtual samples with different measurement parameters being varied. The 

parameters tested were the number of measurements and the number of laser pulses. SSIM 

[55] metrics were used to compare the reconstructed images to the ‘ground truth’ reference 

images to quantify the quality of reconstructions. The final section of the chapter contains 

details of how measurement noise was simulated and added to the model.  The reconstruction 

was then carried out keeping a constant sampling level but varying the degrees of noise and 

monitoring how the quality of the reconstruction is affected. The findings then indicate the 

amount of noise that would be permissible in a physical prototype system to ensure a 

reconstruction can still be reliably carried out. 

Overall, before carrying on with the full system design it was first beneficial to analyse the 

methodology through numerical simulations. The goal of this was to establish feasibility, 

determine measurement and reconstruction requirements, and consider effects of various 

sources of noise. 

3.1 Time-resolved photoluminescence  

TRPL is a measurement technique used for measuring the charge carrier lifetimes. Charge 

carrier lifetime is defined by the average time it takes for an electron-hole pair to recombine. 

The theory for recombination processes has been around since 1950s when it was first 

proposed in works by Shockley, Read and Hall [56,57]. Measuring carrier lifetime provides 

information about defect densities within the material. Therefore, it has become almost a 

standard measurement by industry and academia to define material and device quality [58].  
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However, to have confidence in the measurement, it is important to understand exactly what 

property was measured. The measurement results vary between different methods for the 

same material. The difficulty in accurately defining carrier lifetime is due to it being a 

property not inherent to the semiconductor but rather a property of a carrier within the 

semiconductor. Furthermore, whilst the measurement is usually quoted as a single value, it 

is actually a weighted average of carriers within the sample, influenced by defects, surfaces, 

temperature and others [59]. 

The measured lifetimes are always effective lifetimes. They are a combination of bulk 

recombination, i.e. happening within the semiconductor and surface recombination. These 

events occur simultaneously and are typically difficult to separate. Therefore, it is important 

to consider properties, such as wavelength and material thickness to understand the influence 

of both. The recombination lifetime is defined as: 

τ𝑟 =
Δ𝑛

𝑅
(3.1) 

Where Δ𝑛 is the excess carrier density and 𝑅 is the bulk recombination rate. The bulk 

recombination rate is determined by 3 key mechanisms: Defect or Shockley-Read-Hall 

(SRH) recombination, where a carrier combines non-radiatively by emitting a phonon; 

Radiative recombination where an electron recombines with a hole by emitting a photon and 

Auger recombination where the recombination energy is absorbed by a third carrier. These 

mechanisms are illustrated in Figure 3-1. Therefore, the recombination lifetime τ𝑟 is given 

by: 

τ𝑟 =
1

τ𝑆𝑅𝐻
−1 + τ𝑟𝑎𝑑

−1 + τ𝐴𝑢𝑔𝑒𝑟
−1

(3.2) 
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Figure 3-1 The different carrier recombination paths for injected current (electrons shown as filled circles, 

holes - empty) - (a) showing a defect or Shockley-Read-Hall recombination caused by vacancies in the 

periodicity of the crystal forming a deep energy level (b) shows radiative recombination, where electron 

recombines with a hole by emitting a photon, (c) shows an Auger process [60]. 

At lower carrier densities, the carrier lifetime is primarily dominated by SRH recombination 

[61]. Therefore, measuring the lifetime gives a good indication of the material quality. The 

higher lifetime is particularly important in photovoltaic devices, where the excess electron 

concentration is directly related to the voltage. 

3.2 Time-correlated single-photon counting 

To accurately capture the rapid and faint signals observed in TRPL, a commonly used 

technique is TCSPC. The origins of TCSPC can be found in particle physics, back in the 

1930s. [62]. In 1961, Bollinger and Thomas extended scintillation counting to encompass 

various types of radiation [63]. Around the same time, flash lamps with pulse widths of 

around ~2 ns became available, allowing increased timing precision in photon counting 

experiments [64]. The method gained traction in the early 1970s for measuring fluorescence 

decays [65,66]. The measurement speed and accuracy drastically improved in the 1980s with 

the introduction of picosecond-pulse lasers with megahertz repetition rates [67,68]. These 

advancements established TCSPC as a key technique in fluorescence lifetime imaging 

microscopy (FLIM) and subsequently in TRPL measurements in semiconductors.  

There are two primary advantages of using TCSPC to acquire TRPL compared to other 

methods. First, the PL decays in semiconductor materials are very rapid – typically ranging 
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around few 𝑛𝑠, although they can go up to μ𝑠. Other detector and/or measurement systems 

lack the speed necessary to capture such fast signals accurately. Secondly, the emitted PL 

signal is extremely faint and without the use of TCSPC would most likely be 

indistinguishable from background. This attribute is particularly advantageous for the main 

objective of this project, aimed at developing a TRPL imaging setup for measuring the entire 

area of interest simultaneously. By acquiring the information over series of excitation pulses, 

TCSPC significantly enhances signal-to-noise ratio.  

The technique requires a pulsed laser with high-repetition rate, single photon detector and 

fast digital timing electronics. During TCSPC measurement, each laser pulse serves as a 

reference, indicated as red pulses in Figure 3-2. Following some of the excitation pulses, a 

photon gets registered at time τ after the excitation pulse (indicated as yellow circles in 

Figure 3-2), which gets processed by TCSPC electronics, allocating the arrival time to a 

specific time bin. The cycle is repeated over many excitation cycles, until enough photons 

are detected. The resulting histogram of photon arrivals per time bin represents the time 

decay one would have obtained from a 'single shot' time-resolved analogue recording, 

provided that the probability of registering more than one photon per cycle is low. This 

means the scenario shown after the 4th laser pulse in Figure 3-2 must be minimized. 

Literature commonly quotes that on average, a PL photon should only be detected after at 

most 5% of excitation pulses to avoid photon pile-up effect [69]. Photon pile-up effect is 

when multiple photons arrive at the detector within a single excitation pulse. Due to the 

nature of TCSPC timing electronics, only a single detection event can occur after a given 

reference pulse. If multiple photons frequently reach the detector, the measured decay will 

not accurately represent the intrinsic decay curve of the sample, resulting in shortening of 

the measured intrinsic decay lifetime. This TCSPC measurement methodology, including 

the pile-up effect is explored through simulations in Section 3.3 . Physical implementation 

of TCSPC is detailed in Chapter 4.  
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Figure 3-2 Principle of TCSPC method. The red line shows the laser intensity as a function of time. The 

yellow circles indicate a time at which a photon is registered by the detector. This process is repeated over 

multiple excitation pulses and the detection time is registered for each pulse. Note that the detector is only 

able to recognise a single photon per given laser pulse. Therefore, care has to be taken to minimize the 

probability of multiple photons hitting the detector within the same excitation pulse. 

3.3 Developing TCSPC simulation 

Flowchart in Figure 3-3 outlines the steps involved in simulating data acquisition of TCSPC. 

There are 3 key parameters used for this simulation: 1) lifetime (𝜏𝑖) of the measured pixel, 

2) mean number of photons detected per laser pulse (MNOP), and 3) the number of laser 

pulses. In the case where the mean number of photons detected per laser pulse is low, i.e., 

≪ 1, the probability of detecting a photon 𝑝 ≈ 𝑀𝑁𝑂𝑃.  

The simulation runs in a loop, starting with the emission of a laser pulse. After each pulse, a 

condition is checked to determine if the pulse resulted in a photon being detected. If the 

condition is not met, the algorithm moves on to the next pulse and performs the check again. 

Once the condition is met, a number is drawn from the exponential distribution, generated 

using the 𝜏𝑖 parameter – this determines the photon arrival time at the detector. The next 

stage in the simulation is determining whether multiple photons reached the detector within 

a given pulse. Due to stochastic nature of PL emission, multiple photons might arrive at the 

detector between the laser pulses. However, the detectors used in TCSPC setups are only 

capable of recording a single photon after a laser pulse. Therefore, if multiple photons reach 

the detector, only the first one would be recorded. To simulate this, after each PL emission 

event, a random number is drawn to determine if another photon reached the detector during 
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the same pulse. Number of photons arriving at the detector are simulated this way and the 

arrival time of each of them is determined. The check is performed until no more photons 

are recorded. At this point, only the photon with the shortest arrival time is recorded and the 

rest are discarded. The photon arrival time gets placed into a histogram, where the width of 

each bin of the histogram represents the temporal resolution of the measurement. The loop 

then goes to the next laser pulse, starting the process again. The whole cycle repeats for a 

fixed number of laser pulses, populating the histogram, as indicated in Figure 3-4. After a 

large number of pulses, typically 107 − 108, the histogram becomes equivalent to the TRPL 

response of the measured area. These assumptions work in the limit that the pixel size is 

large compared to the diffusion length.  

 

Figure 3-3 Flowchart indicating the TCSPC measurement process. Typically, laser pulses are repeated for a 

predetermined number of pulses. 
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Figure 3-4 Example of TCSPC process building up a TRPL response by repeating the measurement process. 

The n corresponds to the number of laser pulses used. By plotting the arrival times of the photons as a 

histogram, the overall TRPL of the sample arises.   

3.3.1 Determining decay constant 

To fit the resulting TRPL curves, a non-linear least squares fitting algorithm is well suited. 

An implementation of this provided by scipy.optimize.curve_fit [70] was used in 

this work, which is based on Levenberg-Marquardt algorithm [71,72]. The algorithm takes 

data to be fitted, initial guess parameters and the model function as inputs and returns the 

optimal parameters to describe the function. By performing the fit, the TRPL measurements 

can be defined by a single number 𝜏. 

The fitting algorithm additionally returns the covariance matrix which is useful to determine 

the accuracy of the fit. In simulated measurements, the fitting is relatively straightforward 

as all the results are drawn from the exponential distribution to begin with. In real 

measurements, the fitting becomes more complex as multiple recombination methods are 

present as well as dark counts and other sources of measurement uncertainty, making the 

fitting more complicated. The fitting process for real measurements is explained in more 

detail in Chapter 4.  

3.3.2 Simulating photon pile-up 

As mentioned in the previous section, TCSPC systems are prone to photon pile-up effect 

where the system becomes biased towards detecting earlier recombination events. This effect 

appears due to PL emission following Poisson statistics at low excitation levels [73]. The 
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implication of this is that a probability always exist that a pulse will result in multiple photons 

reaching detector within a single cycle. However, due to the nature of PMT and counting 

experiments in general, only the first photon will be recorded as the dead time of the detector 

is larger than the time between laser pulses. Additionally, the timing of TCSPC measures 

the reference time between the laser pulse and the arrival event. Therefore, by increasing the 

probability of multiple photons reaching the detector, the system bias towards detecting 

faster photons is increased.  

def meanphotons(p, pulses): 
    mnop = [] 
    for i in range(0, pulses): 
        emitted = 0 
        pl_prob = np.random.random()  
        while pl_prob < p: 
            emitted +=1 
            pl_prob = np.random.random()  # checks if another photon is 
emitted. Can result in almost infinite loop as prob approaches 1 
        mnop.append(emitted) 
    return np.mean(mnop) 

Figure 3-5 Code snippet used for numerically determining the mean number of photons per pulse from 

probability of photon detection. A number is repeatedly drawn from uniform distribution and compared 

against the probability parameter to determine the number of photons in a single pulse.  

Literature commonly refers to keeping the 𝑀𝑁𝑂𝑃 below 0.05 to prevent introducing this 

systematic error [64,74]. Above this value, the probability of multiple photons reaching the 

detector increases, leading to the system becoming biased towards detecting shorter lifetimes 

and resulting in shorter measured lifetimes. This process can be investigated by varying the 

probability parameter 𝑝 mentioned in the previous section and measuring the change in 

measured decay constant. The outcomes of this are shown in Figure 3-6. The blue circles 

indicate the lifetime measured after simulating the TCSPC measurement, showing a clear 

reduction in measured lifetimes as the probability is increased. To explain this, it was useful 

to look at the average number of undetected photons for each laser pulse. This was calculated 

by determining the MNOP at each probability using the function shown in Figure 3-5. After 

determining MNOP, the probability was subtracted leaving the average number of 

undetected or excess photons per pulse at each probability. We can see that as the probability 
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increases, there are more and more photons which would be completely missed by the 

detector. From the code snippet, we can see that as 𝑝 → 1, 𝑀𝑁𝑂𝑃 → ∞.  

 

Figure 3-6 Investigation of photon pile-up effects in TCSPC simulation. Blue circles show what lifetime was 

measured as the probability of detecting a photon on each laser pulse was increased. As the probability of 

detecting a photon increases, the MNOP rises as well, leading to multiple photons arriving at the detector in 

the same laser pulse. Green triangles show the average number of photons undetected on each excitation 

pulse. This is calculated by subtracting the detection probability from the MNOP detected emitted.   

3.3.3 TCSPC from multiple sources 

For the purpose of simulating compressed sensing TCSPC measurements, it was also 

beneficial to understand how the measured lifetimes are affected when broader areas of 

samples are excited. What happens in the case when within the excited area, there are two 

areas with specific average lifetimes? When applying compressed sensing TCSPC, a whole 

area of interest will be excited and a combined response from the whole area will be seen. 

Understanding how the measurements interact helps in building an appropriate 

reconstruction model.  
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To simulate this, a virtual sample was defined consisting of 100 cells. The lifetime of each 

of those cells was set to 1 ns and the response for the whole sample measured, resulting in a 

measurement of 1 ns, as expected. The model was set up so that only a single, random cell 

could emit a photon on every laser pulse. Then, one of those cells was replaced with a 10 ns 

cell, and the measurement repeated, recording the measured lifetime of the whole sample. 

The number of longer lifetime cells was increased gradually until the whole sample only had 

longer lifetime cells. Figure 3-7 shows the lifetimes measured as a function of shorter and 

longer lifetime cell ratios. A non-linear behaviour was observed – the measured lifetime 

appears to be more heavily weighted by shorter lifetimes. This implies that when measuring 

a sample point with features smaller than the excitation spot, the overall measured lifetime 

is likely dominated by the shortest recombination time within the illuminated area. 

The ability to measure single or multiple time constants using the single-pixel imaging 

concept is rooted in the fundamental principle that each pattern projected onto the sample 

excites different spatial regions with potentially different charge carrier lifetimes. When 

considering a simplified case of a sample with two subcomponents having distinct lifetimes 

(e.g., 1 𝑛𝑠 and 10 𝑛𝑠 as in this simulation), the resulting decay curve represents a weighted 

sum of exponential functions. This can be expressed as: 

𝐼(𝑡) =  𝐴1𝑒
−

𝑡
𝜏1 +  𝐴2𝑒

−
𝑡

𝜏2  (3.3) 

In a real sample, with a range of decay constants, the above would become a weighted 

average of all the different decay constants. The non-linear relationship between measured 

lifetimes and the ratio of components with different lifetimes (as demonstrated in Figure 3-

7) has important implications for the single-pixel imaging approach. This non-linearity 

means that as sample complexity increases—for instance, when moving from two distinct 

lifetime regions to multiple regions with a continuous distribution of lifetimes—the 

measured signal becomes increasingly dominated by shorter lifetime components. 

Therefore, reconstructing the spatial distribution of these lifetimes across the sample via 

compressed sensing algorithms would no longer be possible as the measurements are no 

longer a linear combination of contributions from each spatial position.  
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Instead, by considering the PL intensities at each time slice individually, the contribution to 

the particular time slice follows the additive basis required by compressed sensing. At each 

time point 𝑡 after excitation, the measured intensity is a linear combination of contributions 

from each spatial position within the area excited by the pattern. This linearity at each time 

point enables the use of compressed sensing reconstruction techniques, even though the 

overall lifetime behaviour exhibits non-linearity. 

However, this does introduce some limitations on the applicability of compressed sensing to 

TRPL imaging techniques. The inherent bias towards shorter lifetimes may obscure longer 

lifetime components, especially when they represent a smaller fraction of the excited area, 

potentially limiting the dynamic range of detectable lifetime differences. The technique also 

assumes photostability throughout the measurement period, which may not always be the 

case, depending on the material being tested.   

 
Figure 3-7 This figure assumes a broad area of the sample is excited and the lifetime measured for the whole 

area. The whole area of the sample consists of short (1 ns) and long (10 ns) lifetime cells. The fraction of 

long lifetime cells was increased gradually until the whole area consisted only of long lifetime cells. The 

resulting measured lifetimes show a non-linear behaviour of a TCSPC measurement – the measured lifetimes 

are more heavily weighted by shorter lifetimes.  
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3.4 Compressed sensing simulation 

3.4.1 1D compressed sensing simulations. 

One of the most straightforward implementations of compressed sensing is in the case of 

one-dimensional signals. Traditionally in order to effectively sample all of the frequencies 

of interest within the signal Shannon-speckle limit must be satisfied [9]. The limit specifies 

that the minimum sampling rate must be at least twice the signal's bandwidth in order to 

reliably acquire the underlying signal. However, by applying compressed sensing theory, 

this requirement can be relaxed when the signal is sparse in some domain, enabling accurate 

recovery from sub-Nyquist measurements. 

A simulation can be developed by sampling a signal at random points in time with precisely 

known timing. A reconstruction can then be performed based on the values measured at these 

points of time to extract the full overall one-dimensional signal. Only a fraction of the 

measurements is needed, compared to the traditional sampling approach.  

This approach can be simulated computationally. Figure 3-8 shows an example of a 1D 

signal which consists of a combination of 2 sine waves with different frequencies (111 Hz 

and 250 Hz). The dots in the figure show locations where the signal intensity was sampled, 

which is equivalent to only 10% of the points that would have to be sampled by following 

the Shannon-Nyquist theory. Using the intensity values at these points in time and the 

timings when the signal was sampled, a compressed sensing reconstruction can accurately 

acquire the underlying signal. This effectively gives the ability to acquire the compressed 

measurement directly without having to acquire a dense amount of data first and then 

compressing it.  

When applying this measurement regime experimentally, the big caveats are that the timing 

must be known very precisely. Any uncertainty in the timing of the measurements will lead 

to a poorer reconstruction of the overall signal. Additionally, the reconstruction of the signal 

takes some computing time which might make this approach impractical for some 

applications. This principle has been utilised to boost the sampling rate of oscilloscopes [75]. 
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Figure 3-8 An example of arbitrary 1D signal consisting of 2 frequencies (111 Hz and 250 Hz) with yellow 

dots indicating random sampling points. Using compressed sensing theory, the original signal can be 

accurately reconstructed with the number of points sampled. In a traditional sampling regime, the sampling 

rate would have to be at least twice the highest frequency.  

3.4.2 Testing the model - simulating single pixel camera 

To further extend the simulation model, the principles of compressed sensing were applied 

to demonstrate a single-pixel camera measurement. To achieve this, the sample was masked 

with a measurement pattern, and the sum of all pixel values within the masked areas was 

calculated, resulting in the total intensity of the masked area. This process was then repeated 

for several different masking patterns, allowing the calculation of total pixel intensity for 

each measurement. This approach simulated the scenario of using a simple photodiode, 

where a sample was masked with various patterns, and the light reflected off it was 

measured. In this case, the measurement consisted of a single current reading of the reflected 

light from the sample. By repeating the measurements with different patterns and 

subsequently subjecting the entire dataset to a reconstruction algorithm, the overall image 

could be obtained without the need for measurements of each individual point. This approach 

was the first experimental implementation of compressed sensing published in literature [44].  
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To simulate a single pixel camera, the method is split between two parts – the measurement 

simulation and the reconstruction simulation. The first part of effectively simulating a 

measurement is to mask the virtual sample with a pattern. To effectively do this, a simple 

for loop was used, repeating for the number of pixels in the image. For every iteration of 

the loop, a pattern generation function called wht_pattern_new gets called, as shown in 

Figure 3-9. This function takes the measurement index (i), Hadamard order number (m) and 

a alternative Hadamard basis array (v) as inputs and generates a Hadamard pattern of 

dimensions 2𝑚 × 2𝑚, which consists of True/False values. NumPy’s advanced indexing 

syntax allows masking the virtual sample in a straight-forward way by using the Hadamard 

pattern as an index of the virtual sample to return a masked image only containing image 

values where the pattern had True values. In this case, the measurement simulation is 

straightforward – for every masked array, all the pixel values are simply summed up. The 

for loop is then repeated, storing the pixel sums.  

measurements = np.empty(pixels, dtype=int) 

for i in range(pixels): 

    #get hadamard pattern 

    had_pattern = wht_pattern_new(i, m, v) 

    measurement = np.sum(image[had_pattern]) 

    measurements[i] = measurement 

    if i % 10 == 0: print(i) 

Figure 3-9 The for loop used to simulate a single-pixel camera type of measurement. A function is used to 

generate a pattern based on the iteration of the loop. The pattern then masks the virtual sample and returns a 

sum of all the pixel values covered by the pattern. 

Therefore, the measurement part of the methodology results in a 1D array of pixel sums of 

different masks. The index of the array corresponds to the index of the masking pattern used. 

This structure is displayed in Table 3-1.  
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Table 3-1 An example of structure and value seen during compressed sensing measurements. A few 

Hadamard patterns are shown here with their respective indices. The white parts of the patterns are where the 

sample is measured. The masked image is added to better indicate the parts of the image that are being 

measured with each sample. The final row is the measured values from the given pattern. The number of 

patterns used goes up to the number of pixels in the sample image.   

Pattern index 3 10 12 36 92 

Masking Pattern 

     

Masked Image 

     

Measured value 15255036 14993527 14281186 14838557 151974630 

The 2nd part of the simulation process was to reconstruct the compressed measurements 

acquired in the first part. Before performing the reconstruction, the patterns and 

measurement data need to be pre-processed. For the reconstruction to work, we must ensure 

minimum coherence between the measurement patterns used and the sampled images. 

However, as described in the compressed sensing review chapter, we can decrease the 

coherence by applying a transform. In this work, we used Haar wavelet transform to achieve 

this, by applying it to the measurement patterns. Finally, the transformed patterns and the 

measurements, as well as sampling level can be input into the reconstruction algorithm to 

run the optimisation and find the sparsest solution, which is implied to be the sampled image. 

Note that the answer provided by the algorithm is in the transform domain that was applied 

to the measurement patterns. An inverse transform should be applied to display the answer 

in a natural domain.  

This reconstruction is displayed in Figure 3-10, where the sampling level was set to 25% 

and a good image reconstruction was still observed. A good quality reconstruction is 

observed, with 𝑆𝑆𝐼𝑀 =  0.89. Therefore, it can be concluded that all parts and functions of 

this simulation model is behaving as expected and applying the compressed sensing 
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technique correctly. We can then build onto this algorithm to develop a more complex 

simulation, which is covered in the next section.  

 

Figure 3-10 The image on the left is the ‘ground truth’ image that used as the source for the single-pixel 

camera sampling methodology described above. The image on the right is reconstructed from the sums of the 

measured patterns. A total of 65,536 patterns were measured, equivalent to a sampling level of 25%, for an 

image of 512 × 512 𝑝𝑥. 

3.4.3 Spectral measurements from masked sample  

Another use case for compressed sensing that was considered in this work is towards spectral 

imaging with compressed sensing. From a numerical simulation perspective, the key 

difference between these measurements is that every pixel of the image can no longer be 

described by a single value. Instead, every pixel consists of a spectrum, adding an additional 

dimension which has to be considered.  

The masking function used in the previous case can be reused here. However, the spectral 

data cube must be sliced along its spectral axis first, to reduce the cube to a series of 2D 

images. Every image then has the masking function applied to it, returning a PL intensity 

masked image at each wavelength bin. This is illustrated in Figure 3-11.  
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Figure 3-11 An illustration of the structure of hyperspectral imaging. In this case, every spatial pixel of the 

image consists of its own spectral response, resulting in a 3D data cube structure. To make this type of 

structure compatible with compressed sensing algorithms, the cube can be split into a series of images for 

each different wavelength.  
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To simulate the measurement part, a key assumption was made. We assume that the 

contributions from different parts of the masked sample combine in a linear way. In other 

words, if 2 points of the sample were to be excited at the same time, the measured spectrum 

would be a combination of the 2 points. Based on this assumption, the measurement 

simulation becomes similar as in the previous case. All the values from the masked area can 

be added up. This is then repeated at every wavelength bin, resulting in a 2D measurement 

matrix. Row index of the matrix corresponds to measurement pattern used and the column 

index is the wavelength bin measured.  

To carry out the simulations, hyperspectral imaging of CdTe sample was performed using 

Horiba Labram HR microscope. The acquired measurements were then used as the virtual 

samples for the compressed sensing simulations.  

At the time of performing these measurements, the reconstruction algorithms were incapable 

of handling a 2D measurement. Instead, the reconstruction was performed on each 

wavelength bin at a time, treating it independently of all other bins. An inverse transform 

was applied to each of the slices, to construct final data cube.  

For displaying the data, it was useful to perform some fitting to reduce the data cube into a 

2D image. In this case, peak wavelength was determined at each pixel to construct a peak 

wavelength map from the data cube. The original and reconstructed ones are shown in Figure 

3-12, with a few points on the right showing the spectra that they consisted of. Note that this 

assumes an ‘ideal’ sampling condition, where the true spectra can be losslessly captured by 

the simulated detection, with no addition of noise. Some noise considerations were 

investigated further on in the chapter. 



Chapter 3 – Modelling of Compressed Sensing Time-Resolved Photoluminescence 

Measurements 

59 

 

 

Figure 3-12 A reconstruction of the peak wavelength map for CdTe from sampling the hyperspectral data 

cube using the described methodology. A few points on the map are highlighted and their respective spectra 

are shown on the right. The solid spectrum lines are the original spectra of those points, and the scatter plots 

are the spectra of those same points after reconstruction.  

3.4.4 TCSPC measurements from masked sample 

 

Figure 3-13 Example of a typical CS measurement. The inset patterns demonstrate some of the patterns used 

in the measurements to mask the sample area. Only the white parts of the pattern were allowed to excite the 

sample. The coloured decays show the TRPL measured for each of these patterns.  

One of the main goals of this research project was to apply a similar principle towards 

TCSPC measurements. This presented an extra layer of complexity onto the simulation 
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technique, as not only the compressed sensing part had to be simulated, but also the TCSPC 

measurement. The developments of numerical TCSPC simulation were described in 

previous sections. Therefore, the techniques developed for single pixel camera and spectral 

measurement simulations must be incorporated with the TCSPC measurement simulation.  

Another function called give_pattern detailed in Figure 3-14, was used to mask the 

virtual sample, parallelise the for loop and process the measurements into a histogram. The 

matrix A contains all the patterns to be used in the measurements and the for loop is set to 

iterate and perform TCSPC measurement after masking the lifetime map with each of the 

patterns. Because every pattern is measured independently of each other, the for loop 

could be parallelised, improving the simulation running time.  

def give_pattern(A, bins_total, cells, pulses, prob, tau, delta, 

longtime, bin_range): 

    """ 

    Function for performing measurements on multiple patterns in 

parallel. 

    """ 

    start, stop = bin_range 

    result = np.empty((int(cells*delta), bins_total)) 

    for i in prange(int(cells*delta)): 

        print("Pattern ", i) 

        pattern = np.where(A[i])[0]  #returns a list of indices where A 

== True 

        times = TCSPC(pulses, pattern, prob, tau, longtime) 

        bin_heights, _ = np.histogram(times, bins=bins_total, 

range=(start, stop)) #converts times from each pattern to hist 

        bindata = np.asarray(bin_heights) 

        result[i, :] = bindata 

    return result 

Figure 3-14 Function used to virtually mask a sample with a given pattern. Variable A contains all the 

patterns to be measured. The function TCSPC carries out the TCSPC simulation, considering only the areas 

where masking pattern contained True values. The innerworkings of TCSPC function are described in a 

figure further on. The TCSPC function output is then processed as a histogram and results are saved.  

However, due to TCSPC, we know that only a single detection event can occur in a 

measurement cycle. Therefore, we need an additional step to determine which pixel causes 

the emission photon. To effectively simulate this, another key assumption had to be made. 

We assumed that all of the pixels illuminating the virtual sample have an equal probability 

of emitting a photon. Therefore, after the masking, a random pixel is chosen to test for 
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emission and TCSPC considerations. The virtual sample map consists of lifetime values, 

which are used to determine the photon arrival time. To determine the arrival time, a random 

number is drawn from an exponential distribution with the decay constant set to the lifetime 

of value of the chosen pixel. This process is similar to the one described in Figure 3-3. 

However, only the fastest arrival time gets recorded. The function used to do this is shown 

below in Figure 3-15.  

def TCSPC(pulses, cell, prob, tau, longtime): 
    """ 
    Records the fastest arriving photon from each pulse. Allows the possibility 
of multiple PL photons being emitted 
    on each pulse, however, only fastest one gets recorded. Assumes uniform 
illumination density and uniform probability 
    of PL emission. Assumes exponential decay of lifetime. 
    """ 
    arrivals = [] 
 
    for idx in prange(0, pulses): 
        shortest = longtime 
        pl_prob = np.random.random() #draws a number between 0 and 1 from 
continuous uniform distribution 
        i=0 
        if len(cell) == 0: 
            shortest=0 
        else: 
            while pl_prob<prob: 
                #this part executes whenever a pulse produces a photon 
                idx = np.random.choice(cell, size=1)[0] #chooses which cell of 
the sample emitted photon based on discreet uniform distribution 
                pltime = np.random.exponential(tau[idx]) #Assigns the arrival 
time of photon to detector. Drawn from exponential distribution 
                pl_prob=np.random.random() #checks if another photon is 
emitted. Can result in almost infinite loop as prob approaches 1 
                if pltime<longtime and pltime<shortest: 
                    #for handling a case were >1 PL photons emerge from given 
laser pulse. Only the time of fastest one is saved 
                    shortest = pltime 
                i=i+1 
        if shortest != longtime: 
            #to only save values from pulses which result in emission 
            arrivals.append(shortest) 
    return np.asarray(arrivals) 

Figure 3-15 The function written to simulate TCSPC with compressed sensing. At the start of each laser 

pulse cycle, a random pixel gets selected for emission. That pixel’s value is then used to emit a photon and 

record its time. The cycle repeats for the number specified by pulses variable. The function outputs the 

arrival times for every laser pulse that caused an emission. 
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The cycle gets repeated for a predetermined number of simulated laser pulses, before moving 

onto the next projection pattern. Once all the laser pulses of a given pattern have been 

measured, all the arrival times are processed as a histogram. The counts for each bin are 

saved and the algorithm moves onto the next pattern and the same cycle of laser pulses is 

repeated. The measurement is finished once all the patterns have been measured. The final 

result file is a matrix, where each row index is the index of the mask that was used, and each 

column is the temporal bin used. All the values within the matrix are the number of counts 

of photon detections. Note that no spatial information gets saved – the measurement file does 

not contain information about which pixels resulted in the photons being emitted. 

The challenge here arises from the fact that we cannot consider every point of the sample to 

be defined by a single value. Instead, every pixel has its own distinct temporal signal. If a 

sample is excited using one of the masking patterns the measurement consists of a decay 

which is a contribution of all the recombination events across the whole masked area. Every 

measurement pattern will excite different combinations of the sample areas and, therefore, 

will create a slightly different overall temporal response. This is illustrated in Figure 3-13 

where the inset patterns show examples of some of the measurement patterns used in this 

work and the TRPL signal for each of these patterns. This highlights the novelty of this work 

since previous implementations of compressed sensing considered measurements that could 

be defined by a single value, whereas in the case of TRPL every measurement is a decay. 

Therefore, a suitable reconstruction routine had to be determined through simulations before 

performing the physical experimental work. 

3.4.5 Compressed sensing TRPL reconstructions 

One of the initial ideas for reconstructing compressed sensing data was to fit each of the 

decays and determine their decay constants. Then every pattern results in a single value 

which can be used as inputs into the reconstruction algorithm. However, after initially 

attempting this the reconstructed images in simulations lost all their structure and a uniform 

image was acquired. The reconstruction seemed to resemble the overall average TRPL 

response of the entire sample area. This was partly expected based on the linearity 
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measurements shown in  Figure 3-7, where it was shown that shorter lifetimes have higher 

contribution to the decay constant measured. 

Instead, it was decided to perform the reconstruction by slicing the TRPL data into bins, 

similarly to how it was described for spectral simulation in section 3.4.3 . This way, each 

reconstruction consisted of the PL intensity map at each time slice. A reconstruction could 

then be repeated for every measurement bin to acquire the measured data cube. This data 

cube consists of two spatial dimensions and one temporal, i.e., each pixel has a 

corresponding TRPL reconstructed for it. The resulting data cube is demonstrated in Figure 

3-16. 

The data cube can be further analysed by fitting a function through the temporal axis to 

determine its decay constant and display the charge carrier lifetime maps. This was the final 

step in building an effective simulation model which was then suitable for further testing 

and tuning of the simulation parameters. The results are presented and discussed in the 

sections below.  



Chapter 3 – Modelling of Compressed Sensing Time-Resolved Photoluminescence 

Measurements 

64 

 

 

Figure 3-16 Data cube example of PL intensity images at varying time bins as reconstructed using the SPGL1 

algorithm. Every spatial pixel of the data cube contains an estimated TRPL response of the pixel.  
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3.5 Simulation results 

 

Figure 3-17 The reference images that were used as the source or ‘ground truth’ images for carrying out the 

simulation work. The left image was taken from a CIGS PV device measurement and the right image is of a 

perovskite PV device.  

The images shown in Figure 3-17 were used as the ‘ground truth’ images for the purposes 

of simulation. The image on the left was experimentally acquired by raster mapping a CIGS 

PV device with TRPL measurements and then fitting the decays. The right image was 

acquired using photocurrent mapping of a perovskite PV device. It is useful to note here that 

the exact images do not have a major influence on the overall process of the simulation. The 

same principles could have been applied by using any ‘natural’ image.  

The image values were considered to be the charge carrier lifetimes for the measurement 

simulation. When a given image pixel gets sampled, a number is randomly drawn from  

exponential distribution with the decay constant set to the value of the pixel. After carrying 

out the measurement and reconstruction processes, the acquired data-cube gets fitted with 

an exponential decay constant to acquire the reconstructed lifetime values. This allows for 

comparison between the true and reconstructed images.  
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3.5.1 Scanning the parameter space 

The first consideration was investigating the reconstruction sampling level. As detailed in 

the compressed sensing theory section, the use of compressed sensing allows a reduction in 

the number of measurements required to reconstruct signals, overcoming the sampling 

typically needed as according to Shannon-Nyquist theorems. In this work, a sampling level 

denoted using Δ means the percentage of patterns measured as a function of total pixels in 

an image. For example, a 64 × 64 𝑝𝑥 has a total of 4096 pixels. Δ = 10% means a total of 

409 patterns were measured and used to reconstruct the image.  
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Figure 3-18 Reconstructed carrier lifetime maps from measuring virtual samples in the described 

computational model. The images in the left column contain reconstruction for CIGS sample and the images 

in the right column contain reconstructions for perovskite device. The sampling levels used in the 

reconstruction are denoted on the images. As the sampling level is increased, finer details get revealed.  
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The reconstructed images are shown in  Figure 3-18 at sampling levels varying from 2% −

 100%. As expected, increasing the sampling level results in better reconstruction quality. 

However, the benefits of increased rate get smaller, at higher rates. The major structure of 

the samples gets accurately identified even at very low sampling levels of 2% and 10%. One 

possible application for very low sampling level measurements could be accurately 

identifying areas with higher defect areas within a broader area, such as a wafer. A low 

sampling level could be used to image the whole wafer in very short amount of time. If any 

areas show a significant difference in quality, these could then be focused on and measured 

in more detail. 

To better understand the effect of the different sampling level, structural similarity index 

measure (SSIM) [76] was used to quantify the comparison between the ground truth image 

and the reconstructed ones. The SSIM ranged from 0.4 at the low sampling level of 2 %, to 

0.98 at the high end, where SSIM = 1 would mean an identical image. The results are shown 

in Figure 3-19 for both samples. It is evident that increasing the sampling level past 25% for 

both samples offers very minimal improvements in reconstruction quality according to the 

metric.  

It is also important to note that the maximum quality of reconstruction achieved differs 

between the two samples, with the perovskite sample reaching a higher maximum SSIM 

value compared to the CIGS sample. This difference may arise from the distinct ranges of 

charge carrier lifetimes across the two samples. CIGS sample exhibited lifetimes spanning 

0 − 10 𝑛𝑠 whereas for the perovskite sample, lifetimes varied from 0 − 2 𝑛𝑠. The broader 

distribution of carrier lifetimes might be more challenging for the compressive sensing 

algorithm to resolve accurately. This is supported by the simulation work shown in section 

3.3.3, where the presence of two distinct lifetime regions resulted in an overall measured 

lifetime being biased towards the shorter lifetime.    



Chapter 3 – Modelling of Compressed Sensing Time-Resolved Photoluminescence 

Measurements 

69 

 

 

Figure 3-19 SSIM figure used to compare the similarity between the reconstructed images and the virtual 

samples. The green crosses refer to the CIGS sample and the blue circles refer to perovskite sample. The 

results indicate a rapid improvement in quality until about 20% sampling level, after which the improvement 

becomes minimal.  

3.5.2 Noise   

The results shown in previous sections assumed idealised measurements. They do not 

contain any sort of measurement noise or background contributions, which would be present 

in a real experimental system. In a physical measurement, there would be variations 

introduced by random measurement noise, the dark counts of the detector, resolution and 

dynamic range of the instruments, laser instabilities and other sources. Adding the sources 

of noise to the simulations helps to further evaluate the methodology as well as quantify 

some of the limitations that might be expected when developing the physical system.  

To simulate the noise, the measurements that were already acquired were perturbed using 

small random values drawn from Gaussian distribution. A Gaussian distribution for noise 

was adopted, assuming that even though each of the different sources of noise that might be 

present in a measurement might have different distributions, the combined effect of all the 
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noise sources would result in a normal distribution. The normal distribution is described by 

the following probability density function:  

𝑝(𝑥) =
1

√2𝜋𝜎2 
𝑒

− 
(𝑥−𝜇)2

2𝜎2 (3.4) 

Where 𝜇 is the mean and 𝜎 is the standard deviation. A parameter called noise_level 

was introduced to allow a varying degree of perturbations. A single number was randomly 

drawn from this distribution for each bin of the measured TRPL signals, using 𝜇 = 0 and 

𝜎 = noise_level × bin_counts. For example, if a noise level of 1% was specified 

and the bin had 1000 counts, 𝜎 = 0.01 × 1000 = 10 will be used to draw a single number, 

which will then be added onto the bin counts. The noise levels considered ranged between 

0.1% − 5%. After perturbing the measurements, they were all reconstructed using the same 

reconstruction process and algorithm described earlier with the sampling level set to 50%.  

Figure 3-20 shows the noisy maps reconstructed. The quality of the images appears to rapidly 

deteriorate with increasing noise levels. At 5%, the images have little resemblance left to the 

original ones. The fitting of the TRPL becomes difficult as well, with many pixels failing 

the fit. These simulations are important when applying the technique experimentally. These 

results indicate that in order for the compressed sensing TRPL system to produce reliable 

results, the sources of random noise must be minimised as much as possible. Additionally, 

the compressed sensing part of the methodology is highly susceptible to any signal changes 

over time, such as drift. The nature of the reconstruction algorithm considers all the 

differences between each measurement to be entirely related to the spatial variations of the 

measurement patterns used.  
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Figure 3-20 Carrier lifetime maps reconstructed using the described CS TRPL measurement acquisition and 

reconstruction with Gaussian noise added to each measured bin. The sampling level was kept constant at 

50% for all the noisy reconstructions.  

3.6 Chapter conclusions  

In this chapter, a comprehensive simulation framework for compressed sensing TRPL 

imaging was developed and validated, forming the foundations for the experimental work 

presented in Chapter 5. A statistical model capable of simulating TRPL data acquisition 

using TCSPC was implemented. A reconstruction approach for reconstructing compressed 

sensing TRPL data has been developed, utilising the SPGL1 algorithm. The developed 

simulation, combined with the reconstruction technique, show effective reconstruction of 

charge carrier lifetime images, even at significantly reduced sampling rates. Testing the 
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sampling rates demonstrated that accurate charge carrier lifetimes could be reliable 

reconstructed using only 20% of the measurements required compared to conventional raster 

scanning. This highlights the potential efficiency gains achievable with compressed sensing 

in TRPL imaging.  

Before starting with simulation work, background information about TRPL and TCSPC was 

detailed. TCSPC measurements were simulated in section 3.3 using random probabilities of 

a number being drawn from exponential distribution. As TCSPC is susceptible to photon-

pile up effects, a detailed description is given of considerations made to allow for multiple 

photons being emitted in a single laser pulse. Testing results are shown for the effects of 

photon pile-up as well as varying the composition of the measured area. The photon pile-up 

study demonstrated the shortening of measured carrier lifetimes at higher photon detection 

rates.  

In section 3.4, the development of the compressed sensing simulation progressed from a 

simple 1D model to more complex multi-dimensional simulations. This iterative approach 

began by examining a 1D signal for basic compressed sensing feasibility and then expanded 

to simulate a 2D single-pixel camera setup, followed by a 3D model representing spectral 

compressed sensing which would be equivalent of hyperspectral camera measurements. The 

final version of the simulation included simulating compressed sensing TRPL acquisition 

using TCSPC measurement.  

In section 3.5 the developed simulation model was utilised for investigating the effects of 

sampling rate. Maps of CIGS and perovskite PV devices were used as ‘ground truth’ images 

for carrying out the simulations. These were then investigated by performing the 

reconstructions at varying sampling levels, ranging from 2% to 100%. The quality of 

reconstructions is quantified using SSIM, showing minimal additional gain in image quality 

past sampling level of around 25%. It was also observed that some of the larger details could 

become apparent even at sampling rates of a few percent. This could be utilised for very fast, 

initial measurements for identifying regions of interest for further investigations.  
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To further improve the model, different degrees of normal noise was added to the 

measurements to test the robustness of the methodology. From the noise investigations, it is 

apparent that the methodology is highly susceptible to the effects of random measurement 

noise. By adding random noise with amplitude equivalent to up to 5% of the signal, the 

reconstructed carrier lifetime maps were greatly disturbed.  

Overall, the simulation framework developed here served as a feasibility study, validating 

the potential of compressed sensing TRPL and establishing the reconstruction methodology 

required for experimental application. These findings lay the groundwork for the 

experimental work discussed in later chapters and underscore the value of compressed 

sensing for efficient TRPL imaging. The simulation approach could also be extended to test 

the methodology further, by considering the effects of different materials or further effects 

of measurement noise.  

 

 



 

 

 

Chapter 4 Development of Time-Resolved 
Photoluminescence Imaging System 

This chapter describes the system design, implementation and testing process of the time-

resolved photoluminescence (TRPL) imaging system developed in this work, covering each 

of the system elements in detail. The devices investigated in the project are described. 

Finally, initial results acquired from various samples are presented and the issues 

encountered along the way and optimisation steps are detailed.  

The aim of this work was to design a TRPL imaging system capable of comparing spatial 

lifetime profiles across different materials and devices. An additional objective was to 

thoroughly understand the intricacies and requirements for performing time-correlated 

single-photon counting (TCSPC) experiments. This meant that the system needed to function 

not only as a standard TRPL measurement tool but also as a TRPL mapping system. The 

electronics required to perform these measurements deal with accurate timing of hundreds 

of thousands of events each second, requiring picosecond precision. By building this 

measurement system from the ground up, experience and understanding of such systems was 

gained, both regarding the optical system and hardware implementation, but also regarding 

the control software, which plays a significant role in such systems. Furthermore, another 

aim of this chapter was to use the work described here as a starting point for the final results 

chapter. The final chapter seeks to expand the system discussed here to include the full 

utilisation of the digital micromirror device, validate that the system works as expected and 

explore the capabilities and limitations of TRPL imaging.  

4.1 System design considerations 

The first step in developing a measurement system was defining the requirements for the 

desired functionality. Key to this, when planning the system design, were the types of 

materials that would be investigated. Afterall, the chosen materials would dictate the 

hardware considerations, such as ensuring that the laser and the detectors are of appropriate 

wavelengths. Additionally, different material systems will have varying charge carrier 

lifetimes which can range from ns to µs.  
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The primary focus were material systems which are suitable for photovoltaic device 

fabrication. This aligned well with the research focus of the group at NPL and devices that 

were already available within the group. Additionally, an external partner on the project was 

a semiconductor manufacturer IQE PLC, who were also interested in providing materials to 

be tested in with the proposed methodology, showing interest in wafer and vertical cavity 

surface emitting laser (VCSEL) characterisation. 

The materials and devices investigated throughout this work are the following:  

• Cadmium Telluride (CdTe) PV devices, manufactured by the research team at the 

Centre of Renewable Energy Systems Technologies (CREST) at Loughborough 

University. The devices were made by depositing CdS on a 50x50 mm substrate 

resulting in ~200 nm thick films and then depositing CdTe in a close-space 

sublimation system resulting in 4-6 µm thick films. More detailed explanation of the 

fabrication is published in [77]. CdTe has a direct bandgap of ~1.51 eV (~821 nm) at 

room temperature [78]. These devices have been extensively studied and reported on 

by the CREST group, allowing for comparison between measurements done using 

different systems. The TRPL measurements done by the group show lifetime values 

of 𝜏1 = 1.39 𝑛𝑠 and 𝜏2 = 3.91 𝑛𝑠 [79].  

• Copper Indium Gallium Selenide (CIGS) solar cells fabricated at Loughborough 

University. The absorber layer thickness was ~3 µm, composing of 

Cu0.9In0.7Ga0.3Se2. The detailed description of the fabrication process is given in in 

[80,81]. This material system is useful for production of PV devices due to its 

advantageous temperature dependency and low-cost manufacturing techniques [82].  

CIGS has a widely tuneable bandgap, ranging from 1.01 eV up to 1.68 eV [83] by 

varying the Ga fraction. Some TRPL results of these devices have also been 

published, showing lifetime value of 𝜏 = 2.45 𝑛𝑠 at 1055 nm emission wavelength 

[58]. 

• Selection of GaAs wafers and devices. Pieces of undoped and Si p-doped GaAs 

wafers were used for investigation described in this work. Additionally, a GaAs 

reference cell (commercial reference cell by ReRa Solutions) was also used. There 

is little literature on measuring charge carrier lifetimes within wafer substrates as it 
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is typically only considered when measuring devices. However, it was expected that 

these materials would exhibit high emissivity as well as high uniformity which could 

prove useful when testing the methodology. The bandgap of GaAs is 1.435 eV (~864 

nm) at room temperature [84].  

• A variety of perovskite solar cells, fabricated by groups at University of Surrey and 

Swansea University [85]. Perovskite materials have been receiving huge amounts of 

interest over the recent years and have seen their power conversion efficiency rapidly 

rise [86]. They are a useful material for the development of this methodology due to 

their high emissivity and relevant lifetime values.  

• Other materials were also considered throughout the project, such as InP PV devices, 

which have a bandgap energy of 1.34 eV (~923 nm) [87].  

4.2 Hardware considerations 

This setup employs a single objective lens for both illumination and light collection, using a 

dichroic beam splitter to direct the PL signal toward the detector. A schematic diagram of 

the targeted layout is shown in Figure 4-1. The schematic shows how each of the components 

fit together to form the measurement system. The components required for building the 

measurement system are:  

• Excitation source 

• Photodetector 

• TCSPC Electronics 

• Optical Components  

• Safety Measures 

• (Optional) Sample Positioning system 
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Figure 4-1 Schematic diagram of the TRPL imaging system described in this chapter 

In the following sections, each component is discussed in greater depth, with an analysis of 

available options. The options are compared, and the rationale behind final selections is 

provided.  

4.2.1 Laser choice 

First piece of equipment considered when designing the TRPL system was the laser source. 

The key considerations can be listed as follows:  

• The pulse duration of the laser should be at least an order of magnitude shorter than 

the shortest charge carrier lifetime that is expected to be measured. Therefore, pulses 

that are <100 ps would be best in this application. TCSPC measurements could still 

be resolved with longer pulses, but additional complications would be introduced 

due to the rise and fall times of the pulses 

• The laser must be able to be pulsed with a suitable repetition rate as well as able to 

output the reference signal. The inverse of repetition rate dictates the maximum time 

window that can be measured with a TCSPC setup. However, having a low repetition 

rate would lead to a prohibitively long measurement duration. A repetition rate that 

could be varied from ~10-100 MHz would be most suited.  

• The laser wavelength in a TRPL measurement system must exceed the bandgap 

energy of the material to excite electron-hole pairs while also achieving sufficient 

penetration depth. This allows photoluminescence from both the bulk and surface, 

enhancing insight into recombination dynamics throughout the material. The 

penetration depth is determined by the material’s absorption coefficient, α, at the 

laser wavelength, with the light intensity decaying exponentially with depth 𝑧 
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according to 𝐼(𝑧) = 𝐼0𝑒−α𝑧. High α values limit penetration, restricting excitation to 

the surface region.  

• Finally, the laser power must be sufficiently high to create a sufficient power density 

at the sample plane to excite enough carriers within the material.  

2 main companies with suitable laser systems were considered – Picoquant and Becker & 

Hickl (B&H), both having multiple suitable options. Both specialise in complete systems for 

TCSPC microscopy, meaning that all the key components could be sourced from a single 

manufacturer, simplifying the integration and ensuring compatibility.  

Three lasers were considered, summarised in Table 4-1. B&H BDS-MM 635 nm and 

Picoquant LDH-IB 640 nm had nearly identical specifications in terms of wavelength, 

power, pulse width, and repetition rate, making both viable options for this application. The 

key difference between these models was the cost: the BDS-MM laser was offered at a 

significantly lower price (€6,410 versus €17,170 for the LDH-IB).  

Picoquant LDH-P 530 nm provided a distinct advantage in terms of beam quality, with a 

superior beam shape (circular, 𝑀2  <  1.1) and higher average power (>200 mW). However, 

its shorter wavelength (530 nm) raised concerns about reduced penetration depth. This would 

result in most of the excitation being confined to the sample’s surface, making it challenging 

to measure bulk recombination dynamics effectively. The higher cost (€37,490) further 

reduced the feasibility of this option. 

Although LDH-P offered better beam quality and a higher power level, the elliptical beams 

of BDS-MM and LDH-IB lasers were deemed adequate for the experimental work planned 

in this chapter. The laser light would be focused into a single spot making the beam shape 

not as important. Additionally, while parameters like beam divergence would be useful to 

compare, this information was unavailable for the BDS-MM upon inquiry; however, it was 

concluded that this absence would not significantly impact performance in this context.  

Ultimately, the B&H BDS-MM 635 nm laser was selected due to its competitive pricing and 

specifications closely matching those of the Picoquant LDH-IB 640 nm. However, as 
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discussed in Chapter 5, the choice of this laser introduced some limitations. The work 

described in that chapter involved exciting larger sample areas simultaneously, which meant 

that higher laser power as well as a uniform beam profile would have significantly benefited 

those experiments and enhanced the systems performance.  

Table 4-1  Some of the key specifications of the lasers considered for this system. Costs acquired in July 

2020. 

 BDS-MM-640-FBE 

[88] 

LDH-IB-640-B 

[89] 

LDH-P-FA-530XL [90] 

Supplier B&H Picoquant Picoquant 

Wavelength 640 nm 640 nm  530 nm 

Beam shape 1 x 3 mm 1.5 x 3.5 mm 2.1 ± 0.2 mm, M2 <1.1 

Power 

(average) 

20 mW at 80 MHz 30 mW at 100 

MHz 

>200 mW at 80 MHz 

Repetition rate 20, 50, 80 MHz Variable, up to 100 

MHz 

Variable, up to 80 MHz 

Pulse width ~100 ps <90 ps <100 ps 

Cost €6,410 €17,170 €37,490 

 

4.2.2 Detector choice 

A highly sensitive detector is required to perform TCSPC measurements, capable of sensing 

a single photon. Additionally, due to the samples that were expected to be investigated, a 

broad wavelength range was desirable, covering at least 700-1500 nm. A single detector 

covering this entire range does not exist on the market so 2 detectors would be required. 

There are 3 main types of detectors that would be suitable for TCSPC setup: 

• Photomultiplier Tube (PMT) 
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• Single-photon Avalanche Diode (SPAD) 

• Hybrid photomultiplier tube (HPMT) 

Some other types of detectors are available; however, they were not suitable for 

consideration due to various reasons, detailed further below.  

Photomultiplier Tube (PMT) 

 

Figure 4-2 Schematic of internal components within a PMT. A photon incident on the photocathode causes 

an emission of an electron, accelerated towards the first Dynode, which causes additional electrons to be 

emitted and cascade, resulting in amplification. The final dynode is connected to an anode where a current is 

measured. (Source: Bülter, A. © 2014 Springer International Publishing Switzerland [91]. Reproduced with 

permission from Springer Nature) 

Some of the earliest PMTs were first developed in the 1930s for television applications, but 

were later shown to be sensitive to single photons [92]. A standard PMT is a vacuum tube 

that converts light photons into an electrical signal. A schematic of its internal components 

is displayed in Figure 4-2. It consists of several key components: 

• Photocathode: The photocathode is a photosensitive material located at the entrance 

window of the PMT. When a photon strikes the photocathode, it liberates an electron 

through the photoelectric effect. 
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• Electron Multiplier: The electron liberated from the photocathode is accelerated 

towards a series of dynodes, which are metal electrodes arranged in a cascade. Each 

dynode is held at a higher positive voltage than the previous one, resulting in electron 

multiplication through secondary electron emission. As the electron strikes each 

dynode, more electrons are emitted and accelerated towards the next dynode, 

resulting in an exponential amplification of the electron signal. 

• Anode: The final dynode in the cascade is called the anode. It collects the multiplied 

electrons, resulting in a measurable electrical current. The anode is connected to 

external circuitry for signal processing and amplification. 

The PMT operates under high voltage, typically a few hundred to a few thousand volts, to 

achieve electron multiplication and ensure efficient electron collection at the anode. The 

multiplication is caused by the secondary-electron-emission process [93], which inherently 

varies in the amount of electrons produced, leading to fluctuations in final signal intensity. 

In other words, for the same light intensity incident on the photocathode, the electrical signal 

collected at the anode will vary in amplitude. As a result of this fluctuation in amplitude, 

accurately timing the arrival of these pulses is challenging and can introduce timing jitter, as 

noted in Figure 4-7.  

The detector efficiency is determined by the photocathode material. Commonly the 

photocathodes are GaAs or GaAsP for visible wavelengths and InP/InGaAsP or InP/InGaAs 

for infrared wavelengths. An advantage of PMTs useful for this application is their relatively 

large photocathode area, typically ranging 5-8 mm, allowing for easier coupling of the PL 

signal into the detector. 

Standard PMTs exhibit an effect called afterpulsing, which can introduce artefacts in the 

photon-counting electronics. This refers to additional peaks that are present in the signal 

several ns after the main pulse. There are 2 mechanisms that are responsible for this effect. 

First, the electrons produced by the electrodes can elastically scatter within the tube, leading 

to a spread of arrival times.  The second cause is due to residual gasses within the tube being 

ionised, which then interact with the photocathode to cause additional pulses.  
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Some current will always flow through a PMT, even when there is no light incident onto the 

photocathode, which is called dark current or dark counts. Different photocathode materials 

will exhibit different levels of dark counts, ranging from tens to thousands of counts-per-

second. These are caused by thermionic emission from the electrode surfaces, leakage 

current and scintillation due to effect from cosmic rays. However, in a TCSPC setup the 

typical count rates are on the order of 106 − 108 cps, meaning the dark current influence is 

negligible.  

Single-photon Avalanche Diode (SPAD) 

In contrast to PMTs, SPADs are semiconductor solid-state devices, typically made of silicon 

for visible wavelengths, or InGaAs/InP based. Avalanche photodiodes operate by applying 

a high reverse bias across the diode, so that any electrons produced by incident photons 

produce additional electron-hole pairs as they move through the material. This effectively 

provides gain on the order of 102 − 103. To further improve the gain and reach single-

photon sensitivity, the bias is pushed even higher, to a point just above the avalanche 

breakdown voltage, as shown in Figure 4-3 (a). This operation mode of SPAD is called 

‘Geiger Mode’ [94]. At this level of bias, a single photon incident on the diode can cause a 

self-sustaining avalanche effect. This leads to a rapid rise in current to a level detectable by 

suitable electronics. After the detection event, the diode gets reset via quenching of the 

avalanche which brings the reverse bias back below the breakdown voltage and prepares the 

device for further detections.  
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Figure 4-3 (a) I-V curve of an avalanche photodiode. When operated at a reverse bias voltage that is just 

above the breakdown voltage, single photon sensitivity can be achieved. (b) schematic of a p-n junction that 

SPAD’s are based on. A photon has to directly hit the depletion region to produce an additional current 

carrier and cause an avalanche effect. (Source: © 2020 Hirvonen and Suhling[95] used under CC BY 4.0) 

SPAD’s dark count rates are proportional to the active area and inversely proportional to 

operational temperature. As the active areas are usually smaller than those of PMTs, the 

absolute dark count rates are significantly reduced, down to the order of ~100 − 102  [96]. 

SPADs also exhibit afterpulsing, which is caused by various impurities and defects within 

the semiconductor material, creating traps. After a detection event, the trapped carriers can 

trigger the avalanche again, generating afterpulses [97]. This is reduced by the quenching 

process and the probability is inversely proportional to the detector deadtime. Finally, 

SPADs also feature an effect called afterglow [98], caused by some carriers recombining 

radiatively, resulting in some luminescence during the avalanche process. In some instances, 

the afterglow can trigger any other detectors present in the setup and appropriate filtering 

must be used.  

The main drawback of SPADs for this application is the added complexity when aligning 

the system due to their small active areas. SPADs range between 10 − 100 𝜇𝑚 making 

focusing of PL emission very challenging.  

https://creativecommons.org/licenses/by/4.0/
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Hybrid multiplier tube (HPMT) 

 

Figure 4-4 Schematic of a HPMT. A photon incident on the photocathode causes an emission of an electron 

which is accelerated towards the p-n junction. (Source: © 2020 Hirvonen and Suhling[95] used under CC BY 

4.0) 

A hybrid PMT is a modified version of the standard PMT that incorporates silicon avalanche 

photodiode inside the evacuated vacuum tube, schematic of which is shown in Figure 4-4. 

The hybrid PMT combines the advantages of both traditional PMTs and solid-state 

amplification, resulting in improved performance. 

In a hybrid PMT, the APD is placed at the location where the dynodes are traditionally 

present in a standard PMT. An electron emitted from the photocathode gets accelerated 

through a high voltage onto the APD. The APD adds additional gain, making the overall 

electrical pulse sufficient to be detectable when combined with suitable preamplifier.  

The combination hybrid PMTs offer significant advantages when compared to SPAD or 

PMT, overcoming some of the limitations present in both. They do not exhibit afterpulsing 

and the acceleration caused by high gain voltage leads to narrower transient time spread of 

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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the detector improving the timing resolution compared to standard PMT. As a result, these 

have now become the most common detector type for TCSPC applications.  

Other detectors 

Two more detectors suitable for photon counting experiments, superconducting nanowire 

single photon detector (SNSPD) and multichannel plate (MCP), are described in this section. 

However, these were deemed unsuitable for this project due to practical limitations.  

SNSPD have newly emerged over the last couple of decades and are an active field of 

research [99]. These boast significantly higher detection efficiencies, lower dark count rates 

and lower timing jitters, significantly surpassing every other type of detector available 

[100,101]. Commercial products are also available on the market and there is literature of 

using these detectors for TCSPC applications [102]. However, these detectors must be 

operated at liquid helium temperatures, with typical operation temperatures reported 

between 1-4 K. As a result, these would be unsuitable for this type of project due to the 

associated infrastructure, complexity, and the cost.  

A more common type of detector is MCP first produced in the 1960s [103]. The operational 

principle of these is similar to PMT, however instead of using discrete dynodes, the detector 

contains small glass tubes lined with photosensitive coating, leading to continuous 

amplification as the electrons travel through them. The main limitation of these are the low 

maximum count rates that can be obtained, on the order of 104 which would severely limit 

the experiment speeds. Additionally, these are reported to have a relatively low device 

lifetime.  

Chosen detectors 

After considering the available options it was decided that a larger detector area is beneficial 

in this setup. Aligning PL emission into <100 µm active area of SPAD would be too 

challenging, making signal collection challenging. Therefore, best choices are either a PMT 

or a HPMT.  
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For visible range, B&H HPM-100-50 HPMT was chosen with a GaAs photocathode. The 

larger detector area as well as narrow and clean instrument response function (IRF) were 

desirable for the application to make the fitting of the TRPL decays more reliable. The 

quantum efficiency throughout its spectral range is displayed in Figure 4-5.  

 

 

Figure 4-5 The quantum efficiencies of hybrid PMTs offered by B&H. The GaAs based PMT, shown in red 

was the most appropriate for this project.  

The range of options available in the NIR were more limited. No HPMTs were found on the 

market at the time of designing the system. Therefore, it was chosen to go for H10330C-75-

C5 PMT from Hamamatsu with InP/InGaAs photocathode. The quantum efficiency is 

displayed in Figure 4-6. 
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Figure 4-6 Quantum efficiency graphs of NIR PMTs offered by Hamamatsu. The detector chosen for this 

project is marked with -75 lines.  

4.2.3 TCSPC electronics 

Accurate timing electronics are necessary to perform TCSPC measurements. The electronics 

must reliably and accurately determine the timing between the laser excitation pulse and a 

corresponding pulse from the detector. A TCSPC module (SPC-130-EMN) was acquired 

from B&H as a part of the whole TCSPC system.  

The module automatically divides all the photon arrival times within the specified collection 

time into a histogram. Typically, the timing window is the inverse of the repetition rate of 
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the laser. The number of histogram bins within this time window is controllable, up to a 

maximum of 4096 bins, which equates to temporal resolution of 12 ps when using 20 MHz 

repetition rate laser pulses. The module can store up to 216 − 1 counts per channel and 

quotes a maximum useful count rate of 6 MHz. 

The module operates using constant fraction discriminator (CFD) principle to accurately 

time the reference pulses from the detector and laser. Some form of discriminator is 

necessary to set a threshold when a pulse should be detected. A simple and commonly used 

type of discriminator is leading edge discrimination, where a fixed threshold voltage is set. 

If the signal crosses the threshold, this constitutes a pulse, and a timing reference is provided.  

As highlighted in Figure 4-7, the pulse amplitudes of PMTs greatly vary in amplitude, due 

to the random amplification processes. Leading edge discrimination would introduce 

significant timing jitter due to the rise times of the pulses.  

Instead, CFD splits the input signal into two and delays and inverts one of them before 

adding the 2 together, as shown in Figure 4-7. By measuring the zero-cross time of this new 

signal, the effect of pulse height gets minimised. Additionally, a zero-cross (ZC) level 

parameter is used to optimise the timing performance. The electronic implementation of this 

technique is presented and detailed in TCSPC Handbook by W. Becker [104] 

 

Figure 4-7 Left figure – illustration of some electrical pulses that might be produced by a PMT. We can see 

that the amplitude varies greatly, making a leading-edge discriminator inaccurate. Right figure – illustration 

of CFD process. The signal coming from the PMT gets sent down two lines. The second signal gets slightly 

delayed and inverted before adding the 2 signals together. The zero-cross point in this combined signal is 

then independent of pulse amplitude.  

The module also contains a time-to-amplitude converter (TAC) which converts the timing 

difference between the laser pulse and the detector pulse into a measurable voltage. This is 
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typically done in a reversed start-stop method. When a photon pulse is detected, a capacitor 

starts charging, until a subsequent laser pulse arrives and the charging stops. The generated 

voltage scales linearly with time, therefore measuring the voltage gives accurate timing of 

the photon arrival. Note that TACs produce some non-linearities near the edges. Therefore, 

any events that would fall within the non-linear range are discarded.  

TAC is accompanied by an analog-to-digital converter (ADC) which processes the TAC 

voltage into a digital equivalent so that the value can be stored at an appropriate memory 

location as a ‘count’ event. The ADC must be able to accurately divide the TAC voltage 

range into equal bins, which are the width of each timing channel. The electronics necessary 

for this is complex and must provide extremely reliable and precise results for TCSPC to be 

feasible. Historically, this used to be the bottleneck component in TCSPC applications. The 

combined circuitry of TAC/ADC system is quoted to produce an IRF of 3 to 6 ps [104]. 

However, advances have been made in the processes, significantly improving the speeds.  

The electronics have a quoted dead time of 80 ns. Once a detector pulse is detected, all the 

electronics reset during this dead time before a subsequent pulse can be detected. Therefore, 

if a detector were to send two detection pulses withing 80 ns of each other, the second pulse 

would be ignored by the module.  

One drawback that was noticed after receiving this module was the interface used to connect 

it to the PC. The module used an old PCI standard to connect to PCs. However, this is a 

largely obsolete connector, and newer standard has been used since 2003. Since then, 

motherboard manufacturers have shifted towards using the newer standard and almost no 

motherboards made within the last 10 years include a PCI slot. A suitable expansion box 

was used, allowing to connect the card to a modern PC. Some PC stability issues were 

experienced as a result of this, leading to many measurements being lost or only completing 

partway. 

For TCSPC electronics to function effectively, the path lengths that the laser reference signal 

and the detector signal have to travel had to be considered. Every 30 cm difference in the 

total path length results in an additional 1 ns timing difference. Therefore, on initial design 
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and after making more significant changes to the measurement system, the cable lengths had 

to be modified to ensure the 2 signals are in-sync. Otherwise, the peak of TRPL might occur 

in the middle of the timing window, cutting off the tail end of the decays as shown in Figure 

4-8.  

 

Figure 4-8 Example of a measured TRPL with incorrect path lengths of the SYNC and REF lines. The SYNC 

and REF lines are approximately 18 ns out of sync in this scenario, resulting in TRPL not fully decaying 

within the measurement window.  

The TCSPC module was provided with its standalone software, which was used for setting 

up the system and optimising the signal. LabVIEW drivers were also acquired which allowed 

the development of more complex custom control software including all the system 

components for acquiring and saving measurements. 
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4.2.4 Translation stage 

A translation stage was a necessary addition to the system. It allowed the raster-scanning 

measurements as well as accurately positioning the sample within the focal plane of the 

objective. Stages based on 2 types of technologies were considered – piezoelectric actuator 

driven stages or stepper motor mechanical stages. Piezo stages offer exceptionally high 

resolution, often in the nanometre range, but are limited in movement range, which would 

restrict the ability to scan larger sample areas.  

In contrast, stepper motor stages, offer coarser resolution—typically on the order of 

micrometres. However, they have a much greater movement range, on the order of tens or 

hundreds of millimetres, allowing spatial mapping of broader sample areas. In this 

experiment, the movement precision on the order of micrometres was sufficient, allowing 

enough movement resolution to position the sample within the focal plane. 

Linear stages can only move along a single axis. However, multiple can be combined to give 

multiple degrees of freedom.  Stepper motors in these stages drive a lead screw mechanism, 

enabling the platform’s movement with the desired precision. 

The stage chosen for this system was OptoSigma’s OSMS26-100(XYZ)-M6 3 axis 

motorised stage with HSC-103 stage controller. Photograph of the stage is shown in Figure 

4-9. Each axis has a travel range of 100 mm, with resolution of approximately 2 µm. This 

model was chosen due to meeting the requirements needed for the system as well as 

competitive price. Additionally, the controller had a straightforward control software and 

implementation for serial communication, allowing development of control software via 

Python, LabVIEW or other programs.  
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Figure 4-9 Optosigma’s 3 axis motorised stage that was used in this work. 

4.2.5 Optical components 

Dichroic mirror 

A dichroic mirror reflects certain wavelengths of light whilst letting other wavelengths pass. 

It was an important part of the system, separating the excitation and emission light. There 

are 2 types of dichroic mirrors – longpass and shortpass. Longpass allow wavelengths longer 

than their design wavelength to pass and reflects shorter wavelengths, whereas the shortpass 

filter works the opposite way around.  
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Figure 4-10 The transmission/reflectivity plots of DMLP735B Longpass mirror (left) and DMSP680B 

Shortpass mirror (right). The red vertical line indicates the excitation laser wavelength. Data provided by the 

manufacturer (Thorlabs). 

Figure 4-10 shows the reflection and transmission data of the 2 filters considered for this 

system. A useful thing to consider is the amount of laser light that can leak through. In other 

words, what is the transmission at the laser wavelength of the longpass filter and the 

reflectivity of the shortpass filter at the same wavelength. These values are important to 

consider because some of the light incident on the sample will be reflected back through the 

objective and towards the dichroic mirror. The longpass filter has transmission of 0.01% at 

635 nm and shortpass filter has reflectivity of 2.44% at 635 nm.  

During initial design, it was decided that the higher amount of leakage light from the 

shortpass filter was acceptable, and it was chosen instead of the longpass as it allows a more 

favourable geometry of the optical setup. Figure 4-11 illustrates the difference between the 

configurations. Using longpass filter would have required mounting the detector aperture 

facing downwards, towards the optical table or mounting the sample perpendicular to the 

optical table.  
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Figure 4-11 (a) Schematic of the configuration when using shortpass dichroic mirror (DBS); (b) schematic 

when using longpass dichroic mirror. Placing PMT above the DBS filter would require careful planning of 

appropriate mounting.  

Microscope objective 

A broad range of various microscope objectives were available, each with specifications 

tailored to different microscopy applications. In general, for microscopy applications a 

higher numerical aperture (NA) value is advantageous as it increases light-gathering capacity 

and resolution [105]. Because of the range of samples that were considered in this work, the 

objective had to have a broad operating spectral range, spanning into mid-IR. Working 

distance of >3 mm was required to allow measurement of samples which were encapsulated 

in glass.  

Whilst not critical for the work in this chapter, later developments in Chapter 5 necessitate 

further considerations. Chapter 5 involves introducing a digital micromirror device (DMD) 

to project spatial patterns into the laser beam, positioning the DMD in the objective’s back 

focal plane. For this configuration, a large entrance pupil of the objective was desirable to 

maximise the imaging of the DMD plane, which has an area of ~20 × 10 𝑚𝑚. Additionally, 

a magnification of at least 10 × was beneficial for achieving high spatial resolution. 

Focusing the laser beam, effectively increased excitation density and, consequently, the 

TRPL yield from the sample. 

After all the considerations, the chosen objective was Thorlabs TL10X-2P, shown in Figure 

4-12. Key specifications are detailed in Table 4-2. The objective has good performance in 
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the 400-1300 nm wavelength range, making it useful to measure all samples considered in 

this work.  

Figure 4-12 Thorlabs TL10X-2P microscope used in this work. [106] 

Table 4-2 Key specifications of the Thorlabs TL10X-2P microscope objective used in this system.  

 Magnification NA Working 

Distance 

Wavelength 

Range 

Entrance 

Pupil 

TL10X-2P 10X 0.5 7.77 mm 400-1300 

nm 

20 mm 
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4.2.6 Safety measures 

An enclosure box was designed to cover the entire optical table, which would contain the 

entire optical setup. The parts used were standard enclosure components offered by 

Thorlabs. The enclosure was designed in Fusion 360 software and the model is shown in 

Figure 4-13. It was chosen to build a large enclosure which would contain plenty of 

additional room to allow other experiments to be built within the same enclosure as needed. 

The enclosure allowed safe work without risking laser exposure to the users. Additionally, 

enclosure made the measurements more stable as the detector was shielded from the outside 

lights and any fluctuations, reducing dark count rates.  

Safety interlocks were placed on the doors of the enclosure which cut off power to the laser 

when the doors were opened. Additionally, the laser was also connected to the room 

interlock, which cut off the laser power when untrained users entered the lab. An override 

box with a key switch was designed and connected, allowing the enclosure interlock to be 

overridden when alignment work was necessary.  
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Figure 4-13 3D model of the enclosure designed to contain the TRPL systems developed in this work.  

4.3 Laser characterisation 

During the system design stage, it was noticed that the laser beam produced was highly 

elliptical. While a typical beam profile had been provided by the manufacturer, initial 

discussions concluded that this ellipticity would not pose a major issue. Plans were made to 

adjust the beam profile using cylindrical lenses to correct the shape, reduce divergence, and 

improve collimation.  

Upon acquiring and testing the laser, however, the beam’s characteristics proved more 

challenging than anticipated. Specifically, the beam’s divergence was significant due to its 

multimode nature, which affected collimation beyond initial expectations. To quantify the 

divergence, the beam size was assessed at various distances away from the aperture, yielding 

divergence values of approximately 9.4 mrad along the x-axis and 1.2 mrad along the y-axis. 
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Even after introducing cylindrical lenses the divergence remained substantial. To help 

mitigate the beam spread and reduce the final beam spot size, the laser was positioned as 

close as possible to the microscope objective.  

During system assembly, beam profile of the laser beam was measured and shown in Figure 

4-14. To measure the beam profile, a camera was positioned 30 cm away from the laser, with 

an ND filter in front of it. The beam profile is highly non-uniform. In the setup described 

here, the laser beam was focused into a single spot, therefore measuring the averaged 

response of the excited area. Therefore, the non-uniformities would not have a significant 

effect on measured lifetime. Whilst this is not a significant issue in the work described in 

this chapter, it was problematic for further work, which is covered in the next chapter, as 

these non-uniformities get convolved with the final images produced.  

TRPL 

Figure 4-14 Laser beam profile measured using camera positioned 30 cm away from the laser with only ND 

filter in between.  

Another important consideration was the laser pulse shape in the time domain, which can 

introduce non-linearities in the sample response. The exact pulse profile varied depending 

on the repetition rate and the power level of the laser. The full-width half-maximums 

(FWHM) of the laser pulses according to the manufacturer ranged between 65 to 300 ps 

across the parameter range. The laser pulses for 50 MHz repetition rate at a range of powers 

are illustrated in Figure 4-15. At higher power levels, an additional peak in the pulse profile 

emerged, which could introduce artefacts in subsequent measurements by convolving the 



Chapter 4 – Development of Time-Resolved Photoluminescence imaging system 

100 

 

laser pulse shape with the sample's response. This effect is generally minimal when the pulse 

width is considerably shorter than the measured charge carrier lifetimes. However, the 

presence of secondary peaks could alter the measured decay characteristics. 

 

Figure 4-15 Laser pulse shapes at varying power levels of the excitation laser used in this system. 

4.4 System assembly 

The system follows a commonly used TRPL configuration, in which a pulsed laser is used 

to excite the sample, and the resulting PL emission is collected through the same microscope 

objective. The system layout is illustrated in Figure 4-16. The excitation laser source was 

steered through the shortpass filter and the microscope objective, exciting the sample stage 

underneath. PL from the sample was collected by the same microscope objective and guided 

towards the detector by the dichroic mirror. A focusing lens was placed to help collect more 

of the PL. Some additional optics were placed, such as a 98%/2% beam splitter to allow 

positioning of a Class 2 alignment laser and some spare filters for adding additional optics 

further down the line if needed. Furthermore, filters were introduced into the optical path to 

suppress the residual laser light from reaching the detector. A combination of a longpass 

filter and a bandpass filter were initially used. The longpass filter had OD=3, and the 

bandpass filter had OD=5 at the laser wavelength, which should provide an overall OD=8 at 

the laser wavelength, assuming the reflections between the filters are minimised [107].  
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Laser leakage presented a significant challenge due to the extremely high sensitivity of PMT 

detector. This required to minimise any stray reflections within the optical system. To 

achieve this, the optical beam path was fully enclosed, preventing scattered light from 

reaching the detector and ensuring light only along the optical beam path could reach the 

detector. This issue was further complicated as the reflectivity of the various sample surfaces 

varied. Some materials had high reflectance, which increased the likelihood of laser light 

reaching the detector, even after passing through the various filters. In an attempt to further 

suppress the leakage, a notch filter was introduced, to specifically block the laser 

wavelength. However, even after implementing this, some laser light would still be detected.  

   

Figure 4-16 Photograph of the initial build of a TRPL measurement system for single point excitation. The 

left image shows the top side view of the setup. The picture on the right shows a close up image of the cage 

mount configuration. The laser light path is illustrated using a red line and PL emission path using blue line. 

4.5 Data fitting 

An essential part of TRPL measurements is accurately fitting the decay data to extract 

meaningful charge carrier lifetimes. Ideally, the TRPL decay could be modelled with a 

simple exponential decay function, where the decay constant reflects the lifetime of the 

charge carriers within the sample. This is often the case in fluorescence microscopy 

applications, where the decay from the various fluorophores has a well-defined, single 

exponential decay. However, in applications of semiconductor characterisation, this is 
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typically not the case. As highlighted in Chapter 3.1 the carriers within semiconductors have 

multiple recombination pathways, each with varying recombination constants. Additionally, 

the recombination mechanisms will also depend on the device structure. Therefore, the use 

of multi-exponential decay function is often necessary to provide an accurate fit. In this case, 

multiple decay constants would be extracted, corresponding to the various recombination 

pathways, such as non-radiative, radiative, and surface recombination. The overall TRPL 

intensity can be described by the equation:  

𝐼(𝑡) = ∑ 𝐴𝑖 exp (−
𝑡

𝜏𝑖
)

𝑘

𝑖

(4.1)  

Where 𝐼(𝑡) is the TRPL signal of the sample at time t, 𝑘 is number of recombination paths 

present, 𝐴𝑖 is the amplitude and 𝜏𝑖 is the charge carrier lifetime, for recombination route i. 

In the simplest case, 𝑘 = 1 where there is only one type of recombination present. 

Additionally, the measured TRPL response is inherently convolved with the IRF, which has 

a broadening effect on the recorded decay. This convolution can obscure shorter-lived decay 

components, particularly when the lifetimes are close to or below the IRF duration. For this 

system, the IRF is approximately 150 ps, suggesting that broadening effects can become 

significant when measuring lifetimes below the nanosecond range [108].  

Fitting TRPL data with convolved IRF is known as reconvolution fitting and is described 

using the equation  

𝐼(𝑡) =  ∑ 𝐴𝑖 exp (−
𝑡

𝜏𝑖
)

𝑛

𝑖

 ⊗ 𝐼𝑅𝐹(𝑡) (4.2)  

 

This requires accurately measuring the IRF of the system, which is a combined effect from 

the electronics, the detector and the laser. However, measuring the IRF proved challenging 

as it requires samples with decay constants shorter than the IRF. This was further 
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complicated for NIR detector which could not detect the laser light. Whilst some attempts 

were made to perform reconvolution fitting, it proved to be unreliable. Additionally, the 

typical lifetimes for materials investigated in this thesis were significantly longer than the 

expected IRF of the system. Therefore, it was chosen to not use the reconvolution fitting in 

any of the results presented here.  

Further challenges were introduced due to the laser leakage, especially for highly reflective 

samples, which could reflect the laser light towards the detector, despite the various optical 

filters. This leakage, presented as a fast, initial drop in the TRPL decay, linked to the pulse 

width of the laser. For highly reflective samples, such as polished GaAs wafers, this effect 

obscured the TRPL response of the sample entirely. Therefore, the use of the Hamamatsu 

NIR PMT was typically preferred where possible, as the laser wavelength was outside the 

spectral range of this detector.  

Before performing the data fitting, some pre-processing steps were employed. Every TRPL 

measurement contained some bins at the start and at the end of decay with 0 counts, due to 

TCSPC electronics. The peak of the decay was identified, and the data fitting restricted to 

the region from the peak until the decay reached zero. In some cases, it was also attempted 

to subtract the background dark count rate of the system, however, it was determined that 

this is not necessary as the dark count rate does not change the decay time of the signal.  

Additionally, as a further attempt at reducing the effects of laser leakage, some attempts were 

made to offset the starting point of the fit to some bins after the peak. As the laser intensity 

drops off much quicker than TRPL, this approach should reduce the laser effect on the fitted 

decay constant. However, this made the fitting somewhat arbitrary in terms of defining how 

big this offset should be. It was found that the decay constants would change depending on 

the size of this offset, making the overall fitting unreliable.  

The fitting process itself was carried out in Python, using non-linear least squares methods 

implemented via the scipy.optimize.curve_fit [70] library, allowing to attempt 

fitting of any arbitrary functions. The measured decays were always first fitted with a single 

exponential decay, before shifting to a double exponential model. Whilst in principal, triple 
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and higher exponential decay models could be employed, the literature around the samples 

considered in this work typically only described single or double exponential decays.  

4.6 Results 

This results section is included to demonstrate the successful development and functionality 

of the TRPL measurement system, which was the primary objective of this chapter. 

Measurements were conducted on a variety of samples, however results for CdTe and CIGS 

samples are provided here. These particular samples were used due to available literature, 

allowing comparison of the obtained results with published data. Therefore, these sample 

measurements serve as proof of concept, demonstrating the system’s capabilities of 

capturing key photoluminescence characteristics.  

4.6.1 CdTe  

As discussed above, the first TRPL measurements were carried out on CdTe PV device. This 

sample was chosen due to the availability of characterisation data, including prior TRPL 

measurements published on the same device, allowing for a direct comparison of results and 

validation of the system’s performance.  

Figure 4-17 shows the TRPL decay of a single point of the CdTe device, measured using the 

system developed in this chapter and fitted with a double-exponential decay model. A 

bandpass filter with 820-830 nm band was fitted to only allow the PL from the sample. 

Conveniently, laser leakage was not a concern with this sample. The amount of laser light 

reflected off the sample was minimal, reducing the back reflections of the laser into the 

detector. The unabsorbed light appeared to be scattered off the sample, rather than reflected. 

This allowed for a high-quality fit without significant interference from the excitation pulse.  

The TRPL decay resulted in charge carrier lifetimes of 2.2 ns and 14.1 ns. These lifetimes 

corresponds to charge separation in the p-n junction and recombination in the bulk material 

respectively, according to [109]. TRPL measurements of the same sample have also been 

described in work carried out by V. Tsai et al. [110], where the faster lifetime was shown to 

range between 1.5 to 3 ns, depending on the sample region. This close agreement supports 
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the accuracy of the system’s initial configuration and provides confidence in its ability to 

capture meaningful TRPL data. Furthermore, the successful fit and alignment with 

established data indicate that the system is well-suited for further TRPL measurements 

across similar materials, particularly for mapping lifetime variations within a sample. 

However, the fitted model shows noticeably poorer agreement near the end of the decay, 

indicating that further refinement of the model may be necessary to improve the accuracy of 

the lifetime extraction from the TRPL curves.  

  

Figure 4-17 Time-resolved photoluminescence measured of CdTe PV sample with a double exponential 

decay fitting.  

To further investigate the sample and evaluate the system's capabilities, the next step 

involved imaging the sample by measuring the TRPL at each point. The total area imaged 

was 23 × 35 mm, measured using a raster scanning approach on the x-y translation stage, 

achieving spatial resolution of 0.1 mm and temporal resolution of 200 ps. The resulting 

images are shown in Figure 4-18. Given the double-exponential decay characteristics of the 

sample, two lifetime maps were generated, corresponding to the decay constants 𝜏1 and 𝜏2. 

The spatial resolution in this case was limited by the focused beam spot size, which was 

approximately 0.1 mm on the sample surface. Dark regions surrounding the sample indicate 

areas outside the sample boundary where no TRPL signal was measured.  
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Due to the raster scanning method, this measurement was time-intensive, as each 

measurement point required a few seconds to acquire, resulting in the overall data acquisition 

of approximately 48 hours. Nonetheless, this experiment represented a significant milestone, 

demonstrating that the developed system could successfully produce spatially resolved 

TRPL maps. This capability provides a foundation for further system enhancements, 

specifically through integration with the compressed sensing approach discussed in the 

following chapter, aimed at achieving faster and more efficient TRPL imaging.  

 

Figure 4-18 Lifetime maps of a CdTe sample acquired using a raster scanning TRPL imaging approach. For 

every point of the sample, TRPL spectrum was acquired, which was fitted with a double exponential 

function, to extract the charge carrier lifetimes, 𝜏1 and 𝜏2. These maps correspond to the two primary 

recombination methods present in the material, providing insights into spatial variations in recombination 

dynamics across the sample. 

4.6.2 CIGS 

CIGS proved to be another sample that was readily available in the lab that was useful to 

measure. It has a bandgap of 1.175 eV (1055 nm), which meant that the NIR PMT had to be 

used to measure its TRPL. Whilst this detector is less sensitive than the visible one, it offered 
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an important advantage – the wavelength range of this detector was 950-1700 nm, meaning 

that some laser light leaking through was not a concern, as it was invisible to the detector. 

The TRPL response of available CIGS sample is displayed in Figure 4-19. The acquired 

TRPL response was best fitted with a double exponential decay and resulted in lifetimes of 

6.3 ns and 34.0 ns.   

Initial plans included positioning both of the detectors in the system such that a drop-in 

mirror could be used to select which of the detectors was in use. However, this proved 

impractical as the PL signal was so low already. It was more beneficial to keep the detectors 

as close to the source as possible, helping ensure less of the PL light was wasted.  

 

Figure 4-19 A single-point TRPL measurement acquired on the CIGS cell with a double exponential decay 

fitted to it. 

4.7 Chapter conclusions 

This chapter detailed the design, development, testing, and improvements of a TRPL 

measurements system, capable of characterising samples with emissions in the NIR spectral 

region. A key objective of this work was to establish a robust TRPL system, based on 

existing design principles, capable of capturing data across a range of semiconductor 
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samples. Crucially, building this system provided a foundational platform for the 

development work described in the following chapter, where the capabilities of this system 

are expanded and improved to realise the first experimental implementation of a compressed 

sensing TRPL imaging system.  

Throughout the design process, multiple system components required careful evaluation to 

ensure optimal performance. The initial step involved considering the materials to be 

investigated, which in turn guided the selection of components for TCSPC. The key 

materials identified were CdTe, CIGS, and GaAs, which have emissions in the NIR region. 

The primary components—detector, electronics, and laser—were evaluated and chosen 

based on a thorough comparison of specifications from two manufacturers to ensure the 

setup met the spectral and timing needs of the intended measurements. 

A notable challenge during setup was managing laser light leakage, as residual laser light 

reached the PMT detector despite the use of multiple optical filters and enclosed optical 

beam path. This leakage introduced a fast-decaying component in the TRPL signal due to 

the falling edge of the excitation pulse. Attempts were made at correcting for this, as fitting 

the TRPL signals with laser leakage resulted in underestimated carrier lifetimes. One 

approach involved offsetting the fit by a few nanoseconds after the peak of the TRPL signal. 

However, this method proved inconsistent due to the starting point of the fit having an effect 

on the values of the fit. This issue was not present when measuring CIGS, as the NIR detector 

used for measuring this material was insensitive to the laser wavelength. Overall, the laser 

leakage restricted the choice of samples that could be measured. 

An integral part of the TRPL system development was the creation of the customised control 

software, implemented using LabVIEW. This software coordinated the TCSPC electronics 

with the translation stage, enabling automated data acquisition across the sample area, 

utilising the development packages provided by the equipment manufacturers. The software 

allowed precise control over the timing and positioning needed for raster-scanned TRPL 

imaging. For analysing, processing and visualising the software, separate Python scripts 

were developed, which enabled the fitting of the TRPL decay profiles and extraction of 

charge carrier lifetimes.  
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After the assembly of the system, initial tests carried out on CdTe showed reasonable 

agreement between the expected lifetime values and the measured ones. However, these 

measurements also highlighted the inherent challenges in quantifying carrier lifetimes in 

absolute terms. The carrier lifetime values extracted from TRPL measurements are very 

challenging to quantify in absolute terms, as they do not exhibit sufficiently high precision. 

Carrier lifetime values were found to be highly sensitive to the material properties, 

experimental setup, and the specifics of the data fitting algorithms. Therefore, this suggests 

that these types of measurements are more suited for qualitative comparison. 

The system demonstrated in this chapter successfully demonstrated the capability to map 

carrier lifetimes across an entire sample area, providing a valuable tool for material 

characterisation. This TRPL imaging approach enables identification of regions with shorter 

lifetimes, which may indicate areas of interest for further analysis. However, some 

limitations are present due to the raster scan approach. The spatial resolution is constrained 

by the illumination beam spot size, which is determined by the laser beam and microscope 

objective. Additionally, the measurement acquisition speed is also limited, requiring several 

seconds to acquire each data point in the final image. 

The next chapter focuses on advancing this system through implementation of compressed 

sensing, aiming to achieve a faster and more accurate measurement system compared to the 

raster system described here.  

 



 

 

 

Chapter 5 Implementing Compressed Sensing for Time-
Resolved Photoluminescence Imaging  

This chapter outlines the development and implementation of a prototype compressed 

sensing time-resolved photoluminescence (TRPL) measurement system. Building upon the 

simulation model and experimental setup described in chapters 4 and 5, the system was 

modified to incorporate a digital micromirror device (DMD) and other necessary 

components. These modifications aimed to enable spatial control of excitation patterns, 

allowing for the encoding of the measurement matrix directly into the excitation light. 

Whilst chapter 4 demonstrated that compressed sensing TRPL is feasible in simulations, this 

chapter presents results that confirm its practicality in real-world experiments. The primary 

goal was to develop and showcase a working prototype of the system, providing 

experimental validation alongside the theoretical models. This chapter also highlights how 

the addition of the DMD enabled other measurements based on compressed sensing, 

expanding the system’s functionality beyond TRPL. 

The key modification involved adding a DMD and a suitable tube lens to the existing TRPL 

setup, which allowed precise control over the spatial domain of the excitation light. The 

integration of the DMD and the tube lens was essential to focus the DMD patterns onto the 

sample, ensuring that the compressed sensing method could be applied. A detailed 

description of the updated experimental layout is provided, along with a schematic 

illustrating the new components and their placement within the system. 

In addition to performing CS TRPL measurements, the DMD setup allowed for other 

compressed sensing-based imaging techniques to be explored. For instance, a simple 

photodiode was used to capture a high-resolution laser beam profile by projecting patterns 

onto the beam and reconstructing the profile using compressed sensing algorithms. This 

demonstrated the versatility of the system, as high-resolution spatial information was 

obtained without the need for complex detectors or expensive equipment. 

Furthermore, the system was also employed to perform photocurrent microscopy 

measurements of photovoltaic (PV) devices using the same compressed sensing and pattern 
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projection approach. This allowed for the acquisition of high-quality photocurrent maps 

while significantly reducing acquisition time compared to traditional raster scanning 

methods. These additional capabilities highlight the broader applicability of the DMD-

enabled compressed sensing framework beyond TRPL, demonstrating its utility in a range 

of optical measurement tasks. 

Several validation methods were explored to assess the accuracy and effectiveness of the 

compressed sensing TRPL measurements. Initial attempts involved comparing compressed 

sensing TRPL results with compressed sensing photocurrent mapping data, although this 

approach was later revised due to potential differences in carrier recombination behaviour 

between the two methods. Alternative validation strategies, such as fabricating samples with 

known features using a focused-ion beam (FIB) and conducting raster scanning TRPL 

measurements, were explored to provide more reliable comparison points. 

This chapter also addresses the challenges encountered during system implementation, 

including issues related to laser beam quality and noise management. Various methods were 

tested to mitigate these challenges, such as using a silicon photodiode to measure the laser 

beam profile and adjusting the system alignment to improve signal-to-noise ratios. 

Additionally, system characterisation was performed by analysing dark count rates, noise 

sources, and the stability of the TRPL signal over time. 

The results of the compressed sensing TRPL measurements are then presented, comparing 

the performance of the prototype system to conventional raster scanning techniques. The 

data demonstrate the feasibility of the compressed sensing TRPL approach, not only 

theoretically but also in practice, with comparisons highlighting the system’s ability to 

reconstruct TRPL images while reducing acquisition times. The chapter also presents results 

from higher-resolution compressed sensing TRPL measurements, showcasing the system’s 

capability to achieve finer spatial resolution at reduced sampling levels. 
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5.1 Modified experimental layout 

 

 

Figure 5-1 Schematic of the experimental layout used in the measurements carried out in this chapter.  

 

Figure 5-2 A rendered image of the main parts of the CS-TRPL system. Laser and detector are not shown. 
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The key modification to the experimental layout, compared to the one used in previous 

chapter is the addition of the DMD and a suitable tube lens. The tube lens used was Thorlabs 

TTL200-S8, which was recommended with the microscope objective used in this system. 

One of its benefits was a broad spectral range, making it compatible with the rest of the 

system. Its working distance was 151.8 mm. The DMD and tube lens were positioned such 

that the image of the DMD falls exactly at the back focal plane of the microscope objective. 

This meant that the patterns produced by the DMD were in focus at the focal plane of the 

objective.  

5.2 Introducing DMD to TRPL measurement system 

As described in the previous chapters discussing compressed sensing; to successfully carry 

out compressed sensing measurements, accurate control of the sampling domain is 

necessary. In the case of imaging applications, the spatial information of the excitation light 

must be precisely controlled. This allows to excite the sample with arbitrary patterns, 

encoding the measurement matrix into the excitation light itself.  

To allow for this, a digital micromirror device was used, which is a type of 

Microoptoelectromechanical system (MOEMS) device. It is a form of spatial light 

modulator, first introduced and patented in 1980s by researchers at Texas Instruments [111]. 

Texas Instruments initially aimed to design an analogue version, allowing for control of the 

tilting angle of each mirror. However, this proved to be too challenging at the time and it 

was decided that a digital device would be sufficient for meeting the requirements. These 

devices are exclusive to Texas Instruments. They have been widely used in a variety of 

applications, but most predominantly in digital projectors, particularly larger ones. In the last 

couple of years, they have also been adopted by some 3D printer manufacturers for resin-

based printers.  



Chapter 5 - Implementing compressed sensing for time-resolved photoluminescence imaging   

114 

 

 

Figure 5-3 (Left) An image of a DMD (right) a close up microscope image revealing individual mirrors.  

Digital Micromirror Devices (DMDs) are versatile components consisting of a large array 

of individually addressable micromirrors, as illustrated in Figure 5-3. These devices are 

widely used in digital projection systems and other imaging applications, with typical array 

sizes matching common display resolutions such as 1920 × 1080 pixels. The size of each 

micromirror varies depending on the specific model, ranging from 7.6 µm × 7.6 µm for high-

resolution arrays to around 15 µm for standard configurations. In all cases, the gap between 

adjacent micromirrors is approximately 1 µm. Each micromirror is mounted on a silicon 

oxide memory cell formed by dual complementary metal-oxide-semiconductor (CMOS) 

elements, which determine the binary state (TRUE or FALSE) of each mirror. This state 

controls the tilt angle of the micromirrors, typically ±12° or ±10° depending on the model.  

This binary control enables each micromirror to reflect light in one of two distinct directions, 

depending on whether it is set to the “on” or “off” state. The tilt is achieved through a yoke 

structure that allows the micromirrors to pivot about a pair of torsional hinges. This 

configuration enables precise spatial modulation of light, allowing DMDs to project arbitrary 

patterns onto a target area. For imaging applications, the spatial resolution of the projected 

patterns is governed by the micromirror dimensions and the optical configuration of the 

setup. A key advantage of DMDs is their fast switching speed, reaching up to ~50 kHz in 
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modern systems, which facilitates the generation of greyscale levels through rapid switching 

between the TRUE and FALSE states. 

DMD technology is known for its robustness and reliability, with extensive testing showing 

operational lifetimes exceeding 100,000 hours without significant performance degradation. 

However, initial durability studies identified certain failure mechanisms, such as hinge 

memory and surface contamination. Hinge memory can occur when a micromirror remains 

in one position for an extended period, leading to a slight drift in its resting position over 

time. Meanwhile, surface contamination from foreign particles can obstruct micromirror 

movement and even cause physical damage. Despite these issues, the calculated mean time 

between failures (MTBF) for DMDs is reported to exceed 650,000 hours, and the devices 

have demonstrated stability under extreme environmental conditions, including high 

temperatures and intense light exposure. 

 

5.2.1 Laser issues 

 

Figure 5-4 Laser beam profile acquired using compressed sensing at the sample plane.  
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One of the big limitations for this measurement technique was the beam profile of the laser 

used for sample excitation. This was discussed previously in Chapter 4.3 as part of 

developing compressed sensing system it was possible to use a Si photodiode in conjunction 

with the DMD to measure the beam profile. The overall setup was the same as shown in 

Figure 5-1, except with a photodiode positioned at the sample plane, focusing the laser beam 

on its surface. The current through the diode was then measured for a series of projected 

patterns. The reconstruction algorithm was then used to acquire the beam profile. The final 

reconstructed image agrees very well with the beam profile measured directly using a 

camera.  

This illumination profile presented several challenged to compressed sensing TCSPC 

measurements. The heterogeneous excitation intensity created a fixed-pattern noise that 

adversely affected the reconstruction quality. Some approaches could be potentially 

implemented to improve the uniformity and mitigate its effects on the measurements.  

Improving illumination uniformity could be achieved through optical means. One effective 

method would be incorporating a holographic diffuser in the beam path before the DMD. 

Such diffusers can transform a heterogeneous laser beam into one with a Gaussian or even 

‘top-hat’ profile, which would significantly reduce the intensity variations across the field 

of view. For a laser source, this might introduce speckle patterns into the beam profile which 

would present their own issues in this system. Therefore, it would likely require the addition 

of a despeckle device such as a rotating diffuser or an acousto-optic modulator to further 

homogenise the illumination. These optical solutions could potentially address the non-

uniformity problem at its source, providing a more ideal illumination profile for this 

application.  

Furthermore, the non-uniformity problem could also be potentially mitigated through 

computational approaches. Flat-fielding techniques are commonly used in various imaging 

applications, ranging from astronomy to mobile phone cameras. Flat-fielding involves 

dividing the measured signal at each pixel by a reference "flat-field" image that captures the 

illumination non-uniformities. In this case, the beam profile measured using the photodiode 

and DMD could serve as this reference. Implementation would involve incorporating the 
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known beam profile into the reconstruction algorithm as a weighting factor for each spatial 

position by either dividing the final reconstruction or incorporating into the measurement 

matrix directly, before carrying out the reconstruction.  

Nonetheless, there are important caveats to these approaches. For flat-fielding to be 

effective, the spatial variation in excitation must not lead to fundamentally different 

responses across the sample. For instance, if the excitation density varies enough to induce 

different recombination mechanisms in different regions, then the assumptions underpinning 

flat-field correction may no longer hold. Moreover, optical methods must be carefully 

designed to avoid introducing additional aberrations or spatial artefacts that could degrade 

the compressed sensing reconstructions.  

5.3 Photocurrent microscopy measurements 

Compressed sensing photocurrent measurements have previously been extensively studied 

and described in previous works published by G. Koutsourakis [42,112]. To carry out these 

measurements, the existing system only needed a minor modification. Because these types 

of measurements had previously been demonstrated, it was a beneficial way of testing 

whether the compressed sensing calculations and projection optics were functioning as 

expected.  

To carry out these measurements, InP-based PV device was used. Light incident on the 

sample caused the current produced by the cell to vary, corresponding to the amount of 

incident light. To carry out the compressed sensing photocurrent measurements, a series of 

measurement patterns were projected onto the device and the current produced was recorded. 

After the measurement was complete, using the described reconstruction algorithm, the 

overall photocurrent map was reconstructed, as shown in Figure 5-5.  
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Figure 5-5 A photocurrent response map of InP PV device acquired using compressed sensing current 

microscopy.  

The reconstructed image shown was acquired using 50% sampling level. The more 

prominent features of the sample are accurately reconstructed, such as the contact lines as 

well as a few larger defects. However, the non-uniformity of the laser beam dominates the 

finer details.  

For current mapping measurements a pulsed laser source is not required. As a continuous 

wave single-mode laser source was available, it was beneficial to try using it as an excitation 

source. The laser could be easily swapped out and after realigning the system, some 

measurements could be acquired. In this case, a GaAs reference cell was used. 

The reconstructed image, shown in Figure 5-6, agreed very well with the observations from 

the optical imaging measurements. The big scratch in the middle of the cell was identified. 

In the top left corner of the image, some artefacts are visible, which are introduced due to 

the reconstruction algorithm. The reconstruction uses Haar wavelet transform. However, it 

has some coherence with the lower order projection patterns, resulting in visible artefacts for 

the final reconstruction, visible in the top left of the image. Some fringe patterns are also 
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visible in the acquired image, which are due to dust particles on the surfaces of optical 

elements.  

 

Figure 5-6 A photocurrent map of a GaAs reference cell acquired using compressed sensing techniques. 

Regardless, the compressed sensing photocurrent imaging measurements were successful, 

achieving a 512 × 512 pixel resolution image in approximately 10 minutes. Carrying out 

these measurements provided confidence that compressed sensing TRPL measurements 

should be achievable as well. The optical system was known to function as expected, 

allowing for the measurement theory to be implemented in practise.  

5.4 Towards TRPL imaging 

One important challenge in developing a novel imaging method is having a suitable 

reference to compare the acquired images to. Without having anything to compare against, 

the new methodology cannot be validated. To validate the measurement, the spatial 

information of the sample must be known, which can be achieved in multiple ways. For 

example, this could mean having a different imaging method that is already validated and 

measures the same or comparable parameter. By measuring the same part of the sample with 
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the 2 different methods and comparing the results, a new method can be validated. An 

alternative approach would be fabricating a sample in such a way that the spatial features 

that are expected to be seen are already known.  

For compressed sensing TRPL measurements, multiple validation techniques were tested. 

The initial approach was to image sample area using compressed sensing photocurrent 

mapping technique described above and then measure the same area using compressed 

sensing TRPL. However, it was later decided to seek an alternative approach, as there was 

not conclusive evidence to determine if a photocurrent map could be compared to TRPL 

map. The carrier recombination inside the material is likely to behave differently and 

therefore result in a different image.  

Finally, another approach to validation was imaging the sample using raster scanning TRPL 

method. Raster scanning offers the best comparison to compressed sensing measurement. 

By raster scanning, the same property can be measured (TRPL in this case) over the same 

area. In this system, there were 2 ways for carrying out raster scanning. The first is using the 

translation stage, as described in the previous chapter. However, the spatial resolution would 

not match the resolution of compressed sensing measurement. When raster scanning using 

the stage, each pixel is the size of the excitation spot on the sample. Whereas the aim of the 

compressed sensing is to have the entire image be the size of the excitation spot, meaning 

that each pixel is much smaller.  

Instead, a DMD can also be used to perform the raster scanning. Because the optics are 

already setup in such a way that the excitation beam is incident onto the DMD, the reflected 

light can be controlled. It can even be set to only turn on a single DMD mirror or grouping 

multiple DMD mirrors to act as larger pixels. The benefit of this approach is the fact that the 

exact same setup is used for validation as for the compressed sensing TRPL measurement. 

Any non-uniformities in the beam profile would also be included and compared. However, 

the majority of excitation light is wasted in this approach – only a minor fraction of total 

emitted laser power ends up incident on the sample. Whilst the excitation density is the same 

as when measuring compressed sensing TRPL, the overall PL intensity is greatly reduced. 

Therefore, it becomes necessary to bin together some of the DMD mirrors so that the 
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excitation is sufficiently high to produce a detectable amount of PL. In testing, this limited 

the resolution to about 16 × 16 pixels.  

5.5 System characterisation 

The simulation results presented in Chapter 3 indicate that careful management of noise 

sources is essential when implementing the methodology experimentally. Even small 

variations in the detected counts can lead to substantial deterioration in the quality of the 

reconstructed images. To address this, the dark count rate of the detector and its stability 

over time was examined. The photomultiplier tube (PMT) was set to its operational gain, 

and the shutter was closed to block incoming light. After a one-hour stabilisation period, the 

dark count rate was recorded continuously for 24 hours, yielding an average of 46,000 ± 

1,000 counts per second (cps), shown in Figure 5-7.  

 

Figure 5-7 The dark count rate of the Hamamatsu HPMT detector with the shutter closed over a period of 

24h. 
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Under normal time-correlated single photon counting (TCSPC) conditions, where the shutter 

is open and photoluminescence (PL) emission reaches the detector, the count rate typically 

rises to around 107 cps. Thus, the observed fluctuations in dark count rate are expected to 

have a negligible impact on the overall measurements. 

A repetition rate of 20 MHz was used for all the measurements in this chapter, with the laser 

power set to the maximum available output of 8 mW average power (pulsed) at the laser 

source (prior to the optical system), unless otherwise stated. To assess sources of noise and 

uncertainty in the TRPL signal for sample measurements, a CIGS photovoltaic device was 

used. The TRPL signal was collected 100 times from the same excitation area, with a 

collection time of 5 seconds for each measurement. The standard deviation of the counts for 

each time bin of the TRPL signal across the 100 measurements was calculated, as illustrated 

in Figure 5-8. The standard deviation, expressed as a percentage of the count number, ranged 

from 2% at the peak of the TRPL signal to almost 10% near the beginning and end of the 

collection window. As noted in the simulation results, a high standard deviation significantly 

degrades the quality of the reconstructed image, with simulations showing that noise levels 

of 2% or higher severely impacted the results. For the experimental data, such high noise 

levels hindered accurate lifetime calculations, preventing meaningful lifetime estimations, 

as demonstrated in further sections. 

The high noise levels are likely attributable to several factors. To project the desired patterns, 

the laser beam must first be expanded to fill the DMD area before being focused through the 

objective lens onto the sample. The final excitation area is approximately 200 × 200 µm, 

resulting in low excitation power density and a reduced signal-to-noise ratio. Additionally, 

the multimode laser source used exhibits poor beam quality when expanded, causing non-

uniform excitation across the focused region. Furthermore, minor sample response, detector, 

or laser drift was observed, which also contributed slightly to the increased standard 

deviation. By examining the total count across each measurement, a slight increase in 

detected PL intensity was observed throughout the measurement duration. This is most likely 

due to a gradual change in the CIGS PL efficiency over time due to the pre-conditioning 

effects of light soaking for such samples [113]. 
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Figure 5-8 The standard deviation as a percentage of the mean number of counts for each time bin of the 

CIGS TRPL response. TRPL was measured 100 times from the same excitation area, with a collection time 

of 5 seconds for each measurement. The observed standard deviation curve is inversely proportional to the 

TRPL signal strength, with the uncertainty being lowest at the TRPL peak. 

For the purposes of developing the compressed sensing TRPL method, it was useful to carry 

out the measurements with 100% sampling level, i.e. projecting the same number of patterns 

as pixels in the final image. That way during the reconstruction stage, a varied sampling 

level can be used by taking different amounts of data.  

One of the inherent limitations of the compressed sensing method is the implicit assumption 

that any variation in the measured signal originates solely from changes in the spatial 

sampling patterns. Whilst using the WHT patterns, there is always 50% of the measurement 

area being excited. Therefore, in an ideal case, overall intensity throughout the entire 

measurement duration should remain the same. To check for that, the TRPL spectrum 

measured at each pattern was integrated, giving a good indication of the overall TRPL 

intensity for the given pattern. By repeating this for every measured pattern and plotting 

against pattern number it was possible to determine if any unexpected trends could be 

observed. The result is shown in Figure 5-9, where a sharp initial fall in TRPL intensity can 
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be seen. No trend was expected for WHT pattern measurement, with small fluctuations and 

occasional jumps due to variations in the excitation pattern. This trend was suggestive of a 

drift in CIGS response efficiency, and has been described in work by R. Kenny et al. [114], 

where the modules are subject to light-induced change of the module efficiency. This drift 

could be reduced by light-soaking, where the sample is exposed to light prior to starting the 

measurement acquisition, as the modules are expected to reach a stabilisation point after a 

period of light soaking.  

This temporal drift presents a significant challenge for single-pixel imaging. Since the 

compressed sensing framework relies on attributing all measured differences to spatial 

information modulated by the sampling patterns, any drift in the sample’s optical response 

during acquisition introduces artefacts in the reconstruction, reducing both the fidelity and 

accuracy of the reconstructed image. In contrast, while raster-scanned measurements are also 

affected by PL efficiency drift, the impact is comparatively less severe. In raster scanning, 

each spatial point is sampled independently and sequentially. Although temporal drift may 

affect the absolute signal level across the image, it does not directly violate the assumptions 

of spatial encoding. To mitigate this, a few different strategies could be explored, such as 

using a different material, applying pre-conditioning to the sample or attempting to 

normalise for the sample drift. Pre-conditioning the sample by subjecting it to continuous 

illumination prior to data acquisition can allow the PL efficiency to stabilise, reducing 

subsequent drift. Alternatively, an in-situ normalisation approach could be applied – between 

each structured pattern projection, a reference measurement can be acquired with all DMD 

mirrors set to ‘on’ position. This yields a PL intensity reference that can be used to normalise 

the structured measurements and normalise for temporal drifts, before passing the data 

through a reconstruction algorithm. Although this approach should effectively correct for 

sample efficiency changes, it comes at the cost of approximately doubling the acquisition 

time. 
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Figure 5-9 Figure showing the total number of counts recorded for each projected pattern. The initial decline 

in intensity is indicative of sample drift.  

5.6 Final results 

To create the most reliable reference image, a raster scan of a sample was performed using 

the DMD. This has the benefit of keeping the excitation exactly the same as for the case of 

compressed sensing TRPL. However, because there is only a single point of the sample being 

excited at any given time, the absolute number of mobile carriers in the material get 

significantly reduced. Therefore, even though the excitation density is the same as for 

compressed sensing TRPL measurement, the overall signal is reduced. This limits the 

maximum resolution achievable for the raster scan to about 16 px × 16 px × 12 ps. The 

dark counts from the detector result in a significant proportion of the signal, making 

extraction of the carrier lifetimes not feasible. Instead, PL maps were integrated across 

several time slices to reduce temporal resolution but increase the signal of each map. By 

reducing the temporal resolution to 3 ns, the noise in the maps could be reduced. The 

resulting TRPL maps are shown in Figure 5-10. The white pixel approximately at the centre 

of the images is missing data.  

The same area was imaged using the compressed sensing TRPL technique. Measurement 

spatial resolution was kept the same as for the raster scan example, illuminating the exact 

same position of the sample, with the same light intensity. The only difference was using the 

structured illumination patterns rather than single point excitation. After the measurements 

were acquired, they were processed using a reconstruction algorithm to construct a data cube, 
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giving 16 × 16 × 100 resolution (𝑋 × 𝑌 × 𝑡) with step sizes of 13 μm × 13 μm × 120 ps. 

The temporal bins were then grouped, in the same way as in the raster case to get the 

temporal resolution to 3 ns. The maps shown in Figure 5-11 for periods 0-3 ns, 3-6 ns and 

6-9 ns respectively. This reconstruction was performed using 50% sampling level, meaning 

that the number of patterns measured to reconstruct this data was 50% of the total number 

of pixels in the image.  

Comparing the images in Figure 5-10 and Figure 5-11, they are both dominated by the 

features of a non-uniform laser beam used for excitation. The high intensity feature near the 

top of the image is clearly identified in both cases, however it appears to decay more rapidly 

than in the CS case. However, the images acquired using raster and CS TRPL approaches 

appear to be in agreement overall, suggesting feasibility of CS-TPRL measurements.  

 

Figure 5-10 Normalised TRPL intensity maps of CIGS sample (a) from the peak emission to 3 ns after the 

peak, (b) 3-6 ns after the peak and (c). These measurements were acquired by scanning a single point across 

the sample using the DMD. No measurement data were acquired for the white pixel (failed decay 

acquisition), hence, it appears white in the maps above 

 

Figure 5-11 Normalised TRPL intensity maps of CIGS sample (a) from the peak emission to 3 ns after the 

peak, (b) 3-6 ns after the peak and (c) 6-9 ns reconstructed from CS TRPL methodology with 50 % sampling 

level. The reconstructed maps show good agreement with observations in the point-by-point scan maps 

Using the exact same setup, it was possible to increase the spatial resolution for the CS TRPL 

up to 64 px × 64 px. However, it was not possible to measure at this resolution using a raster 
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scan. Therefore, a direct validation measurement could not be acquired. The same feature at 

the top of the image was identified, as for the lower resolution images.  

 

Figure 5-12 TRPL intensity maps of CIGS sample (a) from the peak emission to 3 ns after the peak, (b) 3-6 

ns after the peak and (c) 6-9 ns reconstructed from CS TRPL methodology with 50 % sampling level. A 

resolution of 64 px × 64 px was achieved, with pixel size of 3.2 µm.  

An alternative approach was attempted, with increased spatial resolution as shown in Figure 

5-13. The spatial resolution was increased to 1.2 µm per pixel—about 10x finer than in the 

previous images, measuring the same CIGS sample but a different area. As previously, an 

equivalent raster scan could not be acquired due to low light signal. Image (a) shows a 

photocurrent map of the same area, captured by contacting the sample using electrical probes 

and measuring the photocurrent response for each projected pattern. By processing the 

acquired data through a similar reconstruction algorithm, the response map was obtained. 

Next, using the data already captured, the TRPL acquired from each pattern was integrated 

to get an overall PL response for a given pattern, and after reconstruction, the overall PL 

intensity map is shown in image (b). Furthermore, image (c) shows the PL intensity 

integrated from the peak of emission to 1.2 ns after, and (d) from 1.2 ns to 2.4 ns after the 

peak. The PL emission in (c) is more broadly distributed across the sample, while in (d) it 

appears more localized at a few recombination centres. 

Comparing the three images, a dark spot is visible in all three, near the top left where an 

electrical contact was present. Additionally, some similarities can be seen in the top right 

with another darker region. Along the left side of the image, where the laser intensity was 

higher, some brighter regions are seen in all the pictures.   

   

 

(a) (b) (c) 
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Figure 5-13 Intensity maps of the CIGS sample, with a 64 px × 64 px resolution and a pixel size of 1.6 µm. 

Image (a) shows the area measured using CS photocurrent mapping. Image (b) was acquired by integrating 

the time bins of each projected pattern, yielding the overall PL intensity. Images (c) and (d) were acquired 

using the CS-TRPL methodology and show the PL intensity from the peak of the emission to 1.2 ns and from 

1.2 ns to 2.4 ns, respectively. All images were acquired using a sampling level of 50%. 

 

5.7 Chapter conclusions 

The work described in this chapter brings together the developments described in previous 

chapters, modifying the experimental system designed in chapter 4 and utilising the 

reconstruction techniques from chapter 3. In doing so, this effectively demonstrates the first 

experimental implementation for compressed sensing TRPL imaging, forming a significant 

milestone. The results confirm the feasibility of this approach by comparing measurements 

obtained through compressed sensing with those from traditional raster scanning. 
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By incorporating a DMD into the experimental setup, the system enabled spatial modulation 

of the excitation light, enabling the application of the compressed sensing approach to optical 

measurements. Examples of utilising the setup for measuring the photocurrent response map 

of a PV device are shown, demonstrating correct operation of the optical aspects of the 

system. The developed system was also used for measuring the beam profile at the sample 

plane, after propagating through the optical system, demonstrating the DMD’s versatility 

and its potential for other optical applications. 

Results from the computational simulations, shown in chapter 3, detailed how compressed 

sensing measurements can have high sensitivity to noise. To quantify this, measurements 

were done tracking the dark count rate of the detector over an extended period of time. For 

the NIR PMT, this was found to be ~46,000 counts per second, which would account for 

less than 1% of the overall signal. Additionally, the dark count rate would simply offset 

every measured value by a fixed amount. Some measurements were also carried out to 

evaluate how consistent TRPL signal is when sampling the exact same area. It was found 

that at the peak, the standard deviation was ~2%, rising closer to 10% away from the peak. 

This could mean that a more stable sample would be more suitable for further investigation 

and could provide more consistent results.  

The results presented from measuring CdTe and CIGS highlight a comparative analysis 

between images acquired through traditional raster scanning and those obtained via CS 

TRPL. The reconstruction techniques developed in Chapter 3 were implemented to process 

the CS measurements, resulting in improved contrast. The acquisition times were improved 

through reduction in number of measurements necessary as well as faster signal acquisition 

times, resulting in more than 50% faster measurement acquisition time. The experiments 

demonstrated that the CS TRPL method is capable of mapping larger areas efficiently while 

maintaining reasonable spatial resolution. 

While some limitations were encountered, particularly in noise sensitivity, laser 

performance, and sample stability, this work establishes a foundation for future 

advancements in compressed sensing TRPL imaging. The areas for improvement as well as 

future development work are discussed in chapter 6. 
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Chapter 6 Conclusions and Future Work 

The primary objective of this project was to integrate time-resolved photoluminescence 

(TRPL) measurements of semiconductor devices with compressed sensing, in order to  

develop a novel approach for imaging charge carrier lifetimes. This concluding chapter 

summarises the key investigations, results and conclusions arising from the research. In 

addition, it offers a critical evaluation of the advantages and limitations of compressed 

sensing techniques, both in general imaging contexts and specifically within 

photoluminescence imaging of semiconductors. A reflective discussion on the 

methodological outcomes and areas for refinement is presented, followed by 

recommendations for future research directions. 

6.1 Summary of key findings  

6.1.1 Modelling of compressed sensing TRPL measurements 

In chapter 3, the development of a computational model for exploring compressed sensing 

in TRPL measurements was presented. This approach had not been previously demonstrated; 

therefore, the work started with simulations to establish feasibility and optimise the 

methodology. The computational model was built around statistical simulations, allowing to 

assess and investigate application of compressed sensing to various measurement 

approaches and signal dimensionalities.  

The computational model development involved 2 main stages – simulating the time-

correlated single photon counting (TCSPC) sampling method and simulating compressed 

sensing acquisitions and reconstructions. The TCSPC simulations were carried out and 

effects of photon pile-up were investigated, showing some analytical proof of its effects.  

The investigation commenced with a 1-dimensional signal as a basic example of compressed 

sensing, which then progressed to 2-dimensional imaging through a simulation of a single-

pixel camera. More complex and practical examples were subsequently explored, simulating 

compressed sensing for PL imaging, which effectively emulated hyperspectral imaging. 

Finally, an extra dimension was added by simulating compressed sensing TRPL 
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measurements, using a TCSPC acquisition, arriving at the final simulation of the 

measurement technique investigated in this thesis.  

This model ultimately demonstrated that compressed sensing TRPL measurements are 

theoretically feasible. Testing the model under various noise conditions revealed that while 

compressed sensing can reconstruct data efficiently, random noise can significantly degrade 

reconstruction quality, highlighting the sensitivity of the method to noise and the need for 

controlled experimental conditions. 

It is also worth noting that to quantify the quality of simulated reconstructions, structural 

similarity index (SSIM) was employed. It provided a perceptually meaningful assessment 

by accounting for luminance, contrast, and structural similarities between the reconstructed 

and ground truth images and is particularly valuable in evaluating image quality from human 

vision perception. However, while SSIM is well suited for general image analysis, 

particularly in applications such as image compression or enhancement, it may be less 

directly applicable to the evaluation of reconstructed physical measurement maps, where 

perceptual similarity is not the primary concern. In such cases, root mean squared error 

(RMSE) offers a more intuitive and interpretable metric. RMSE quantifies the average 

magnitude of pixel-wise deviations between the reconstructed and ground truth data, 

expressed in the same physical units as the original measurement. Therefore, RMSE would 

likely provide a more relevant and informative measure of reconstruction fidelity, 

particularly in the context of quantifying the accuracy of the technique.  

Overall, this chapter served as a foundational feasibility study, providing a starting point for 

further development work carried out in this thesis. By establishing that compressed sensing 

could be effectively applied to TRPL, the groundwork was laid for further development of 

an experimental system. Additionally, the reconstruction methodology developed for 

reconstructing compressed sensing TRPL data was used when reconstructing the final data.  

6.1.2 Development of TRPL imaging system 

In chapter 4, design, development, testing, and improvements of a TRPL measurements 

system are presented and discussed. The primary focus of this chapter was to establish a 



Chapter 6 – Conclusions and Future Work 

133 

 

fully operational experimental setup capable of measuring TRPL in semiconductor devices. 

The initial planning stages identified the NIR region as the spectral range desired for this 

system, with CdTe and CIGS photovoltaic devices as the target materials. Therefore, this 

guided the selection of key components, such as the laser, detector, and TCSPC electronics. 

A laser with a 640 nm wavelength was ultimately selected to excite the samples effectively. 

After acquiring the components, the process of developing the system included investigating 

the laser properties. Given the divergence of the laser beam, cylindrical lenses were 

incorporated into the setup to improve the collimation. Additionally, the optical path was 

enclosed to prevent stray laser light from reaching the detector, which was necessary to 

ensure the detector was primarily detecting the PL emission from the samples.  

An important part of the chapter was the process of fitting the TRPL decay curves to extract 

charge carrier lifetimes accurately. It was found that the charge carrier lifetimes resulting 

from the measurements could be highly influenced by the presence of laser leakage or 

reflections, leading to fast-decaying signal components and skewed lifetime values. 

Adjustments such as reconvolution fitting or adjusting the starting point of the fit were 

attempted, however, these proved to be unreliable.  

This chapter also focused on developing the software necessary for running TRPL imaging 

measurements. LabVIEW scripts were written to automate the TCSPC acquisition and 

combined with the control of the translation stage. Initial tests on CdTe device validated the 

system’s capability to map carrier lifetimes.  

Overall, the work carried out in this chapter, combined with modelling work of chapter 3, 

allowed for the final implementation of compressed sensing TRPL imaging system 

described in chapter 5.  

6.1.3 Implementing compressed sensing for TRPL imaging 

In chapter 5, the developments and insights of Chapters 3 and 4 are integrated to achieve the 

primary objective of this thesis – creating a TRPL measurement system capable of 

compressed sensing imaging. This work represents the first implementation of such a 
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technique, demonstrating its feasibility and establishing a foundation for further exploration 

of compressed sensing in TRPL applications. The successful development of this system not 

only validates the methodology of compressed sensing TRPL imaging but also opens the 

door to future advancements and optimisations. 

This implementation was achieved by incorporating a digital micromirror device (DMD) 

into the TRPL measurement system. With careful optical configuration, the DMD pattern 

could be projected onto the sample via the microscope objective, allowing for selective 

excitation of varied regions across the device. This setup enabled spatially resolved 

compressed sensing TRPL measurements, with the DMD dynamically adjusting the 

illuminated areas based on the desired sampling pattern. The same setup is also adaptable to 

other measurement modalities, by modifying the property being measured. For example, 

when characterising a photovoltaic (PV) device, the photocurrent map of the same area could 

also be acquired. Alternatively, by switching out the PMT for a spectrometer, hyperspectral 

information about the sample could also be acquired, provided sufficient signal was present.  

The acquired TRPL measurements were reconstructed using the methodology developed in 

Chapter 3. To improve the quality of the reconstructed signal, the temporal resolution was 

adjusted by merging time bins to form broader intervals, enhancing the amount of signal in 

each time bin. The reconstruction process resulted in a data cube, providing representation 

of the TRPL signal at each point within the measured area.  

To validate the technique, raster scan measurements were carried out. Since the system was 

already configured with a DMD in its optical path, these measurements could be done using 

the DMD itself. This approach ensured that the imaged area remained identical to the one 

imaged with compressed sensing approach and that the light intensity per unit area incident 

on the sample was consistent between both techniques. An additional benefit of the DMD is 

its ability to selectively control the projected beam spot size, allowing for fine-tuning of the 

excitation area as needed. When comparing raster scan measurements to compressed sensing 

TRPL measurements, similar features were observed even with a 50% sampling rate for the 

compressed sensing approach. This reduction in the number of measurements directly 

translated into shorter acquisition times. Further advantage for compressed sensing 
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measurements was that for a given laser excitation density, the amount of TRPL signal is 

increased due to the larger excited area. 

Some initial limitations were encountered that would benefit from further investigation. 

After reconstruction, the TRPL signal intensity at each pixel was relatively low, making it 

challenging to reliably extract charge carrier lifetimes. Validating compressed sensing TRPL 

measurements was particularly challenging. The most reliable approach was performing 

raster imaging over the same area. However, the reduced signal strength from exciting a 

single point compared to a larger area limited the highest achievable spatial resolution. 

Nevertheless, the DMD offers an advantage in compressed sensing TRPL by allowing for 

more flexible sampling across a broader range of excitation levels, potentially enhancing 

signal strength and measurement precision. 

Interesting investigation could be investigating whether the use of projected patterns could 

have some applications in imaging past diffraction limit. Since the spatial information is 

encoded before the microscope objective, it might be some details could be acquired that 

were smaller than the laser wavelength.  

Overall, whilst demonstrating these measurements proved challenging, the results presented 

here provide the first validation and implementation of compressed sensing TRPL imaging 

setup. Although the system readily acquired measurements, often yielding seemingly high 

signal levels when projecting the patterns, validating the reconstructed images remained a 

persistent difficulty throughout the project. This challenge was compounded by the 

properties of the excitation laser and various optical components. Reconstructed images 

frequently displayed features, but it was consistently difficult to determine whether these 

represented actual sample characteristics or artefacts from the laser beam. Nevertheless, this 

work successfully implemented the core methodology proposed in this thesis. Further 

potential improvements and areas for investigation are outlined in the following section. 
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6.2 Critical evaluation of compressed sensing for TRPL 

Although compressive sensing was employed throughout this work as a means to enable PL 

imaging with a single-pixel detector, its broader utility in the imaging field remains context-

dependent. Compressive sensing and single-pixel imaging are not universal replacements 

for conventional imaging systems - they offer specific advantages in niche applications 

where conventional cameras are unsuitable or unavailable. In situations where high-quality 

detector arrays exist—such as visible-wavelength imaging using CMOS or CCD sensors—

conventional imaging offers superior performance in terms of spatial resolution, SNR, and 

acquisition speed. These systems benefit from direct pixel-wise detection and avoid the ill-

posed inversion problems inherent in compressive sensing based reconstruction, where an 

image has to be reconstructed from a smaller number of measurements. The 

underdetermined nature of compressive measurement, means that small errors, such as drift 

or noise, can propagate to have large effects on the final reconstructed image.  

However, single-pixel imaging can become attractive in areas where detector arrays are 

either unavailable or prohibitively expensive. For example, at the time of starting this 

research, there were no readily available detector arrays capable of recording TRPL 

transients at each spatial pixel with high temporal resolution. Therefore, traditional TRPL 

techniques have typically relied on raster-scanned excitation coupled with a fast 

photodetector such as a PMT or single-photon avalanche diode (SPAD), which, while 

effective, are inherently slow due to the need for serial acquisition, where each measured 

pixel is treated as completely independent from one another. The approach presented in this 

thesis aimed to address this limitation by using a single PMT and structured illumination 

patterns. This in principal can offer advantages for charge carrier lifetime imaging, such as 

enhanced repeatability compared to scanning approaches, high image resolution and 

increased measurement speed. Moreover, compressed sensing TRPL could offer an 

improvement in the contrast of acquired maps due to exciting a broader area at the same time 

compared to point-by-point scan, due to measurements being detector noise limited.  

In the methodology presented here, the laser excitation is expanded to fill the active area of 

the DMD, thereby reducing the irradiance on the sample and injecting fewer mobile carriers 
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into the semiconductor. This typically means that the recombination pathways within the 

material are dominated by non-radiative recombination. In this regime, the TRPL 

measurements are likely to be limited by detector noise, such as dark counts, which remain 

relatively constant as the signal intensity increases. Consequently, the application of 

multiplexing through structured illumination presents an opportunity to enhance the overall 

SNR. While the irradiance remains unchanged, the illuminated area increases as patterns are 

projected onto the sample. However, when the sample irradiance is elevated, shot noise may 

begin to dominate. In this case, measurements acquired for each pattern exhibit minimal 

variation, with only slight differences between them. The high shot noise present in the bias 

contaminates all measurements, leading to a significant degradation in the final image SNR, 

even if the recorded signal appears relatively strong. This shot noise can then propagate 

through the compressed sensing reconstruction process, further compromising the quality of 

the final image. This could also explain the results shown in chapter 5, where after the 

reconstruction, the individual pixel transient decay was severely degraded. Therefore, it 

remains to be seen, whether increasing the irradiance levels could result in better results.  

A key factor influencing the accuracy of charge carrier lifetime extraction is the SNR of the 

acquired data. In raster-scan TRPL imaging, each spatial point is measured directly, and 

decay curves are fitted to the time-resolved signal collected at that location. The SNR in this 

case is governed by the photon statistics and noise characteristics of the detector for each 

pixel, making it relatively straightforward to manage via integration time or averaging. In 

contrast, the compressed sensing approach relies on acquiring spatially multiplexed signals, 

with the TRPL signal at each measurement representing a weighted sum over many spatial 

locations. Although this approach leads to increased total signal per measurement due to the 

larger illuminated area, the inversion process required to reconstruct spatially resolved TRPL 

curves can introduce additional sources of uncertainty. Noise in the measurement domain is 

redistributed during reconstruction, and artefacts arising from imperfect inversion may affect 

the accuracy of extracted decay times. As observed in chapter 5, even when the original 

measurements yield high levels of signal, after the reconstruction, the TRPL curve of each 

pixel has low signal. This highlights a key difference between the single pixel imaging and 

raster approaches – compressed sensing improves the measurement acquisition time at the 

cost of increased reconstruction complexity and reduced clarity at each spatial point.  



Chapter 6 – Conclusions and Future Work 

138 

 

More recently, some SPAD array sensors have emerged as commercial products, such as 

Horiba’s FLIMera [115] and Canon’s MS-500 [116]. The FLIMera is particularly relevant 

to the work presented in this thesis, as it is a fluorescence lifetime imaging (FLIM) camera 

equipped with a 192 × 128 𝑝𝑖𝑥𝑒𝑙 SPAD array, each coupled with a time-to-digital converter 

(TDC) capable of achieving timing resolutions below 40 𝑝𝑠. This configuration enables 

simultaneous TCSPC measurements across all pixels, facilitating real-time video-rate 

fluorescence lifetime imaging. Such capabilities are particularly advantageous for dynamic 

studies of live cells and complex molecular systems. 

These emerging technologies signal a shift towards more integrated and efficient imaging 

systems. The FLIMera, with its real-time TCSPC capabilities, could present a compelling 

alternative to traditional raster-scanned TRPL methods, potentially reducing the need for 

compressed sensing-based TRPL imaging. As these technologies continue to evolve, they 

are expected to increasingly influence the landscape of time-resolved imaging, challenging 

the relevance of compressed sensing in this field, much in the way that the existence of  

conventional cameras make the use of compressed sensing for conventional imaging 

impractical. 

6.3 Technique limitations 

A known limitation of compressed sensing systems is the potential for imperfect inversion, 

often arising from calibration errors or inaccuracies in the system model, which can 

significantly degrade the quality of reconstructed images. In the present system, the main 

sources of inversion imperfection stem from optical calibration errors—such as 

misalignment between the DMD projection and the sample plane due to lens aberrations or 

focus drift—as well as noise amplification during the inversion process. Such deviations 

introduce errors in the sensing matrix, violating the Restricted Isometry Property (RIP) 

conditions required for robust compressed sensing recovery, as discussed by Candès et al. 

[117]. 

Despite these challenges, several studies demonstrate that high-quality image reconstruction 

is attainable under compressed sensing, even in the presence of moderate calibration errors. 
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For example, work done by G. Koutsourakis et al. [42], demonstrated a megapixel resolution 

reconstruction of a photocurrent response map of a photovoltaic device. Similarly, in this 

thesis (Section 5.3), high-fidelity photocurrent microscopy images were reconstructed using 

compressed sensing, illustrating that accurate spatial information can be recovered in 

electrically measured signals where SNR is relatively high and inversion artefacts are less 

critical. 

In contrast, the application of compressed sensing to TRPL imaging places more stringent 

demands on both spatial and temporal accuracy, as lifetime extraction is highly sensitive to 

noise and artefacts in the reconstructed decay curves. The TRPL implementation presented 

here successfully recovered macroscopic spatial features, but inversion artefacts and low 

per-pixel SNR significantly degraded the fidelity of decay fitting, to the point where fitting 

was not possible. For compressed sensing to be viable for quantitative TRPL imaging, 

improvements in calibration precision, noise robustness, and inversion algorithms would be 

necessary to achieve decay curve fidelity of sub-nanosecond, which would be required for 

semiconductor characterisation.  

6.4 Future work 

This project explored and demonstrated the potential of compressed sensing for TRPL 

imaging. However, several challenges were encountered, which could benefit from further 

improvements to the experimental setup as well as further research. Below, the various 

potential future directions for further research and development are outlined. 

6.4.1 Methodology improvements 

One of the most significant improvements to the system would be the use of a more suitable 

laser source for sample excitation. The laser employed in this work exhibited multiple spatial 

modes, resulting in a highly non-uniform beam profile. Replacing this with a single-mode 

laser that provides a uniform beam profile would enhance the quality of the measurements 

and increase confidence in the acquired images. While a laser source with a top-hat beam 

profile would likely be ideal for these types of measurements, a Gaussian beam with a low 
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𝑀2 value would also offer a significant improvement by producing a more predictable 

illumination pattern.  This improvement would help ensure that the observed features in the 

images are genuine, rather than artefacts introduced by the non-uniform beam profile. This 

could be improved further, by implementing flat-field correction to calibrate for non-

uniformities within the laser beam.  

Another important consideration for future development is the laser stability over time both 

in terms of optical power and its spatial distribution. Fluctuations in laser power can 

introduce inconsistencies in the compressed sensing reconstruction, similar to the sample 

drift issues discussed in Section 5.5. To mitigate this, it would be beneficial to implement 

active monitoring of the laser output by sampling a fraction of the beam. This could be 

achieved using a simple beam splitter to direct a small portion of the laser light to a 

photodiode or other power monitoring device. Although this approach marginally reduces 

the excitation power reaching the sample, the trade-off is likely favourable, as the enhanced 

confidence in the stability of the excitation source and the ability to normalise for power 

fluctuations outweigh the slight loss in intensity. Moreover, the additional hardware required 

is inexpensive and does not introduce significant complexity to the optical system. 

In parallel, the normalisation strategy discussed in Section 5.5, where the DMD is set to an 

all-on pattern between each measurement to record a reference signal, should be explored 

further While this method increased the acquisition time, at this stage of system 

development, the increase is justifiable if it results in more robust and interpretable 

measurements. Both approaches - active excitation monitoring and sample drift 

normalisation, could be employed to derive a normalisation factor, which may then be 

applied to each TRPL signal prior to reconstruction, thereby compensating for variations in 

excitation conditions. 

As demonstrated in Chapter 3, the compressed sensing reconstruction is highly sensitive to 

noise in the measurements. Simulated data revealed that even modest levels of random noise, 

on the order of 1–2% of the signal amplitude, can result in a much larger degradation in the 

reconstructed image quality. This highlights a fundamental limitation of single pixel imaging 

techniques – their susceptibility to both random noise and drifts in the system parameters. 
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Any gradual variation in the excitation intensity or sample response will be misinterpreted 

by the reconstruction algorithm as a result of the spatially encoded signal, resulting in 

artefacts in the final image.  

Furthermore, the compressed sensing system exhibits greater sensitivity to power 

fluctuations compared to conventional raster scanning approaches. In raster-scanned 

systems, small pixel to pixel variations in laser intensity typically do not affect the extracted 

lifetimes, as these are derived from temporal decay profiles that do not change significantly 

with small fluctuations in excitation power. Similarly, spatial inhomogeneities such as 

speckle or beam profile variations are less problematic in raster scanning, since the beam is 

focused to a small spot and fluctuations within that spot should have almost no impact. In 

contrast, compressed sensing relies on structured illumination and spatial encoding – every 

measurement is a linear combination of many individual points. As such, any deviation in 

laser power or beam shape between patterns introduces inconsistencies that can distort the 

reconstruction.  

Even if the laser was replaced with a source featuring a highly uniform beam profile, care 

would still be needed to ensure spatial stability throughout the measurement duration. 

Uniform beam profiles still typically exhibit speckle patterns, which can also degrade the 

quality of reconstructions. More critically, any temporal variation in the spatial distribution 

of the beam would severely compromise the measurement. In principle, the simulation 

framework developed in Chapter 3 could be extended to model these effects by introducing 

spatially varying detection probabilities across the virtual sample. While direct monitoring 

of spatial fluctuations during measurement is challenging, it could be partially addressed by 

diverting a portion of the beam to a camera or beam profiler via an additional beam splitter. 

However, such monitoring would need to occur before the laser passes through the 

microscope objective. Therefore, any aberrations introduced downstream in the optical path 

would not be detected, limiting the effectiveness of this approach. 
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Another advantage of introducing a single-mode laser would be the reduction of optical 

losses and improved beam collimation. In the current setup, the laser beam is highly 

divergent, and despite the use of cylindrical lenses for beam correction, the beam still 

overfilled the DMD, resulting in significant optical losses. With a highly collimated beam, 

not only would the optical losses be reduced but also the spot size could be more precisely 

controlled, ensuring that the beam is only as large as necessary. This would be particularly 

beneficial when imaging smaller-scale features, as only a portion of the DMD would need 

to be illuminated, rather than overfilling the entire device. Additionally, when higher 

resolution images or a larger field of view are needed, the beam could be expanded 

accordingly. 

The laser power was a limiting factor in these measurements. Due to the divergence of the 

beam, the overall excitation density reaching the sample was relatively low. By improving 

the beam collimation and incorporating a higher-power laser, the excitation density could be 

significantly increased. This would lead to stronger photoluminescence signals and a higher 

signal-to-noise ratio, thereby enhancing both the clarity and accuracy of the measurements. 

Improvements to the laser source would significantly expand the scope of studies that could 

be performed. With the system described in this work, most measurements were conducted 

with the laser power set at the maximum available level, limiting the ability to explore 

varying excitation conditions. A more powerful and better-collimated laser would facilitate 

measurements across different excitation levels, which is particularly important for 

investigating the charge carrier dynamics within the semiconductor. This approach would 

allow for the acquisition of 4-dimensional data, encompassing two spatial dimensions, time, 

and excitation intensity. By fitting a decay curve to the time-resolved data, a data cube could 

be generated, revealing how charge carrier lifetimes vary with excitation level. Such a 

dataset would offer valuable insights into non-linear phenomena, including dominant carrier 

recombination mechanisms and saturation behaviours, which may not be detectable at a 

fixed excitation level. This would enhance the method’s capability, transforming it into an 

even more powerful and comprehensive tool for semiconductor characterisation.  
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6.4.2 New applications 

In this work, the materials investigated had bandgaps in the near-infrared region. However, 

the methodology and techniques presented here are largely wavelength-agnostic, meaning 

they could be readily adapted for the study of materials in the visible spectrum. Investigating 

samples in the visible range would require a shorter-wavelength laser and replacement of the 

current optics with components optimised for visible light. Expanding the methodology to 

the visible spectrum would enable the characterisation of materials and devices relevant to 

microdisplay applications, such as microLEDs and various perovskite materials. These 

materials typically exhibit high emission levels, which would help mitigate the low signal 

issues encountered in this work, potentially improving both the efficiency and accuracy of 

the measurements. 

An intriguing area for further research could be exploring whether the use of projected 

patterns could facilitate imaging beyond the diffraction limit. Since spatial information is 

encoded prior to the microscope objective, it may be possible to capture details smaller than 

the laser wavelength, potentially revealing features that conventional TRPL systems cannot 

resolve. 

Another potential direction for future research would involve shifting focus towards 

biological applications, specifically fluorescence lifetime imaging (FLIM). The 

measurement principles in FLIM are analogous to those of TRPL imaging explored in this 

project. However, instead of relying on the emission from semiconductor materials, FLIM 

involves samples injected with fluorescent dyes that exhibit known fluorescence decay 

times. By applying the compressed sensing techniques and insights gained from this work, 

FLIM measurements could benefit from enhanced acquisition speeds and improved spatial 

resolution. This adaptation would open up new possibilities for faster and more precise 

imaging in biological contexts, potentially transforming the efficiency of FLIM-based 

studies.  

Another possible direction for investigation is in the computer science domain. As 

highlighted in chapter 2, measurement matrices are critical for compressed sensing. While 
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the random matrices used in this work are generally suitable for a broad range of samples 

and applications, purpose-designed measurement matrices could offer significant 

advantages. By designing the matrices, the system could be trained to identify the key points 

of interest more rapidly and more reliably. This concept could be applied in a production 

environment for quality control purposed. The model could be trained on measurements of 

previous samples and used to determine the optimal measurement matrices. These would 

converge towards identifying the defining features of the sample significantly faster than 

general random matrices. However, this approach should only be explored once all the 

measurement limitations have been solved and the methodology produces reliable results.  

A final consideration for future exploration could involve extending the compressed sensing 

application beyond the spatial domain. While this work focused solely on sparsity within the 

spatial dimension of the images, signals in the time domain also exhibit sparsity. In this 

project, every measurement required acquiring the full time-resolved decay. However, 

compressed sensing could, in principle, be applied to reduce the number of required time 

bins, thereby improving the temporal resolution. By leveraging temporal sparsity, the 

methodology could achieve faster acquisition times without sacrificing accuracy and 

improve the ability to resolve the charge carrier dynamics with greater precision. 

6.4.3 Final remarks 

As a final remark, this thesis investigated and demonstrated the potential of compressed 

sensing for time-resolved photoluminescence. However, the principles of compressed 

sensing extend far beyond this specific application and are broadly applicable across various 

areas of metrology. Compressed sensing utilises the inherent sparsity of signals – a trait 

common to many types of measurements. As such, its application holds promise not only 

for semiconductor characterisation but also for a wide range of fields and measurement 

techniques, shifting the workload from data acquisition to data reconstruction - a process 

that benefits greatly from advances in modern computational power.  
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