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Abstract

The properties of nanomaterials can be tailored through structural and geometrical

design, chemical functionalization, strain engineering and other techniques. However,

many existing methods for property control are either irreversible or depend on complex

physical set-ups, limiting their practicality and broader technological implementation.

This thesis addresses that challenge by developing a non-contact, all-optical approach

that leverages the orbital angular momentum carried by Laguerre-Gaussian beams.

The method is investigated for two different applications. In the first instance, the

focus is given to orbital angular momentum transfer from Laguerre-Gaussian beams

to two-dimensional (2D) materials. A theoretical framework for calculating optical

forces and torques in dielectric media is presented and angular momentum beams are

implemented into a numerical simulation software to predict their effects on the 2D

materials. Building on this, a novel, non-contact experimental method is developed to

induce wrinkling in two common examples of 2D materials, monolayer graphene and

WS2, using the optical torques of Laguerre-Gaussian beams. The out-of-plane defor-

mations and property changes are characterized using various experimental techniques,

including electrical conductance measurements, Raman spectroscopy, atomic force mi-

croscopy and photoluminescence. The method is reversible and spatially-selective and

only limited by sample heterogeneity and monolayer-substrate interactions.

In the second instance, the application of optical angular momentum is extended

to chiral sensing. The dynamic control of the optical activity of chiral shuriken meta-

materials is demonstrated through numerical simulations and experimental dichroism

measurements under varying beam focusing conditions. Together, this thesis highlights

the potential of angular momentum beams as a versatile tool for controlling nanomate-

rial properties with high spatial precision.

i



Contents

Abstract i

List of abbreviations vi

Acknowledgments viii

Author’s declaration xi

Publications xii

Chapter 1 Introduction 1

1.1 General introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Chapter 2 Background and theory 5

2.1 The wave equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 The Helmholtz equation . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.2 Paraxial light beams . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Angular momentum of light . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 Spin angular momentum . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.2 Orbital angular momentum . . . . . . . . . . . . . . . . . . . . . 15

2.2.3 Laguerre-Gaussian beams . . . . . . . . . . . . . . . . . . . . . . 17

2.2.4 Spin-orbit conversion . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3 Optical manipulation with angular momentum . . . . . . . . . . . . . . . 25

2.3.1 Conservation laws . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3.2 Optical spanners . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

ii



2.3.3 Recent advances . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4 Optical activity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.4.1 Optical-rotatory dispersion . . . . . . . . . . . . . . . . . . . . . . 36

2.4.2 Circular dichroism . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4.3 Helical dichroism . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Chapter 3 Numerical simulations of optical angular momentum trans-

fer to 2D materials 44

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.1.1 Finite-element method . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 Derivation of electromagnetic forces and torques inside a medium . . . . 49

3.2.1 Momentum flux density . . . . . . . . . . . . . . . . . . . . . . . 49

3.2.2 Angular momentum flux density . . . . . . . . . . . . . . . . . . . 53

3.2.3 Time-averaged forces and torques . . . . . . . . . . . . . . . . . . 55

3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.3.1 Implementation of Laguerre-Gaussian beams in vacuum . . . . . . 60

3.3.2 Optical forces and torques in monolayer WS2 and graphene . . . . 68

3.3.3 Laser heating in monolayer WS2 and graphene . . . . . . . . . . . 74

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Chapter 4 Controlling the morphology and properties of 2D mono-

layers with optical angular momentum 79

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.1.1 Monolayer graphene and WS2 . . . . . . . . . . . . . . . . . . . . 81

4.1.2 Strain engineering of 2D materials . . . . . . . . . . . . . . . . . . 84

4.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2.1 Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2.2 Generation of angular momentum beams . . . . . . . . . . . . . . 89

4.2.3 Building an optical set-up . . . . . . . . . . . . . . . . . . . . . . 95

iii



4.2.4 Conductance measurements . . . . . . . . . . . . . . . . . . . . . 98

4.2.5 Raman spectroscopy and mapping . . . . . . . . . . . . . . . . . . 100

4.2.6 Atomic force microscopy . . . . . . . . . . . . . . . . . . . . . . . 102

4.2.7 Photoluminescence spectroscopy . . . . . . . . . . . . . . . . . . . 106

4.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.3.1 Monolayer graphene . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.3.2 Monolayer WS2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

Chapter 5 Dynamic optical activity control in chiral metamaterials

with optical angular momentum 143

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

5.1.1 Chiral metamaterials . . . . . . . . . . . . . . . . . . . . . . . . . 144

5.2 Experimental methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5.2.1 Sample fabrication and characterization . . . . . . . . . . . . . . 147

5.2.2 Optical-rotatory dispersion measurements . . . . . . . . . . . . . 148

5.2.3 Generation of angular momentum beams . . . . . . . . . . . . . . 149

5.2.4 Dichroism measurements . . . . . . . . . . . . . . . . . . . . . . . 154

5.3 Computational methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

5.4.1 Simulated focused beams in free space . . . . . . . . . . . . . . . 160

5.4.2 Dichroism under weak focusing . . . . . . . . . . . . . . . . . . . 179

5.4.3 Dichroism under tight focusing . . . . . . . . . . . . . . . . . . . 195

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

Chapter 6 Conclusions and future outlook 204

Appendix A MATLAB code to generate Laguerre-Gaussian beams 235

Appendix B MATLAB code for γ-ray removal 246

iv



Appendix C Maximum intensity and radius of maximum intensity in

Laguerre-Gaussian beams 251

Appendix D Coupled-oscillator modelling 253

v



List of abbreviations

AM Angular momentum

AP Azimuthal polarization

BS Beam splitter

CCD Charge-coupled device

CD Circular dichroism

CMOS Complementary metal-oxide semiconductor

CPL Circularly polarized light

CVD Chemical vapour deposition

DMD Digital-mirror device

DPSS Diode-pumped solid state

EIT Electromagnetically-induced transparency

EM Electromagnetic

FEM Finite-element method

FWHM Full width at half maximum

HD Helical dichroism

HG Hermite-Gaussian

KK Kramers-Kronig

LH Left-handed

LG Laguerre-Gaussian

LP Linear polarization

NA Numerical aperture

NMR Nuclear magnetic resonance

vi



OAM Orbital angular momentum

ORD Optical rotatory dispersion

PDE Partial differential equation

PEM Photoelastic modulator

PIR Plasmonic-induced reflectance

PL Photoluminescence

RH Right-handed

RMS Root-mean-square

RP Radial polarization

SAM Spin angular momentum

TEM Transverse-electromagnetic mode

TMDC Transition metal dichalcogenide

1D One-dimensional

2D Two-dimensional

3D Three-dimensional

vii



Acknowledgments

First, I would like to give my sincere thanks to my supervisor Malcolm Kadodwala,

for giving me the opportunity to undertake such an exciting and ambitious project under

his supervision. The completion of this thesis would not have been possible without his

constant support and guidance throughout these 4 years. I am also extremely grateful

for giving me the opportunity to travel around the world to present my research in

conferences in Finland, the United States and Japan. My profound thanks extend to

Yoshito Tanaka and Shun Hashiyada, whom I had the absolute pleasure to work with at

Hokkaido University and who supervised me during the two months spent there. Many

thanks to them and the team for being so welcoming and for teaching me about science

and Japanese culture. Arigato gozaimasu!

I would like to thank my second supervisor Donald MacLaren for his support and

guidance during my PhD project and for being there to talk when needed. His expertise

in material science and general advice have been invaluable for the development of this

thesis.

Many thanks must go to the OAM beam community at Glasgow University and

abroad. I would like to thank Kayn Forbes, whose expertise in the chirality aspects of

OAM beams has been crucial for the completion of the last chapter of my thesis. I could

not thank Kayn enough for all the time spent with us in Zoom meetings discussing

science. I would like to thank Sonja Franke-Arnold, Amy McWilliam and Richard

Aguiar Maduro, who were always kind enough to help me and answer any questions

that I had regarding the experimental optics during my project. I am very thankful to

Neel Mackinnon, Stephen Barnett and Jörg Götte. I enjoyed the meetings at Steve’s

viii



office learning about the theory and doing maths in the blackboard, and they were

always super helpful every time some of the aspects of my thesis got too theoretical to

handle.

I would like to give a special thanks to every member of the Kadodwala group that

I shared my PhD with. Thanks to Rahul Kumar, Stephanie Wallace, Maryam Hajji,

Victor Tabouillot, Shailendra Kumar, Victor Wong, Dominic Koyroytsaltis-McQuire,

Martin Kartau, Douglas Murad and Magnus MacMillan for their help within and outside

academia. They have been amazing colleagues to work with and I enjoyed sharing the

office with them. I will remember all our entertaining conversations with great affection,

such as the lectures from Shailu to make us experts in optics but also in the stock market.

Special thanks must also go to all the students that I had the pleasure to work with

during my PhD. Many thanks to Paul Souchu, that came all the way from France and

helped me with the graphene conductance measurements for a solid amount of time of

6 months. Many thanks to Hikaru Yoneji, that came all the way from Osaka and whom

I had the pleasure to work with for a month doing Raman spectroscopy of graphene.

Thanks to the project students Jordan Andrew and Asma Sarguroh, who I had the

pleasure to supervise during their masters. It was great fun to work together with them

in the lab and they were always super curious to learn.

Now it is time to thank my Glasgow family, starting with my flatmates. A Simona
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Chapter 1

Introduction

1.1 General introduction

The fact that light carries linear momentum has been a familiar concept in astron-

omy over centuries and it provides an explanation for a wide range of observed phenom-

ena, including comet tails or perturbations in the orbiting motion of Earth satellites.[1,

2] Perhaps a less familiar concept is that light can also carry angular momentum. While

the angular momentum of light has been traditionally associated with the spin angular

momentum of circularly-polarized light, dating back to the era of Poynting,[3] the or-

bital angular momentum exhibited by Laguerre-Gaussian beams is a more recent area

of study. Although such beams were already recognized within general laser theory and

paraxial optics as early as 1986,[4] it was not until 1992 that Allen et al. established

that Laguerre-Gaussian beams possess a well-defined amount of orbital angular momen-

tum.[5] Consequently, the field of orbital angular momentum of light began to flourish

and, as it happens naturally in science, this breakthrough that was initially presented

in a theoretical paper gave rise to practical applications and it expanded onto numerous

research areas.

One of the early applications was found in optical manipulation and optical tweez-

ers by Rubinsztein-Dunlop in 1995[6] with the observation that the orbital angular

momentum of photons can be transferred to absorptive particles and induce rotational
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motion. Nowadays, after slightly more than 30 years undertaking research worldwide,

the scientific community has found a wide range of applications and the orbital angu-

lar momentum of light is involved in a vast number of different research fields, such

as quantum computing,[7–9] optical communications,[10–12] optical activity and chiral

detection,[13] imaging[14–16] and others.[17]

This thesis uses the orbital angular momentum of light to control the properties of

nanomaterials. In the first instance, the thesis discovers and expands on new applica-

tions in the pre-existing research that has been performed in the optical manipulation

of matter using the optical forces and torques associated with angular momentum. In

the second instance, angular momentum is used for the dynamic modification of the

chiral response of periodic nanomaterials. In this thesis, both traditional and new

advancements in optics for the generation of angular momentum are combined in an in-

terdisciplinary manner with state-of-the-art characterization and simulation techniques

while providing a bridge between optics and material science.

1.2 Thesis overview

The thesis is composed of several chapters. Chapter 2 introduces the reader to the

background and theory of angular momentum of light and Laguerre-Gaussian beams

which are relevant to understand the results of this thesis. Special attention is given

to two of the applications of angular momentum where research is undertaken in this

thesis, namely optical spanners and optical activity.

The rest of the thesis is divided into three result chapters. Each result chapter

includes a background introduction and it contains the experimental and computational

methods section that is relevant for that chapter.

Chapter 3 includes the theoretical framework where expressions for optical forces

and torques are derived in dielectric media. Laguerre-Gaussian beams are implemented

in a numerical simulation software and their properties are tested thoroughly in air and

compared with theory. Once validated in air, the simulations are performed with the

2



Chapter 1: Introduction

two-dimensional (2D) materials used in the experiments of the next chapter. The derived

expressions from the theory are used to predict angular momentum transfer in the 2D

materials and visualize the expected optical forces acting upon them. Laser heating

simulations are also performed to conclude that Laguerre-Gaussian beams generate

smaller temperature rises compared to Gaussian beams.

Chapter 4 is the experimental verification of Chapter 3. This chapter develops

a non-contact novel method to induce wrinkling in 2D materials; the method leverages

the optical torques of Laguerre-Gaussian beams exploiting the fact that 2D materi-

als undergo out-of-plane deformations with minimal forces. The experimental results

are verified with a wide range of experimental techniques, such as conductance mea-

surements, Raman spectroscopy, atomic force microscopy and photoluminescence spec-

troscopy, in two examples of commonly used 2D materials, monolayer graphene and

monolayer WS2. The results show that the pre-existing wrinkles that are formed in-

trinscially on the surface after fabrication are amplified with the OAM. This causes a

reduction in the conductance of monolayer graphene and a reduction of the band gap

in monolayer WS2. The method is spatially-selective and reversible after a few hours,

and it is limited by spatial heterogeneity and monolayer-substrate interactions.

In Chapter 5, the angular momentum of light is used for the dynamic control

of optical activity in chiral shuriken-shaped metamaterials. The effect is studied by

performing numerical simulations and experimental dichroism measurements of differ-

ent combinations of angular momentum across the entire visible range. The effects

are studied for both the weakly- and tightly-focused regimes. In the first instance,

expressions for all the focused fields are derived and implemented into a numerical sim-

ulation software to account for longitudinal fields. The experimental dichroism in air is

compared to the results of previous studies in water. The results using different com-

binations of angular momentum in this work show that the dichroism can be tuned

by the additional OAM carried by circularly-polarized Laguerre-Gaussian beams. The

effect is attributed to the superior field gradients and excitation of higher-order modes.

The change in optical activity is dynamic, as it is immediately reversed by turning off

3
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the optical components, but limited by the spatial match between the beam and the

nanostructure.

Overall, this thesis develops a non-contact, all-optical strategy to tailor the prop-

erties of nanomaterials for two different applications, and it highlights the potential of

angular momentum beams as a versatile tool for high spatial precision and dynamic

property control.

4



Chapter 2

Background and theory

2.1 The wave equation

The wave equation describes the existence and propagation of electromagnetic

(EM) waves and it is derived from Maxwell’s equations. According to electrodynamics,

Maxwell’s equations in differential form are[18, 19]

∇ · E =
ρ

ε0
(Gauss’s law), (2.1)

∇ ·B = 0 (no name), (2.2)

∇× E = −∂B
∂t

(Faraday’s law), (2.3)

∇×B = µ0

(
J+ ε0

∂E

∂t

)
(Maxwell-Ampère’s law), (2.4)

where E is the electric field, B magnetic flux density and J current density (or charge

flux density). ρ is the charge density, ε0 the vacuum permittivity and µ0 vacuum

5



Chapter 2: Background and theory

permeability. Gauss’s and Faraday’s laws tell us that the presence of charges and a

varying magnetic field produce an electric field, respectively. Equation 2.2 implies that

the divergence of the magnetic field is 0 (or that there is no such a thing as magnetic

charge). Maxwell-Ampère’s law implies that current and a varying electric field induce

a magnetic field.[18, 19]

In the case of electromagnetic waves in vacuum, there is no charge and current

(ρ = 0 and J = 0) so Maxwell’s equations in free space become

∇ · E = 0 (Gauss’s law, free space), (2.5)

∇ ·B = 0 (no name, free space), (2.6)

∇× E = −∂B
∂t

(Faraday’s law, free space), (2.7)

∇×B = µ0ε0
∂E

∂t
=

1

c2
∂E

∂t
(Maxwell-Ampère’s law, free space). (2.8)

Taking the curl of equation 2.7, it is obtained that

∇× (∇× E) = −∂(∇×B)

∂t
. (2.9)

We can then use the identity[20, 21]

∇× (∇× E) = ∇(∇ · E)−∇2E. (2.10)

Since in vacuum ∇ · E = 0, equation 2.10 becomes ∇ × (∇ × E) = −∇2E. By

equating 2.9 and 2.10 and substituting ∇×B we obtain the wave equation[20, 21]

6
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(
∇2 − 1

c2
∂2

∂t2

)
E = 0. (2.11)

2.1.1 The Helmholtz equation

For monochromatic waves with angular frequency ω, we can separate time and space

dependencies of the EM field to write E as a complex function E(r, t) = E(r)e−iωt, with

the real part being the physically-meaningful electric field. Substituting this into the

wave equation 2.11 we obtain a special case of the wave equation called the Helmholtz

equation, given by[20, 21]

(
∇2 + k2

)
E(r) = 0, (2.12)

where k = ω/c is the magnitude of the wave vector (wavenumber) in vacuum. The

Helmholtz equation has important implications in optics as it describes the existence

and propagation of electromagnetic waves.

2.1.2 Paraxial light beams

The paraxial approximation is frequently used in wave optics and it uses the as-

sumption that there is a small angle between an optical ray and the optical axis, in such

a way that the beam deviates very slightly from the optical axis as it propagates. This

is the case in many problems where the beam propagates mainly in the z direction, and

it propagates only slightly in the transverse (x, y) plane.

In a paraxial beam, the wave vector of the beam is given mainly by its z component

kz, and the x and y components, kx and ky, respectively, are small. Thus, in the paraxial

approximation it is possible to write[22]

kz = k

√
1−

k2x + k2y
k2

≈ k −
k2x + k2y

2k
. (2.13)
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Equivalently, the main components of the electric field lie in the transverse plane

(Ex, Ey) and longitudinal electric fields (Ez) are small. Examples of paraxial light

beams include weakly-focused beams, as opposed to tightly-focused beams which are

non-paraxial.

Solutions to the paraxial Helmholtz equation include transverse-electromagnetic

modes (TEM). Among these, Gaussian beams correspond to the most fundamental

mode (TEM00) and this is the most commonly known case as these beams are found in

conventional laser beams. The electric field of a paraxial Gaussian beam propagating

in the z direction is given by[20]

E(ρ, z) = E0
w0

w(z)
e
− ρ2

w2(z) eikz+
ikρ2

2R(z)
−iψ(z). (2.14)

ρ is simply ρ =
√
x2 + y2. As it can be seen in Figure 2.1, expression 2.14 implies that

the intensity is concentrated in the middle and it decays exponentially as the radius is

increased.

Figure 2.1: Intensity profile of a Gaussian beam (TEM00 mode) in the transverse
plane.

The term w(z), where

w(z) = w0

√
1 +

z2

z2R
(2.15)

corresponds to the beam width of the Gaussian beam, the distance along the transverse

plane at which the electric field intensity falls to 1/e of its value on axis.[23, 24] w0 is

8
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defined as the beam waist, beam width of minimum radius at the focal point (the focal

point occurs at z = 0). R(z) is the wave front curvature

R(z) = z

(
1 +

z2R
z2

)
, (2.16)

where zR is the Rayleigh range, zR = πw2
0/λ. The Rayleigh range is defined as the

longitudinal distance from the waist plane at which w becomes
√
2w0.[23, 25] It must

be underlined that, for a Gaussian beam to be a solution of the paraxial Helmholtz

equation, the beam waist w0 must be much larger than the beam wavelength (w0 ≫ λ).

This implies that the beam stays roughly collimated over the range 2zR[22] and that

the beam angle

θ =
2

kw0

(2.17)

is small. For a light beam that is focused with an objective lens, small θ implies that

the numerical aperture of the objective lens, defined as

NA = n sin θ, (2.18)

is also small. A visual representation of a paraxial Gaussian beam and its main param-

eters is illustrated in Figure 2.2.
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Figure 2.2: Gaussian beam propagating along the z axis, with the main parameters
indicated. w(z): beam width; w0: beam waist (w(z) at z = 0); zR: Rayleigh range. In
a paraxial Gaussian beam, the beam stays roughly collimated over the range 2zR,

and θ is small.[22]

The term ψ(z) in expression 2.14 corresponds to the Gouy phase and it expresses

the change in the phase of the Gaussian beam relative to that of a uniform plane wave

as it propagates in the longitudinal direction. It is given by[26]

ψ(z) = arctan

(
z

zR

)
. (2.19)

Thus, a Gaussian beam that travels from −∞ to ∞ will experience a phase shift

relative to a uniform plane wave from −π/2 to π/2 due to the Gouy phase.

Other solutions of the paraxial wave equation include higher-order TEM modes,

e.g. Hermite-Gaussian (HG) modes. Some examples of HG modes are displayed in Fig-

ure 2.3. HG modes are rectangularly symmetric and are the combination of a Gaussian

function with a Hermite polynomial. HG modes are designated as TEMmn, where m is

10
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the order in the x direction and n the order in the y direction.

Figure 2.3: Intensity profile of Hermite-Gaussian (rectangular TEMmn) modes in
the transverse plane. The TEM00 mode corresponds to the fundamental Gaussian
mode. A MATLAB code was written to generate this figure and it can be found in

Appendix A.

Another solution to the paraxial wave equation includes cylindrical TEM modes,

such as Laguerre-Gaussian (LG) modes.[4] In 1992, Allen et al.[5] made the striking

discovery that LG beams possess a well-defined amount of orbital angular momentum.

2.2 Angular momentum of light

Angular momentum of light can be of two types: spin angular momentum and

orbital angular momentum, and the sum of the two contributions constitutes the total

angular momentum.

11
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To explain the angular momentum of an EM field, we can start by making use

of the more familiar example of angular momentum in classical mechanics. According

to classical mechanics, an object orbiting around a fixed point acquires an orbital an-

gular momentum L defined by the vector product of the position vector r and linear

momentum p, so it is possible to write

L = r× p. (2.20)

The magnitude of the angular momentum acquired is given by L = rp = rmv,

where m is the mass of the object and v the component of the velocity perpendicular to

the vector r. If the direction of the orbital motion is reversed, the angular momentum

vector L points in the opposite direction, as illustrated in Figure 2.4.

p
m

L

r ω
p

m L

rω

Figure 2.4: Objects of mass m at position r with linear momentum p rotating
around a fixed point with angular velocity ω acquire an angular momentum L

defined by L = r× p. The sense of rotation determines the direction of L according
to the right-hand rule.

In classical electromagnetism, we can begin to explain the angular momentum of

light using the analogy with classical mechanics, although now considering the total

angular momentum density of an electromagnetic field, j. The total angular momentum

density j is given by the vector product of the position vector r and linear momentum

density p of an EM field, so it is possible to write[18, 21]

p = ε0(E×B), (2.21)

j = r× p = ε0[r× (E×B)]. (2.22)

12
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Integration of equation 2.22 over volume V results in the total electromagnetic

angular momentum in volume V , given by[27]

J =

˚
V

ε0[r× (E×B)]dV. (2.23)

The total angular momentum can be separated into spin S and orbital L contribu-

tions[20]

J = S+ L. (2.24)

2.2.1 Spin angular momentum

Spin angular momentum (SAM) in light beams arises due to helical polarization,

such as that found in circularly-polarized light (CPL). To understand polarization, we

can consider a monochromatic plane wave travelling in the z direction, so the electric

and magnetic fields oscillate in the xy plane and are perpendicular to one another. The

electric and magnetic field vectors are therefore given by[18]

E(z, t) = x̂E0 cos (kz − ωt), (2.25)

B(z, t) = ŷ
E0

c
cos (kz − ωt), (2.26)

where k is the wave number k = 2π/λ, ω = 2πc/λ is the angular frequency and x̂ and

ŷ unit vectors in the x and y directions, respectively. By convention, polarization is

described using the orientation of the electric field, so the wave above is polarized in

the x direction. As the electric field oscillates in only one plane, it is said to be linearly

polarized.

If the electric field rotates in a circular fashion, it is said to be circularly polarized.
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To describe CPL, it is useful to describe the electric field vector using two orthogonal

vectors, Ex(z, t) and Ey(z, t).[18, 28]

E(z, t) = Ex(z, t) + Ey(z, t) = x̂E0 cos (kz − ωt) + ŷE0 cos (kz − ωt+ ψ), (2.27)

where we have introduced the phase difference ψ between the two components. Different

values of ψ give rise to different polarization states, as depicted in Figure 2.5. If no phase

difference exists between the two components (ψ = 0), the wave is linearly polarized,

although now the polarization plane is between the x and y axes (Figure 2.5). Suppose

now that a phase shift of π/2 is introduced between the two orthogonal components.

If ψ = −π/2, the y component is π/2 radians ahead of the x component and the total

electric field rotates anticlockwise looking towards the source, therefore the beam is left

circularly polarized. If ψ = π/2, the y component is retarded by π/2 with respect to

the x component, thus the electric field rotates clockwise looking towards the source.

Thus, the beam is right-circularly polarized.
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Figure 2.5: Spin angular momentum (SAM) of light beams.

Light beams which are circularly polarized carry spin angular momentum of ±ℏ per

photon, with positive sign for left CPL and negative for right CPL (Figure 2.5).[29, 30]

Linearly-polarized light carries no spin angular momentum.

In this thesis, light beams carrying SAM were generated either using quarter wave

plates or photoelastic modulators, which are explained in detail in the experimental

sections of Chapters 4 and 5, respectively.

2.2.2 Orbital angular momentum

Orbital angular momentum (OAM) is entirely independent on the polarization state

under paraxial conditions. Instead, OAM arises due to helical phase fronts.[5, 31] To
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help the visualization of helical phase fronts, it is useful to represent each point in the

light beam in cylindrical coordinates, rather than cartesian coordinates. In cylindrical

coordinates, each point is located at radial distance ρ from the origin, which forms an

angle of ϕ with respect to the x axis (called azimuthal angle) and is at distance z along

the propagation axis (the z axis), Figure 2.6a.

A light beam with a helical phase front is shown in Figure 2.6b. A surface cross cut

is shown at a particular distance along the propagation axis z, and the light beam has

been represented as individual wavelets. It can be seen that, going around the azimuthal

angle, each wavelet has a different phase. If we trace a line along the points which have

the same phase, for example the maxima of the wavelets, it can be seen that the line is

a spiral curve, or a helix. This is represented by the dashed line with black crosses in

Figure 2.6b.

Figure 2.6: (a) Cylindrical coordinates showing a point P located at radial distance
ρ, azimuthal angle ϕ and propagation distance z. (b) Light beam with a helical
phase front represented as individual wavelets (shown in blue). A helical path

following the wavelet maxima has been traced with a dashed black line.

Plane and spherical waves have phase fronts that travel in the same direction as the

beam propagates. In other words, surfaces of the same phase are parallel to each other.

The Poynting vector, S = 1
µ0
E × B, which describes the energy flux, is normal to the

phase front surface and, in both cases it points in the same direction as the propagation

axis.[28] In a beam with a helical phase front, however, the Poynting vector follows a
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helical path as the phase front is helical.[5, 31–34]

OAM in a light beam is a direct consequence of having a helical phase front. Dif-

ferent light beams with helical phase fronts, and therefore that carry OAM, exist, such

as Laguerre-Gaussian beams,[5] Bessel beams,[20, 35–37] Airy beams[38] and Zernike

beams.[39] Among these, Laguerre-Gaussian beams are probably the most common type

and they are the ones used in this thesis, so an emphasis will be given to introduce the

reader to Laguerre-Gaussian beams.

2.2.3 Laguerre-Gaussian beams

Laguerre-Gaussian (LG) beams are generally expressed in cylindrical coordinates

and the electric field for a monochromatic beam takes the form[23, 24]

El,p(ρ, ϕ, z) = E0
Cl,p√
w(z)

e
− ρ2

w2(z) eilϕ

(
ρ
√
2

w(z)

)|l|

L|l|
p

(
2ρ2

w2(z)

)
eikz−

ikρ2

2R(z)
+iψl,p(z), (2.28)

where l is the topological charge and p the radial number. Close inspection of the

expression 2.28 reveals the presence of all the terms that also appear in a Gaussian

beam (cf. expression 2.14). These include the decrease in intensity as a function of the

radius and the beam width, e
− ρ2

w2(z) , and the phase changes as the beam propagates in

space due to the wave front curvature R(z) and longitudinal distance kz. Additionally,

expression 2.28 contains the terms specific to Laguerre-Gaussian beams. Among these,

we can find a generalized Laguerre polynomial given by

L|l|
p (x) =

ex

p!
x−|l| d

p

dxp
(e−xxp+|l|). (2.29)

Special attention requires the dependence on the azimuthal angle, encapsulated in

the term exp(ilϕ), where l is an integer called the topological charge. As mentioned

earlier, the phase dependency on the azimuthal angle ϕ causes the phase front to be

helical and it gives rise to orbital angular momentum.[5] As shown in Figure 2.7, the
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topological charge l determines the number of intertwined helices in the phase front, or

the number of 2π cycles around the azimuth.[31] If we take a transverse plane of the

LG beam as it propagates, the phase will be varying depending on the azimuth. If we

get closer to the centre of the beam, each point around the azimuth will coincide with

another point of opposite phase. It is then said that LG beams have a phase singularity

on axis since the phase is not well-defined at the beam centre.[32, 40] As illustrated

in Figure 2.7, this results in a doughnut-shaped intensity profile, where most of the

intensity is concentrated in a ring, and the intensity on axis is zero.[40] This is called

optical vortex, and therefore LG beams are also frequently called vortex beams in the

literature.

As shown in expression 2.28, the electric field of the beam depends on the term(
ρ
√
2

w(z)

)|l|
, where the radial component depends also on the magnitude of the topological

charge. This terms causes the size of the intensity ring to increase in size for larger

values of l (Figure 2.7).
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Figure 2.7: Phase front, phase and intensity of LG beams as a function of
topological charge l. l = 0 results in a Gaussian beam with no phase dependency on
the azimuth. |l| ≥ 1 results in LG beams, whose phase varies around the azimuth
cumulatively as 2πl and the intensity is an annular intensity profile. l determines

the number of intertwined helices in the phase front. A MATLAB code was written
to produce this figure and it can be found in Appendix A.

The expression for an LG beam includes a normalization constant

Cl,p =

√
2p!

π(p+ |l|)!
, (2.30)

which is derived from the normalization condition
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¨
|El,p|2dxdy = 1. (2.31)

Equation 2.31 ensures energy conservation and it implies that the surface integral

of the intensity along the transverse plane is 1 for any LG beam.

As shown in equation 2.28, the complete LG mode description includes another

integer, p, called radial number, where p + 1 denotes the number of concentric rings

in the intensity profile.[23] Figure 2.8 shows the intensity of different LG beams for

different values of l and p. For p = 0, only a ring is observed in the intensity profile.

For p = 1 and p = 2, two and three rings are present, respectively. The radial index p

does not affect the amount of OAM that the LG beam carries and LG beams of p = 0

are used throughout this thesis, so the radial number will not be discussed any further.

Nevertheless, the curious reader can refer to reference [41] which discusses radial modes

and the physical interpretation of these.

Figure 2.8: Intensity profile of LG beams for varying radial modes (columns) and
topological charges (rows). Figure generated using the MATLAB code developed in

Appendix A.

In comparison with conventional Gaussian beams, the Gouy phase of LG beams
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now depends on l and p, and it is now defined as[4]

ψl,p(z) = (|l|+ 2p+ 1) arctan

(
z

zR

)
. (2.32)

As stated in the previous section, angular momentum in classical mechanics can be

described using equation 2.20. As light is made of photons, orbital angular momentum of

light can be described from a quantum-mechanical point of view. In quantum mechanics,

observables are described by quantum operators that act on the wave function. Using

the position representation, where x̂ = x, ŷ = y and ẑ = z, the linear momentum

operator is[42]

p̂ = −iℏ∇, (2.33)

therefore the orbital angular momentum operator can be written as the vector opera-

tor[42]

L̂ = −iℏ r̂ ×∇. (2.34)

It can be shown that, if the wave function ψ(r) is an angular momentum eigenstate,

the magnitude squared operator L̂2 = L̂2
x + L̂2

y + L̂2
z and the z-component operator L̂z

have quantized eigenvalues[20]

L̂2ψ(r) = L(L− 1)ℏ2ψ(r), and (2.35)

L̂zψ(r) = mlℏψ(r), (2.36)

where L and ml are quantum numers L = 0, 1, 2, 3 and ml = −L, ..., 0, ..., L.[20]

Suppose now that we have a Laguerre-Gaussian beam, which has the azimuthally-
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dependent term eilϕ. From equation 2.34 it is derived that in spherical polar coordinates

the L̂z operator becomes[20]

L̂z = −iℏ
∂

∂ϕ
. (2.37)

It follows that modes with the term eilϕ are eigenstates of the operator L̂z, so it is

possible to write

L̂z(e
ilϕ) = −iℏ ∂

∂ϕ
(eilϕ) = −iℏ× ileilϕ = −i2lℏeilϕ = lℏeilϕ = Lze

ilϕ, (2.38)

with eigenvalues Lz = lℏ. Therefore, the orbital angular momentum of an LG mode is

lℏ per photon[5] and the amount of OAM that is carried by the beam increases linearly

with l. This is in contrast with beams that only possess spin angular momentum,

such as CPL, where the angular momentum amounts to ±ℏ per photon. Therefore,

the angular momentum of LG beams can be tuned at will by varying the topological

charge, offering thus a new degree of freedom which can be exploited, for example, in

communications.[10] Gaussian beams do not have helical phase fronts, and therefore do

not carry orbital angular momentum.

The sign of l determines the handedness of the phase fronts. An example is shown in

Figure 2.9. Looking at the phase front towards the source, the phase fronts are rotating

anticlockwise for an LG beam l = 2 and clockwise for l = −2. Similar to SAM, the sign

of the topological charge also determines whether the OAM is positive or negative, with

positive and negative values associated with left- and right-handed helical phase fronts,

respectively (looking towards the beam).
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Figure 2.9: Phase front for LG beams l = 2 and l = −2, showing that the handedness
of the phase front is reversed upon changing the sign of the topological charge.
Positive and negative values of l are associated with left- and right-handed phase
fronts (looking towards the beam). Figure generated using the MATLAB code

developed in Appendix A.

As opposed to SAM, OAM is independent of polarization and LG beams can be

generated using special optical components. These can be summarized as mode con-

verters, spiral phase plates and diffractive optics. Mode converters involve astigmatic

optical components, such as a combination of cylindrical lenses. These combine Hermite-

Gaussian beams and modify the Gouy phase in either the x or y direction to yield LG

beams. This was the method of choice in early studies regarding LG beams,[5, 43] and

the principle is illustrated in Figure 2.10, where an LGpl =LG01 beam is generated by

combining HG01 and HG10 beams.

Figure 2.10: Conversion of HG01 and HG10 modes into LG01 using equation A.1. A
MATLAB code was written to generate these modes and it can be found in

Appendix A.

In this thesis, LG beams were generated either using spiral phase plates or Q-

plates, which are explained in detail in the experimental sections of Chapters 4 and 5,

respectively.
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2.2.4 Spin-orbit conversion

In the case of paraxial light beams (w0 ≫ λ), the SAM and OAM are given by[44,

45]

S ∝ σ
⟨k⟩
k
, (2.39)

L ∝ l
⟨k⟩
k
, (2.40)

respectively. ⟨k⟩ is the mean wave vector and k its magnitude. The total angular

momentum is given by the sum of both contributions, J = S+ L.

In the case of non-paraxial light beams, such as tightly-focused beams with a high

NA lens (w0 ≈ λ),[46] spin-orbit conversion takes place.[47] This implies that SAM and

OAM are interconverted so equations 2.39 and 2.40 no longer apply. Instead, the SAM

and OAM of focused beams are given by[44, 45]

S ∝ σ cos θ
⟨k⟩
k
, (2.41)

L ∝ [l + σ(1− cos θ)]
⟨k⟩
k
, (2.42)

where θ is the aperture angle. From equations 2.41 and 2.42 it is clear that the conversion

scales with increasing level of focusing. For the maximum aperture angle of θ = π/2,

it can be seen that a total conversion of 100% takes place. Another important point to

notice is that, even though equations 2.41 and 2.42 indicate a redistribution of SAM and

OAM, the total angular momentum is conserved and it is still given by J = S+ L.[45]

Studies in the literature have demonstrated that it is possible to obtain OAM from

the SAM of tightly-focused circularly-polarized light.[48–52] SAM to OAM conversion
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has been observed in the orbital motion of particles from tightly-focused circularly-

polarized Gaussian beams, which had no OAM prior to focusing.[53–55] The reverse

process where a tightly-focused vortex beam yields SAM through orbit-to-spin conver-

sion has also been observed.[51]

2.3 Optical manipulation with angular momentum

2.3.1 Conservation laws

Physical quantities such as charge, energy, linear momentum and angular momen-

tum are conserved and therefore they can be transferred from one object to another.

For instance, momentum conservation occurs in our daily lives, such as in a game of

pool or a cooked spaghetto that sticks to a wall.

In electromagnetism, the conservation of such quantities can be expressed via local

continuity equations. Starting with one of the earliest examples, the continuity equation

for charge can be derived from Maxwell’s equations and it is expressed as[18]

∂ρ

∂t
= −∇ · J, (2.43)

where ρ denotes charge density and J current density (or charge flux density). If we

integrate both sides over a volume we obtain

∂

∂t

˚
V

ρ dV = −
˚

V

∇ · J dV. (2.44)

Applying the divergence theorem[19] to the right-hand side of equation 2.44 yields

∂

∂t

˚
V

ρ dV = −
‹
S

J · dS. (2.45)

Thus, equation 2.45 tells us that if the charge changes in a small volume V , then an
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equal amount of charge must flow through the surface enclosing the volume, which

implies that the charge is a conserved quantity.

Energy, linear momentum and angular momentum of electromagnetic waves are also

conserved, and therefore can be expressed via similar continuity equations. The energy

density stored in an EM field is given by[18]

uem =
1

2

(
ε0E

2 + µ−1
0 B2

)
. (2.46)

Conservation of the energy of an electromagnetic field is given by Poynting’s theo-

rem. In the absence of charge and current, there is no work done on the charges so the

mechanical energy density umech is 0. Therefore, conservation of energy takes the form

∂uem
∂t

= −∇ · S. (2.47)

S is the Poynting vector and represents the energy flux density carried by the EM field.

It is given by[18]

S = µ−1
0 (E×B). (2.48)

The linear momentum density of an EM field is closely related to the Poynting

vector, as it is given by[18, 19]

g =
1

c2
S =

1

c2
(E×H). (2.49)

Both linear and angular momenta of an electromagnetic field are conserved, which

can also be expressed by local continuity equations. Note that scalar quantities, such

as charge and energy, are related to a vector in the conservation law. However, linear

and angular momenta are vectors, and conservation of these is associated with a tensor.

Conservation of linear momentum is given by[18]
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∂g

∂t
+ f = −∇ ·

←→
T , (2.50)

where g is the momentum density (expression 2.49) and f is the Lorentz force density[18,

19]

f = ρE+ (J×B). (2.51)

←→
T is the momentum flux density (also called momentum flux tensor, or Maxwell stress

tensor). This tensor is associated with a particular component i = x, y, z in the direc-

tion j = x, y, z, so overall it contains 9 components. The momentum flux of the i-th

component in the j-th direction is given by[27]

Tij = −ε0EiEj − µ−1
0 BiBj +

1

2
(εoE

2 + µ−1
0 B2)δij, (2.52)

where δij is the Kronecker delta function[56]

δij =


+1 if i = j,

0 if i ̸= j.

i, j = 1, 2, 3. (2.53)

In the case where the momentum density does not depend on time (e.g. when a

continuous-wave laser is used), the term ∂g/∂t vanishes so we are left with an expression

where the force density is directly related to the momentum flux density

f = −∇ ·
←→
T . (2.54)

By integrating the force density over a volume and applying the divergence theorem

to the right-hand side of expression 2.54 it follows that the force equals the flow of

momentum through a surface and it is possible to write[19]
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F =

˚
V

f dV = −
‹
S

←→
T dS. (2.55)

As the angular momentum density j is given by the vector product between the

position vector r and linear momentum density p, from the conservation of linear mo-

mentum in expression 2.50 it is obtained that[27]

∂j

∂t
+ τ = −∇ ·

←→
M , (2.56)

where j is the angular momentum density, τ is the torque density (τ = r× f) and
←→
M

the angular momentum flux density or angular momentum flux tensor. The angular

momentum flux tensor denotes the angular momentum of the i-th component in the

l-th direction and it is given by[27]

Mli = εijkxj

[
1

2
δkl(ε0E

2 + µ−1
0 B2)− ε0EkEl − µ−1

0 BkBl

]
, (2.57)

where εijk is the permutation symbol[56]

εijk =


+1, if ijk = 123, 231, 312,

−1, if ijk = 321, 132, 213,

0, otherwise.

(2.58)

Similar to the linear momentum case, ∂j/∂t = 0 for a continuous-wave laser so

conservation of angular momentum is now given by

τ = −∇ ·
←→
M , (2.59)

and the torque is
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T =

˚
V

τ dV = −
‹
S

←→
M dS. (2.60)

2.3.2 Optical spanners

As explained in § 2.3.1, linear and angular momenta are conserved quantities and

therefore they can be transferred from a light beam to an object to exert a force or a

torque, respectively.

Momentum transfer from a light beam to matter has been traditionally well-known

in the case of linear momentum. Conservation of linear momentum is important as it

is the underlying principle of optical tweezers, also known as optical trapping. Optical

tweezers was firstly developed by Arthur Ashkin, for which he was awarded the Nobel

Prize in 2018. The basis of optical trapping is based on the fact that light beams

posses linear momentum and, since linear momentum is a conserved quantity, it can be

transferred from the beam to an object to exert a force.

In 1970, Ashkin studied the effects of momentum transfer to micron-sized particles,

when he realized that there were two types of forces acting on the particles.[57] The

first one is due to the radiation pressure force, previously discovered by Maxwell,[58]

and it makes the particle move in the propagation direction of the light. As this force

originates from scattering and absorption, this force is also called scattering force. The

scattering force is proportional to the beam intensity and therefore it scales with laser

power.[6] Additionally, Ashkin was able to see that the particles were also drawn to

the region of highest intensity due to the intensity gradient when the beam was tightly

focused to a small spot. Thus, a new force was discovered and it was named the gradient

force, as it goes in the direction of the intensity gradient.[59]

A few years later, Ashkin employed a high NA objective and established that,

by tuning the refractive indices of the particle and surrounding medium, the gradient

force dominated over the scattering force, effectively trapping the particle due to the

high intensity gradient of the tightly-focused beam.[60] This marked the foundations of
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optical trapping, which nowadays is used in a wide range of experiments.[61–63]

The principle of optical trapping is illustrated in Figure 2.11. Here, conservation

of linear momentum tells us that the particle depicted experiences a force that pushes

the particle towards the intensity gradient after tightly-focusing the light by using, for

example, a high NA objective.[60]

Figure 2.11: Principle of optical trapping. Conservation of linear momentum leads
to a force that pushes the particle towards the maximum intensity at the focus.

Reproduced from [64].

Recent advances in optical trapping include the use of tightly-focused beams to

induce the formation of ionic-liquid droplets that are able to trap dyes[65] and optical

trapping combined with plasmonic platforms to trap particles as small as nanoparticles

(beyond the diffraction limit).[66]

Similar to the case of linear momentum transfer, which is used to exert a force, it

was later discovered that angular momentum transfer can exert a torque. The torque

results in the rotation of particles, and therefore this effect was called optical spanners.

The research focusing on angular momentum transfer was pioneered by Poynting[3]

and experimentally demonstrated by Beth, who discovered that circularly-polarized light
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can transfer spin angular momentum upon a wave plate due to birefringence.[29] The

change in the SAM of the beam was used to exert a torque on the quarter wave plate,

and the SAM was experimentally measured to be ℏ per photon.[29]

Since the discovery that not only light beams can carry OAM, but the amount of

OAM transferred can be tuned up to an infinite number of topological charge,[5] vortex

beams have become a topic of particular interest. In early experiments, OAM was

transferred to absorptive particles which were subsequently trapped on the beam axis

and set into a spinning motion.[6] This optical spanner mechanism, where a torque is

induced on the particle due to angular momentum transfer, is analogous to the linear

momentum transfer of the beam that can be used to exert a force. For an LG beam

which is linearly polarized (no SAM), the torque is given by the total angular momentum

per second amounting to[6]

Γz =
P

ω
l, (2.61)

where P is the excitation power, l topological charge and ω angular frequency. Equa-

tion 2.61 suggests that the torque may be increased by either increasing the power or

the topological charge l, and the torque applied would reverse in orientation by changing

the sign of l. This has been verified in experiments with the rotation of micro particles

embedded in vortex beams.[6, 67]
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Figure 2.12: Schematic of the types of motion induced by angular momentum
transfer. (a,b) A small particle is set into (a) orbital motion due to the azimuthal

momentum density carried by OAM beams and (b) same orbital motion as (a) with
the additional spinning motion due to SAM. (c) A large particle is set into spinning
motion due to OAM, SAM or both. If the particle is transparent and birefringent,

only SAM causes the spinning motion.

It is worth mentioning that the interaction of SAM and OAM with matter can yield

different or the same results, depending on a variety of factors. This is schematically

shown in Figure 2.12. If the beam is larger than the particle, the particle can be trapped

off axis with OAM inducing orbital motion (rotation around the beam axis)[67, 68] and

SAM inducing spinning motion (rotation around the particle’s axis).[69, 70] If the beam

carries both OAM and SAM, the particle can spin and orbit at the same time.[71]

This makes SAM and OAM physically distinct. In this case, it has been reported that

the orbital motion originates from the azimuthally-dependent linear momentum density

arising from the helical phase fronts in accordance with the Poynting picture.[34, 72,

73] The azimuthal component of linear momentum density per photon is given by[71]

pϕ =
lℏ
ρ
− σℏ

2|u|2
∂|u|2

∂ρ
, (2.62)

and it has been observed experimentally using a wavefront sensor.[72] As it is clear

from 2.62, the azimuthal momentum (and azimuthal force) will increase with the topo-

logical charge.

In the case where the focused beam is smaller than the particle, the effects of SAM

and OAM become indistinguishable, and transfer of angular momentum, whether it is
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spin, orbital or both, causes the particle to spin, as shown in Figure 2.12c. Following this

path, it has been observed that SAM and OAM cause spinning motion of birefringent[74]

and absorbing[6] particles, respectively. Furthermore, if the particle is absorbing, both

SAM and OAM are transferred to the particle and the particle spins faster or slower

depending on whether SAM and OAM add or subtract.[75, 76] Hence, in the presence

of OAM and SAM, now the torque given by the total angular momentum per second is

Γz =
P

ω
(l + σ), (2.63)

which also includes the spin polarization contribution σ.[75]

In the case of transparent birefringent particles (i.e. where angular momentum

transfer is not based on absorption, only on birefringence), only the SAM (but not the

OAM) can change, therefore only SAM can make the particle spin.[74]

2.3.3 Recent advances

Since the discovery that optical angular momentum can rotate particles, the optical

spanners research began to flourish and expand into different research areas. Recent

advances where angular momentum transfer has been used in the optical manipula-

tion of matter include the formation of helical nanoneedles using beams which carry

OAM.[77–79] As in the example shown in Figure 2.13, a helical nanoneedle results from

mass transport of molten material by the beam, and the handedness of the nanoneedle

is determined by the sign of the beam’s topological charge. Other examples in mate-

rial fabrication include the generation of circular nanowires using circularly-polarized

light[80] or other 3D chiral structures using vortex beams.[81]
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Figure 2.13: SEM image of chiral nanoneedles produced by transport of molten
material by an LG beam. The handedness of the nanoneedle is controlled by the
handedness of the helical phase front. (a) l = −2 and (b) l = 2. Figure taken from

reference [77].

2.4 Optical activity

Light beams that have spin or/and orbital angular momentum are chiral, due to

the polarization or the phase front of the light being helical in nature. Therefore, they

can be used to probe the chirality of chiral media.

Chirality is a property of matter that exists in objects that cannot be superimposed

onto its mirror image.[82] Chirality can be present in molecules, and molecules that exist

as mirror images are called enantiomers. Frequently, but not always, this occurs when

a carbon atom has 4 different constituents, as in the example shown in Figure 2.14.

Figure 2.14: Enantiomers of thalidomide, with the chiral centre marked with an
asterisk.
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Gaining information about the chirality of a system is of crucial importance in many

fields including the pharmaceutical industry. Enantiomers interact differently in the

body, as many receptors in the body are chiral themselves. A common example to illus-

trate how important chirality may be is the drug thalidomide. Thalidomide can exist as

two enantiomers, (R) and (S)-thalidomide (Figure 2.14). Decades ago, (R)-thalidomide

was administered to pregnant women to treat morning sickness; however, under physio-

logical conditions, (R)-thalidomide undergoes conversion to (S)-thalidomide via an enol

intermediate, which later on was discovered to have caused malformations in new-born

babies.[83] Therefore, it is important to ensure that the desired enantiomer is synthe-

sized at high yields and it is equally important to be able to determine what enantiomer

is present after the synthesis.

It is not that straight forward to distinguish enantiomers, as they have the same

physical properties, such as boiling point, mass, or even same NMR spectrum. How-

ever, chiral molecules display optical activity which can be probed using chiroptical

techniques. Optical activity was first discovered around 1811, when it was observed

that chiral samples rotate linearly-polarized light in opposite directions.[84] This is

known as optical rotation. Following this, it was discovered that the optical rotation is

different for different wavelengths, an effect that nowadays is known as optical-rotatory

dispersion.[85] This formed the foundations of chiroptical techniques.

Nowadays, it is understood that this optical activity phenomenon originates from

the coupling of an electric dipole (E1) with either a magnetic dipole (M1) or an electric

quadrupole (E2), giving rise to either E1M1 interactions or E1E2 interactions, the

latter more commonly found in anisotropic or ordered media.[86, 87] Since E1 transition

moments are odd under spatial inversion, but M1 and E2 are even, the E1M1 and E1E2

interactions are odd, which means both interactions will be different for left- and right-

handed enantiomers and therefore can distinguish chiral molecules.[88, 89]

Regarding the angular momentum of light, chiral light-matter interactions have

been traditionally studied with the spin component of the angular momentum, present

in circularly-polarized light, as explained in more detail in § 2.2. The interaction of
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circularly-polarized light with chiral media gives rise to conventional techniques such as

circular dichroism. The discovery that light can also possess orbital angular momen-

tum,[5] and that this can interact with chiral media,[90] has opened new pathways in

the field of optical activity and techniques such as helical dichroism (also called vortex

dichroism in some studies) have begun to flourish. In the following sections, conven-

tional chiroptical techniques (that is, optical-rotatory dispersion and circular dichroism)

and more recent techniques that use orbital angular momentum (helical dichroism) are

described.

2.4.1 Optical-rotatory dispersion

Optical-rotatory dispersion (ORD) is a chiroptical technique that can be used to

probe chiral media. ORD is based on the rotation of linearly-polarized light across a

range of wavelengths. As explained in § 2.2, the electric field of linearly-polarized light

can be regarded as a coherent superposition of LCP and RCP components. The idea is

that when linearly-polarized light propagates through an optically-active medium, the

LCP and RCP components travel at different speeds, hence they are rotated by different

amounts, giving rise to an overall rotation of the electric field vector by an angle[82]

α =
1

2
(θR + θL), (2.64)

where θR and θL is the angle of rotation (in radians) of the RCP and LCP components,

respectively, and α the rotation (in radians) of the electric field vector in linearly-

polarized light. A schematic of the principle of ORD is shown in Figure 2.15.
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Figure 2.15: Principle of optical rotatory-dispersion. (a) The electric field of
linearly-polarized light decomposed into LCP (EL) and RCP (ER) components. (b)

Rotation experienced by the electric field vector in chiral medium.

The rotation angle α can also be expressed as the difference in refractive indices of

the LCP and RCP components

α =
π

λ
(nR − nL), (2.65)

with α now having the units of radians per unit length. The difference in refractive

indices of LCP and RCP components, nR − nL, is called circular birefringence.[82]

2.4.2 Circular dichroism

Circular dichroism (CD) is based on the differential absorption of LCP and RCP

light by a chiral medium. If again we think of linearly-polarized light as a coherent

superposition of LCP and RCP, and one of the components is absorbed more than the

other, the light becomes elliptically polarized, as shown schematically in Figure 2.16.
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Figure 2.16: Principle of circular dichroism.

The degree of ellipticity is expressed by taking the ratio of the minor and major

axes of the ellipse, which correspond to the difference and the sum of LCP and RCP

components, respectively. It is therefore given by[82]

ψ = tan

(
ER − EL
ER + EL

)
. (2.66)

In radians per unit length, the ellipticity is typically written as

ψ =
π

λ
(kR − kL), (2.67)

where kR − kL is the difference in imaginary refractive indices, that is, absorption, of

RCP and LCP, which gives rise to circular dichroism.

As CD depends on the imaginary part of the refractive index, as opposed to ORD

which depends on the real part of the refractive index, the CD and ORD spectra can

be derived from each other using some mathematical relations called Kramers-Kronig

(KK) relations[91–93]
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α(ω) =
2

π
PV

ˆ ∞

0

ω′ψ(ω′)

ω′2 − ω2
dω′, (2.68)

ψ(ω) = −2ω

π
PV

ˆ ∞

0

α(ω′)

ω′2 − ω2
dω′, (2.69)

where ω′ is the excitation angular frequency and PV is the Cauchy principal value of

the integral.[91–93] KK relations can be useful, as they can be used to derive the CD

spectra from the ORD spectra and viceversa.[94]

2.4.3 Helical dichroism

Since the discovery that light beams can also have orbital angular momentum,[5]

researches began to ponder whether OAM can be used to discriminate chiral systems

in the way SAM does. In early theoretical studies, it was concluded that OAM cannot

engage with chiral media under the dipole approximation, that is, via E1M1 interac-

tions, and that only the spin part was responsible for the chiral response.[95] Some

experimental studies followed afterwards, reporting no interaction between OAM and

chiral media.[96, 97]

It was later on found that the reason why no interaction between OAM and chiral

media was initially found is because the focus had been on the E1M1 interaction and

the dipole approximation,[95, 98] and the early studies overlooked the possibility that

OAM can actually engage with electric quadrupoles (E2).[99] Thus, an experimental

study conducted by Brullot et al.[90] reported the first helical dichroism (HD) spectrum

ever measured in which OAM, via quadrupolar E2 excitation, enabled to distinguish

between small quantities of chiral enantiomers. In an analogous manner to CD, helical

dichroism is the difference in absorption between beams with left- (positive topological

charge) and right-handed (negative topological charge) helical phase fronts, so it is

possible to write
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HD = 2
Il+ − Il−
Il+ + Il−

, (2.70)

where l+ denotes positive topological charge and l− negative topological charge.[90] As

the topological charge can be any integer, as opposed to SAM which is restricted to

the helicity values of σ = 1 and σ = −1, the difference for many different topological

charges is frequently reported, as shown in Figure 2.17. Note that in HD, it is implicit

that only OAM is present in the beam to rule out the effects of SAM, so HD is collected

with linearly-polarized light. In the case that both SAM and OAM are present in the

beam, the dichroism is frequently called “circular helical dichroism” or “circular vortex

dichroism”.[100, 101]

Figure 2.17: First example of helical dichroism ever measured, which allowed to
distinguish phenylalanine enantiomers. Figure taken from reference [90].

Nowadays it is understood that the E2 interactions are driven by the electric field

gradient. For paraxial beams carrying OAM the field gradient is given by[13, 99]

∇El,p=0
LG =

[
ρ̂̂ρ̂ρ

(
|l|
ρ
− 2ρ

w2
0

)
+ ϕ̂̂ϕ̂ϕ

il

ρ
+ ikẑ̂ẑz

]
El,p=0

LG , (2.71)

where ρ̂̂ρ̂ρ, ϕ̂̂ϕ̂ϕ and ẑ̂ẑz are unit vectors in cylindrical coordinates. As it can be seen from
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equation 2.71, the field gradient has transverse (ρ, ϕ) and longitudinal (z) components.

Most importantly, the azimuthal gradient (ϕ) depends on both the magnitude and sign

of the topological charge l, which means that not only the E2 excitation will depend on

the handedness of the helical phase fronts, but also on its magnitude.[13, 99] Note that

the excitation of E2 modes with paraxial beams still requires some degree of orientational

order or anisotropy as in the case of conventional CD,[99, 102] and note that the OAM

can only engage in E1E2 interactions in the case of circularly-polarized LG beams,

whereas the first possible interaction for linearly-polarized LG beams is of the E2E2

order.[13, 99]

Another way that OAM can interact with chiral material is by matching the beam

size and material dimensions, as seen in Figure 2.18. In this way large helical dichroism

has been observed for specific topological charges where the beam size matches that

of the structure, which has allowed for the distinction of single small chiral structures

where no CD was observed.[103, 104]
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Figure 2.18: Helical dichroism with spatial match between the beam and the
structure. (a,b,c) Scattering intensity for varying values of positive (cyan) and

negative (magenta) topological charges for (a) left-handed, (b) right-handed and (c)
achiral structures. (d) Helical dichroism obtained from subfigures (a,b,c). The scale

bar is 5 µm. Figure taken from [103].

In the case of non-paraxial beams, the interaction of OAM with chiral media is more

subtle because tightly-focused beams have a considerable electric field in the propagation

direction (longitudinal fields). Therefore, the OAM in tightly-focused beams can engage

in chiral interactions via different mechanisms. The first one includes E2 excitation

due to the azimuthal gradient in the same way as for paraxial light beams, and then

non-paraxial beams can interact through the effects due to longitudinal fields.[13] The

latter do not require some degree of order or anisotropic samples, so a helical dichroism

can be observed even when the sample is isotropic.[100] Examples of studies where

dichroism effects have been attributed to longitudinal fields can be found in the study

conducted by Zambrana-Puyalto.[105] In this study, a CD was observed for non-chiral
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samples by realizing that, as we will see in Chapter 5, circularly-polarized LG beams

with antiparallel (σ = ∓1, l = ±1) and parallel (σ = ±1, l = ±1) combinations

of SAM and OAM (l = 1) beams are not mirror images of each other in the non-

paraxial regime due to longitudinal fields.[106, 107] Other studies exploiting this idea

by using spherical (non-chiral) nanoparticles have been observed under the non-paraxial

regime.[108] Additionally, as a consequence of the longitudinal fields, tightly-focused

OAM develops optical chirality density even when the incoming beam before focusing

possesses no spin at all.[109–111] Therefore, if a chiral nanostructure is positioned in

a region with positive or negative optical chirality density, a helical dichroism can be

observed also through E1M1 interactions, as observed by Wozniak et al.[112]

2.5 Conclusions

The fundamental aspects about angular momentum of light and Laguerre-Gaussian

beams have been introduced to the reader. In addition, some of the applications of

angular momentum beams that are relevant to understand the results in this thesis

have been discussed; these are optical spanners (relevant for Chapters 3 and 4) and

optical activity (relevant for Chapter 5).
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Chapter 3

Numerical simulations of optical

angular momentum transfer to 2D

materials

3.1 Introduction

With the recent advancements in technology and increasing computational power

that the scientific community has witnessed in the last few decades, numerical methods

have become an essential part of many research areas such as nanophotonics. Numerical

simulations are required in certain areas of physics for a variety of reasons. In the first

instance because, for certain mathematical problems, no solution can be found analyt-

ically, and therefore numerical methods were developed to find approximate solutions

to such problems.[113] Secondly, numerical simulations can predict what the properties

of a system may look like prior to fabrication, saving cost, materials and fabrication

time.[114, 115] Last, but not least, numerical methods are crucial in cases where some

information cannot be found experimentally, and therefore they provide means to gain

a deeper understanding of the system under study.[116–118]

Numerical simulations in this chapter have been performed to establish the foun-

dations of angular momentum transfer between a light beam and 2D materials, and
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predict angular momentum as the origin for the observed wrinkling in the experiments

involving 2D materials in Chapter 4.

In the first part of this chapter (§ 3.2), continuity equations are derived to express

the conservation of linear and angular momenta inside a dielectric medium. From the

continuity equations, expressions for the electromagnetic linear momentum flux and

angular momentum flux densities inside the dielectric medium are obtained, which can

be subsequently used to calculate the forces and torques.

In the second part of this chapter (§ 3.3), Laguerre-Gaussian beams are implemented

into a numerical method software, which employs the finite-element method to find

approximate solutions to Maxwell’s equations in complex systems. Subsequently, the

expected torque and forces imparted by the LG beam onto the 2D materials used in the

experiments of Chapter 4 are derived. Finally, laser heating simulations are performed to

rule out the possibility of laser heating to be the cause of the experimental observations

with angular momentum beams in the next chapters.

3.1.1 Finite-element method

Numerical methods are frequently used in different areas of physics to solve partial

differential equations (PDEs) numerically. For many real-life problems that are governed

by PDEs this is a necessity, as no analytical solution exists, hence an approximate

solution must be found. Examples of PDEs that are solved by numerical methods

include Maxwell’s equations (§ 2.1) in nanomaterials, and these are the PDEs solved in

this thesis using numerical methods.

Different numerical methods to solve PDEs exist, among which finite-different method

and finite-element method are the most commonly used. The simulations performed

in this thesis were done using a commercially-available numerical simulation package

(COMSOL Multiphysics, v. 6.2). COMSOL uses the finite-element method (FEM) to

find approximate solutions for PDEs in a variety of fields, therefore the focus will be on

how FEM works.
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In FEM, PDEs are solved numerically by dividing the geometry of the structure

that needs to be solved into different elements, and the PDEs are solved at the nodes of

the elements. The solution is then approximated over the entire geometry using a linear

combination of basis functions. For example, let f(x) be the function to be obtained

from the model. Then f can be approximated as a linear combination of basis functions

f(x) ≈
∑
i

fi(xi)ψi(xi), (3.1)

where i denotes a node subindex, ψi is a basis function at that node and fi are coefficients

that represent the function at that node. As a simple example to illustrate this, consider

a one-dimensional problem. Let sin(x) be the function that we are trying to find an

approximation for, and consider the hat function ψi(x), which is 1 at a particular node

and 0 at adjacent nodes.[119]

ψi(x) =



x−xi−1

xi−xi−1
, if xi−1 ≤ x < xi,

1− x−xi
xi+1−xi , if xi ≤ x < xi+1,

0, elsewhere.

(3.2)

A linear combination of sin(xi)ψi(xi) can be used to approximate the true sin(x)

function, as depicted in Figure 3.1a. In Figure 3.1b, a larger number of basis functions

are used, leading to a better approximation.
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Figure 3.1: Approximation of the sin(x) function (red line) and the true sin(x)
function (dashed black line) using a linear combination of (a) 6 basis functions and
(b) 18 basis functions. In both (a) and (b), the basis function used is a hat function,

and the basis function at the node x1 is depicted in blue.

In 1D problems, the elements can be line segments, such as the ones used in Fig-

ure 3.1. For 3D problems, the model to be solved is divided using 3D elements. This

process is called meshing. The elements used in the meshing of 3D structures include

prisms, hexahedra, pyramids and tetrahedra, as shown in Figure 3.2. For 2D surfaces,

triangular and rectangular elements are used.
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Figure 3.2: Elements used in meshing of a 3D structure in FEM.

An example of a meshing process in COMSOL is shown in Figure 3.3. As it can

be seen, areas of interest or smaller areas (in this case, a spherical silicon nanoparticle)

are meshed with finer elements. Maxwell’s equations are solved at the nodes of the

elements, and a combination of basis functions is used to approximate the solution over

the entire structure. Smaller elements will lead to a more accurate solution, but the

computational cost increases accordingly, therefore a balance between the number of

elements and computational time must be found while ensuring accurate results.
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Figure 3.3: Simulation example using COMSOL. (a) 3D meshing process for a Si
spherical nanoparticle, with the radius of the particle indicated in parentheses. (b)
Simulated scattering cross section, σs, for a range of wavelengths, in agreement with

reference [120].

3.2 Derivation of electromagnetic forces and torques

inside a medium

In this section, expressions for the electromagnetic forces and torques in dielectric

media are derived. The mathematical derivation included in this section was done by

Neel Mackinnon, Stephen Barnett and Jörg Götte.

3.2.1 Momentum flux density

The local continuity of momentum within a dielectric medium is used to derive an

expression for the electromagnetic momentum flux tensor inside the medium. In order to

move forward, it is convenient to use the tensor notation instead of the vector notation.

Thus, the i-th component of the vector product A×B becomes (A×B)i = εijkAjBk,

where εijk is the permutation symbol explained in § 2.3.1. The divergence of a vector

field A becomes ∇ ·A = ∇iAi =
∂Ax

∂x
+ ∂Ay

∂y
+ ∂Az

∂z
. The the i-th component of the curl

of a vector field ∇×A is written as (∇×A)i = εijk∇jAk.[56]
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The conservation of the i-th component of electromagnetic momentum inside the

medium can be expressed using the continuity equation

∂gi
∂t

+ fi = −∇jTij, (3.3)

where gi is the momentum density, fi is the Lorentz force density and Tij is the mo-

mentum flux tensor, also known as Maxwell stress tensor (the ij-th component of Tij

is the flux of the i component of momentum in the j direction). If we now write down

expressions for the momentum density g, and the Lorentz force density, f , in a dielec-

tric medium, it is possible to obtain an expression for Tij from the requirement that the

continuity equation 3.3 is satisfied.

In free space, the momentum density of an electromagnetic field is undoubtedly

given by the Poynting vector divided by the speed of light squared, g = 1
c2
E ×H.[19]

Inside a dielectric medium, however, the definition of electromagnetic momentum den-

sity is more subtle and it is still a subject of debate nowadays. Different formulations

exist and both are supported by experimental evidence.[121, 122] Precisely, the momen-

tum inside a medium can be expressed using the Minkowski formulation[123]

g = D×B, (3.4)

or using the Abraham formulation[124]

g =
1

c2
E×H. (3.5)

In this derivation we use the Abraham formulation, and take the momentum density

of light inside the medium to be g = 1
c2
E×H.

In a dielectric medium, the Lorentz force density can be written as

f = (P · ∇)E+
∂P

∂t
×B, (3.6)
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where P is the polarisation density1.[125]

Substituting in the expressions for momentum density and Lorentz force density,

the continuity equation 3.3 becomes

1

c2
∂

∂t
(εijkEjHk) + Pj∇jEi + εijkṖjBk = −∇jTij, (3.7)

where a dot above a symbol indicates a time derivative. Assuming that the material

is non-magnetic, it follows that H = 1
µ0
B, so the left-hand side of equation 3.7 can be

rewritten as

ε0(εijkĖjBk + εijkEjḂk) + Pj∇jEi + εijkṖjBk. (3.8)

We then use the definition of the displacement field in a dielectric medium, D =

ε0E+P, to remove the polarisation field P from the expression above.

ε0(εijkĖjBk + εijkEjḂk) + Pj∇jEi + εijkṖjBk

= ε0(εijkĖjBk + εijkEjḂk) + (Dj − ε0Ej)∇jEi + εijk(Ḋj − ε0Ėj)Bk

= ε0εijkEjḂk + (Dj − ε0Ej)∇jEi + εijkḊjBk. (3.9)

We now make use of Maxwell’s equations ∇×E = −Ḃ and ∇×H = Ḋ = 1
µ0
∇×B

(where again it is assumed that the medium is non-magnetic) to write

ε0εijkEjḂk + (Dj − ε0Ej)∇jEi + εijkḊjBk

1Note that this expression treats the material as a collection of electric dipoles specified by P, and
the electric part of the Lorentz force is taken as force on the centre of each dipole. An alternative
approach would be to consider the Lorentz force on each individual charge, rather than each dipole.
The distinction between the two approaches is relevant to the torque calculation that follows.
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= −ε0εijkEjεklm∇lEm + (Dj − ε0Ej)∇jEi +
1

µ0

εijkBkεjlm∇lBm. (3.10)

Finally, we use the identity εabcεade = δbdδce−δbeδcd, where δij is the Kronecker delta

function[56] to write

−ε0εijkEjεklm∇lEm + (Dj − ε0Ej)∇jEi +
1

µ0

εijkBkεjlm∇lBm

= −ε0(δilδjm − δimδjl)Ej∇lEm + (Dj − ε0Ej)∇jEi +
1

µ0

(δlkδim − δkmδil)Bk∇lBm

= −ε0Ej∇iEj +Dj∇jEi +
1

µ0

Bk∇kBi −
1

µ0

Bk∇iBk. (3.11)

Our task is now to write the expression 3.11 as the divergence of a second-rank

tensor. It is possible to show that this is accomplished if the momentum flux density is

given by

Tij = −EiDj −
1

µ0

BiBj +
1

2

(
ε0EkEk +

1

µ0

BkBk

)
δij, (3.12)

since −∇jTij becomes

−∇jTij = −∇j

[
−EiDj −

1

µ0

BiBj +
1

2

(
ε0EkEk +

1

µ0

BkBk

)
δij

]

= Dj∇jEi + Ei∇jDj +
1

µ0

Bi∇jBj +
1

µ0

Bj∇jBi − ε0Ek∇iEk −
1

µ0

Bk∇iBk. (3.13)

Assuming there are no free charges, we can use Maxwell’s equations ∇ ·D = 0 and

∇ ·B = 0, so the equality of the expressions 3.12 and 3.13 immediately follows.

52



Chapter 3: Numerical simulations of optical angular momentum transfer to 2D materials

3.2.2 Angular momentum flux density

Using the expression of the momentum flux tensor, we can derive an expression for

the angular momentum continuity equation inside the medium. Recall that angular

momentum L is defined as the cross product of the position vector r with the linear

momentum p

L = r× p. (3.14)

Similarly, we can define the angular momentum flux density as the cross product

of the position vector with the momentum flux tensor.[27] The i-th component of the

angular momentum flux in the l direction is

Mli = εijkrjTkl. (3.15)

Using the expression derived for the momentum flux tensor Tij in equation 3.12, the

angular momentum flux density in the medium is given by

Mli = εijkrjTkl = εijkrj

[
1

2
δkl

(
ε0EmEm +

1

µ0

BmBm

)
− ε0EkDl − µ−1

0 BkBl

]
. (3.16)

To obtain a continuity equation for the angular momentum of light, we begin by

taking the cross product of the position vector r and the linear momentum continuity

equation 3.3, so it is possible to write

1

c2
εijkrj

∂

∂t
(E×H)k + εijkrjPm∇mEk + εijkrjεklmṖlBm = −εijkrj∇lTkl. (3.17)

The first term in equation 3.17 represents the time derivative of the angular momen-

tum density 1
c2
r× (E×H). The second two terms are r× f , where f is the Lorentz force

density given in equation 3.6, and so these two terms correspond to a torque density.
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However, this is not the total torque density. The force density was defined as the force

acting on the centre of each electric dipole, and therefore the torque density derived

from this does not include the torque on each individual dipole about its own centre.

We might expect an extra torque, with a form like τ orienting = P× E, which would act

to orient each dipole to align with the electric field.

Finally, we note that the term on the right-hand side is not quite equal to the

divergence of the angular momentum flux density. The divergence of M is equal to the

divergence of the cross product of r and T , but so far the right-hand side of equation 3.17

is the cross product of r with the divergence of T . We can see that the divergence of

M will have an extra contribution

∇lMli = ∇l(εijkrjTkl) = εijkTkl∇l(rj) + εijkrj∇l(Tkl) (3.18)

due to the product rule when the divergence is taken. The expression εijkTkl∇l(rj)

becomes

εijkTkl∇l(rj) = εijkTklδlj

= εijkδlj

(
−EkDl −

1

µ0

BkBl +
1

2

(
ε0EmEm +

1

µ0

BmBm

)
δkl

)

= εijk

(
−EkDj −

1

µ0

BkBj +
1

2

(
ε0EmEm +

1

µ0

BmBm

)
δkj

)
. (3.19)

Because εijkδkj = 0, the part involving E2 and B2 vanishes, and because εijk is

antisymmetric, the contraction with the symmetric tensor BkBj also vanishes. We can

then use D = ε0E+P to write

εijkTkl∇l(rj) = −εijkEk(ε0Ej + Pj) = −εijkEkPj, (3.20)
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where we have again used the antisymmetry of εijk to write εijkEkEj = 0. Equation 3.18

therefore becomes

∇lMli = εijkrj∇l(Tkl)− (P× E)i. (3.21)

We can therefore see that if we add (P × E)i to both sides of equation 3.17, we

obtain the continuity equation

1

c2
εijkrj

∂

∂t
(E×H)k + εijkrjPm∇mEk + εijkrjεklmṖlBm + εijkPjEk = −∇lMli. (3.22)

Equation 3.22 is the continuity equation for angular momentum inside the medium:

the divergence of the angular momentum flux density on the right-hand side is equated

to the local rate of change of angular momentum on the left. This rate of change is

given by the time derivative of the optical angular momentum density and a torque

density (both the torque due to the Lorentz force density f = (P · ∇)E+ ∂P
∂t
×B, and

also the torque on each dipole about its own centre, P× E).

3.2.3 Time-averaged forces and torques

Recall that the continuity equation for linear momentum of light is given by

1

c2
∂

∂t
(εijkEjHk) + Pj∇jEi + εijkṖjBk = −∇jTij, (3.23)

where Tij is the momentum flux density given in equation 3.12. If an experiment is

performed with a continuous source of monochromatic light, then it is possible to time-

average the continuity equation over a cycle. Under this averaging, the term correspond-

ing to the time derivative of the Poynting vector vanishes, and we are therefore able to

equate the divergence of the momentum flux density with the force on the dielectric
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Pj∇jEi + εijkṖjBk = −∇jTij. (3.24)

To find the force on a volume in terms of the surface integral of the momentum

flux density through the surface enclosing the volume, we can, using the divergence

theorem,[19] rewrite this expression as

˚
V

[Force]i dV = −
‹
S

TijnjdS, (3.25)

where nj is a unit vector in the direction of the surface element dS. Therefore, the

force imparted by the beam at an interface can be calculated by considering the surface

integral of Tij over a surface enclosing the interface; this could, for example, be the

difference in momentum fluxes through a plane just before the interface and one just

after.

Similarly, a net torque can be obtained from the surface integral of the angular

momentum flux density in the same way as a force can be obtained from the linear

momentum. If a beam is propagating in the z direction normal to an interface, then

the torque about this propagation direction will be given by the difference in the fluxes

of the z component of angular momentum through two planes on either side of the

interface. The relevant component of the angular momentum flux density tensor, to be

evaluated on either side of the interface, is

Mzz = εzjkrjTkz = εzjkrj

[
−EkDz −

1

µ0

BkBz +
1

2

(
ε0EmEm +

1

µ0

BmBm

)
δkz

]

= y(ExDz + µ−1
0 BxBz)− x(EyDz + µ−1

0 ByBz), (3.26)

where we have made use of the fact that εazz = 0. This quantity is, in essence, the cross

product of the position vector r and the momentum flux density.

56



Chapter 3: Numerical simulations of optical angular momentum transfer to 2D materials

We now compute the cycle-average of 3.26 for monochromatic fields. We begin

by expressing the real electric and magnetic field components Ei and Bj in terms of

complex fields Ej and Bj

Ei = Re(Ei) = Re(Ẽie
−iωt), (3.27)

Bj = Re(Bj) = Re(B̃je
−iωt), (3.28)

with complex amplitudes Ẽi and B̃j. Maxwell’s equations in the medium in the absence

of sources are

∇ ·D = 0, (3.29)

∇ ·B = 0, (3.30)

∇× E+
∂B

∂t
= 0, (3.31)

∇×H− ∂D

∂t
= 0. (3.32)

Note D = εE and B = µH. In terms of the complex fields, Maxwell’s equations become

∇ ·D = 0, (3.33)

∇ ·B = 0, (3.34)
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∇× E − iωB = 0, (3.35)

∇×H+ iωD = 0. (3.36)

From the last two equations, using tensor notation we obtain

B̃j =
1

iω
εjkl

∂

∂rk
Ẽl, (3.37)

D̃i = −
1

iω
εikl

∂

∂rk
H̃l, (3.38)

with the complex conjugates of these expressions given by

B̃∗
j = −

1

iω
εjkl

∂

∂rk
Ẽ∗
l , (3.39)

D̃∗
i = −

1

−iω
εikl

∂

∂rk
H̃∗
l . (3.40)

Therefore, it follows that

B̃∗
z = −

1

iω
ε312

∂

∂x
Ẽ∗
y −

1

iω
ε321

∂

∂y
Ẽ∗
x = −

1

iω

∂

∂x
Ẽ∗
y +

1

iω

∂

∂y
Ẽ∗
x, (3.41)

D̃∗
z = −

1

−iω
ε312

∂

∂x
H̃∗
y −

1

−iω
ε321

∂

∂y
H̃∗
x =

1

iω

∂

∂x
H̃∗
y −

1

iω

∂

∂y
H̃∗
x. (3.42)

Taking the time-averaged angular momentum flux density and substituting expres-

sions for D̃∗
z and B̃∗

z to remove all the z components we obtain

58



Chapter 3: Numerical simulations of optical angular momentum transfer to 2D materials

M̄ zz =
1

2
Re
[
y(ẼxD̃

∗
z + µ−1

0 B̃xB̃
∗
z )− x(ẼyD̃∗

z + µ−1
0 B̃yB̃

∗
z )
]

=
1

2
Re
[
(yẼx − xẼy)D̃∗

z + µ−1
0 (yB̃x − xB̃y)B̃

∗
z )
]

=
1

2
Re

[
(yẼx − xẼy)

1

iω

(
∂

∂x
H̃∗
y −

∂

∂y
H̃∗
x

)
+ µ−1

0 (yB̃x − xB̃y)
1

iω

(
∂

∂y
Ẽ∗
x −

∂

∂x
Ẽ∗
y

)]

=
1

2ω
Re

{
−i
[
(yẼx − xẼy)

(
∂

∂x
H̃∗
y −

∂

∂y
H̃∗
x

)
+ µ−1

0 (yB̃x − xB̃y)

(
∂

∂y
Ẽ∗
x −

∂

∂x
Ẽ∗
y

)]}
.

(3.43)

As we have assumed that the medium is not magnetic, H = µ−1
0 B, and since

µ−1
0 = ϵ0c

2 we can rewrite equation 3.43 as

M̄ zz =
ε0c

2

2ω
Re

{
−i
[
(yẼx − xẼy)

(
∂

∂x
B̃∗
y −

∂

∂y
B̃∗
x

)
+ (yB̃x − xB̃y)

(
∂

∂y
Ẽ∗
x −

∂

∂x
Ẽ∗
y

)]}
.

(3.44)

The angular momentum (AM) flux is then obtained from the surface integral of the

angular momentum flux density M̄ zz

AM fluxzz =

¨
S

M̄ zzdS =

ε0c
2

2ω
Re

{
−i
¨ [

(yẼx − xẼy)
(
∂

∂x
B̃∗
y −

∂

∂y
B̃∗
x

)
+ (yB̃x − xB̃y)

(
∂

∂y
Ẽ∗
x −

∂

∂x
Ẽ∗
y

)]}
.

(3.45)

For a linearly-polarised beam (i.e. no spin angular momentum), the AM flux equals

the OAM flux.
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3.3 Results and discussion

3.3.1 Implementation of Laguerre-Gaussian beams in vacuum

As part of this thesis, a model was developed in a numerical method solver to

simulate the interaction of Laguerre-Gaussian beams with nanomaterials. Numerical

simulations of Laguerre-Gaussian beams were done using a commercial numerical simu-

lation software (COMSOL Multiphysics, version 6.2). COMSOL uses the finite-element

method (see § 3.1.1) to solve differential equations numerically, in this case Maxwell’s

equations.

The simulations were done using the electromagnetic wave frequency domain and

two first-order scattering boundary conditions at the input and output surfaces of the

simulated domain, respectively. The scattering boundary conditions are non-reflecting

when the incident radiation is at normal incidence to the boundary, which is the case

for simple systems containing thin films. In the case of problems involving complex

systems and strong scattering where some radiation is at a non-normal incidence to the

boundary, perfectly-matched layers are preferred instead, such as in the simulations of

Chapter 5.

The polarization of the beam was linear unless otherwise specified. The LG beam

was implemented in COMSOL using the expression for a Laguerre-Gaussian beam,

which in cylindrical coordinates takes the form

El,p(ρ, ϕ, z) = Cl,pE0
w0

w(z)
e
− ρ2

w2(z) eilϕ

(
ρ
√
2

w(z)

)|l|

L|l|
p

(
2ρ2

w2(z)

)
e−ikz−

ikρ2

2R(z)
+iψl,p(z), (3.46)

where p is the radial mode and l the topological charge. In our case, p = 0. The other

beam parameters are defined as[5, 21]

Normalization constant: Cl,p =

√
2p!

π(p+ |l|)!
(3.47)
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Beam width: w(z) = w0

√
1 +

z2

z2R
; beam waist: w0 (3.48)

Generalized Laguerre polynomial: L|l|
p (x) =

ex

p!
x−|l| d

p

dxp
(e−xxp+|l|); L

|l|
0 = 1 (3.49)

Wave front curvature: R(z) = z

(
1 +

z2R
z2

)
(3.50)

Rayleigh range: zR =
1

2
w2

0k; k = k0n (3.51)

Gouy phase: ψl,p(z) = (|l|+ 2p+ 1) arctan

(
z

zR

)
. (3.52)

The intensity of the beam was defined as the power per unit area

I0 =
P

A
, (3.53)

where P is the incident power and A is the area of the surface through which the beam

is travelling. From I0 it is possible to calculate the electric field of the beam E0 via[19]

E0 =

√
2I0
cε0

. (3.54)

In the first instance, the LG beam was implemented in free space, and a few checks

were carried out to ensure that the simulated beam agreed with the theory. As expected

from the expression of the LG beam in 3.46, the simulated electric field intensity ring

increases in size with the topological charge l and the phase front is helical, with the

number of helices in the phase front corresponding to the topological charge (Figure 3.4).
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Figure 3.4: Simulated electric field intensity and phase front of LG beams as a
function of the topological charge. The electric field has been normalized to the

maximum intensity of the Gaussian (l = 0) beam.

Furthermore, changing the sign of the topological charge reversed the handedness

of the phase fronts, as depicted in Figure 3.5.

Figure 3.5: Simulated phase fronts for LG beams of opposite handedness, l = 3 and
l = −3.

It was checked that the simulated intensity of the beam agreed with that predicted

from the theory. The beam radius where the maximum intensity is observed, rmax,

should depend on l and w0 as[33]

rmax =

√
zR|l|
k

=

√
2w0

2

√
|l|, (3.55)

where we have made use of zR = 1
2
kw2

0. Additionally, the maximum intensity (Ap-

pendix C) is
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Imax(rmax) =
2

π|l|!
Ae−|l|

√
|l|

2|l|
, (3.56)

where A is an amplitude constant.

A horizontal line of the simulated intensity extracted across the centre of the beam

is shown in Figure 3.6a. From this, the radius of maximum intensity and maximum

intensity was extracted (Figure 3.6b-c), which agrees well with the theoretical radius

and intensity expected from equations 3.55 and 3.56, respectively.

Figure 3.6: (a) Simulated intensity of different LG beams as a function of
topological charge. (b) Radius of maximum intensity (rmax) (red) obtained from
panel (a), compared to the theoretical radius (black) from equation 3.55. (c)
Maximum intensity (Imax) (red) obtained from panel (a), compared to the

theoretical maximum intensity (black) from equation 3.56. In panels (a) and (c),
The intensity has been normalized to the maximum intensity of the Gaussian (l = 0)

beam.

Furthermore, if a Gaussian beam were to be transformed into an LG beam, the

intensity of the beam (power per unit area) through a surface perpendicular to the

beam propagation should remain constant due to the energy conservation law. Note

that for LG beams, the electric field intensity increases as a function of topological

charge as
(
ρ
√
2

w(z)

)|l|
, therefore the normalization constant Cl,p =

√
2p!

π(p+|l|)! is included to

ensure energy conservation. This constant is derived from the normalization condition

¨
|El,p|2dxdy = 1. (3.57)
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To verify that energy is conserved in the beam, the surface integral of the electric

field intensity squared |E|2 in the transverse plane was calculated and compared for

different topological charges. As shown in Figure 3.7a, the obtained values remained

constant for different topological charges. Failing to include the normalization constant

leads to violation of energy conservation law and incorrect results, as shown in Fig-

ure 3.7b. This in turn will lead to incorrect results of all the properties that depend

on the incident power e.g. OAM flux. Therefore, it is important to include the nor-

malization constant in the simulations when different topological charges or powers are

used.

Figure 3.7: Surface integral of |E|2 in the transverse plane as a function of the
topological charge with (a) and (b) without normalization constant Cl,p. In (a) the
energy is conserved, whereas in (b) the integrated intensity increases exponentially

with l.

Recall from § 3.2 that the momentum flux density Tij is given by

Tij = −EiDj −
1

µ0

BiBj +
1

2

(
ε0EkEk +

1

µ0

BkBk

)
δij. (3.58)

As the beam propagates in the z direction, the momentum flux density is

Tiz = −EiDz −
1

µ0

BiBz +
1

2

(
ε0EkEk +

1

µ0

BkBk

)
δiz, (3.59)
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and the time average of the individual components is given by

T̄ xz = −
1

2
Re

{
ExD

∗
z +

1

µ0

BxB
∗
z

}
, (3.60)

T̄ yz = −
1

2
Re

{
EyD

∗
z +

1

µ0

ByB
∗
z

}
, (3.61)

T̄ zz = −
1

2
Re

{
EzD

∗
z +

1

µ0

BzB
∗
z

}
+

1

4

(
ε0|E|2 +

1

µ0

|B|2
)
. (3.62)

Looking at the transverse plane (x and y components), the simulations show that

the momentum flux density is rotationally symmetric and changes handedness upon

changing the sign of the topological charge (Figure 3.8). Recall from § 3.2 that one

obtains the time-averaged OAM flux density M̄ zz by taking the cross product of position

vector r and momentum flux density. M̄ zz is given by

M̄ zz =
ε0c

2

2ω
Re

{
− i

[
1

2
B∗
x

(
y
∂

∂x
− x ∂

∂y

)
Ey +

1

2
Ex

(
y
∂

∂x
− x ∂

∂y

)
B∗
y

+
1

2
B∗
y

(
x
∂

∂y
− y ∂

∂x

)
Ex +

1

2
Ey

(
x
∂

∂y
− y ∂

∂x

)
B∗
x

]}
.

(3.63)

The simulations show that M̄ zz also changes handedness upon changing the sign of

the topological charge (Figure 3.8). As expected, only the LG beams have transverse

components of the momentum flux density due to the azimuthally-varying phase, and

possess OAM flux density. The simulated Gaussian (l = 0) beams have no momentum

flux in the transverse plane, and therefore no orbital angular momentum flux density.
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Figure 3.8: Top row: simulated time-averaged x and y components of the
momentum flux density, superimposed on the electric field intensity (normalized for
the Gaussian beam l = 0). Bottom row: simulated time-averaged OAM flux density
M̄zz, normalized to the maximum of l = 1 beam. Both quantities are plotted in the

transverse xy plane.

As the OAM of a Laguerre-Gaussian beam amounts to lℏ per photon, the OAM

should depend linearly on l. To verify this, the OAM flux was calculated in the simu-

lations by integrating the OAM flux density M̄ zz through the xy-plane[27]

OAM flux =

¨
M̄ zzdxdy. (3.64)

The OAM flux can then be calculated in air at any plane normal to the beam

propagation. As shown in Figure 3.9a, the OAM flux was found to follow a linear

relationship for increasing topological charge, which agrees with the fact that orbital

angular momentum per photon is lℏ. The OAM flux is positive for l > 0, and negative

for l < 0, as the OAM changes sign upon reversing the handedness of phase fronts.

Finally, it was checked that the OAM flux also increased linearly with power, as the

OAM of the beam should be linearly dependent on the number of photons that carry

OAM, shown in Figure 3.9b.
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Figure 3.9: Simulated OAM flux of Laguerre-Gaussian beams in free space as a
function of (a) topological charge (excitation power: 50µW ) and (b) excitation

power (l = 1). Adapted from [126].

It was found that special care must be taken deciding the size of the simulated

domain. Recall that the size of the LG beam increases for increasing topological charge,

so the simulated domain must be large enough to fit all the LG beams used. An example

is shown below, where an l = 4 beam is simulated in a geometry which is too small for

the beam size. As it can be seen for increasing topological charge (Figure 3.10a) the

angular momentum flux deviates from linear relationship as the intensity profile of the

beam does not fit entirely in the simulation geometry (Figure 3.10b). This can be solved

by using a simulation geometry that is large enough to fit the beam for all topological

charges used (Figure 3.10c-d).
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Figure 3.10: Effects of simulation geometry size. (a,b) Angular momentum flux (a)
and electric field intensity of l = 4 beam (b) in a case where the simulation
geometry is too small. The flux deviates from a linear relationship at large

topological charge (red dashed oval marked in (a)). (c,d) Angular momentum flux
(c) and electric field intensity of a l = 4 beam (d) in a case where the simulation

geometry size is appropriate. The flux follows a linear relationship for all
topological charges as expected.

3.3.2 Optical forces and torques in monolayer WS2 and graphene

The purpose of this section is to demonstrate that angular momentum is transferred

to monolayer WS2 and monolayer graphene to validate the morphological changes ob-

served experimentally in Chapter 4.

A monolayer of material was modelled in COMSOL with a thickness of 2 nm due

to constraints in the minimum element size used for the meshing of the monolayer. The

simulation was built using 3 different domains: air, 2D material (WS2 or graphene)

and the corresponding substrate used in the experiments of Chapter 4. The real and
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imaginary refractive indices for monolayer WS2 and monolayer graphene were taken

from references [127] and [128], respectively. The simulations containing the WS2 layer

were performed using two substrates, Al2O3 and SiO2. The simulations containing the

graphene layer were done using the substrate SiO2. The real and imaginary parts of the

refractive index of Al2O3 and SiO2 were taken from [129] and [130], respectively.

Careful consideration was taken when specifying the wave vector, as the simulation

goes through different media. For simulations in different media, the phase defined as

ϕ(r) = k · r (3.65)

was set as a variable, and the wave vector k changes depending on the the refractive

index of the medium. As the Rayleigh range also depends on the wave number, this

was also set as a variable, where k = k0n is the wave number in the medium and the

Rayleigh range is now given by

zR =
1

2
w2

0k =
1

2
w2

0k0n. (3.66)

As explained in § 2.3.1, quantities such as energy, linear momentum and angular

momentum are conserved, and therefore can be transferred from a light beam to a

material. In the general sense, we can understand the origin of the torque acting on the

2D materials from Newton’s second law of motion, which states that the force acting is

given by the rate of change of linear momentum. Equivalently, the torque arises from

the rate of change of angular momentum.

As derived in § 3.2, the conservation of the i-th component of EM momentum inside

a medium can be expressed using the continuity equation

∂gi
∂t

+ fi = −∇jTij, (3.67)

where gi is the momentum density, fi is the Lorenz force density and Tij is the momen-
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tum flux tensor. The experiments performed in Chapter 4 employ a continuous-wave

laser and hence the term ∂gi/∂t vanishes when averaged over time; therefore, the change

in the momentum of the EM field within the material is fully determined by the mo-

mentum flux density, that is, the flow of the optical momentum density through the

medium.

To map out the forces acting in the 2D materials, the time-averaged components

of the optical momentum flux density were plotted at the interface. As shown in Fig-

ure 3.11a, most of the momentum flux density is in the direction of propagation in all

cases studied (Gaussian l = 0, and LG beams l = 2 and l = 4). This would be equivalent

to a physical force generated on the 2D material by an AFM tip in contact mode.[131]

Most importantly, in the case of the LG beam, there is substantial momentum flux

density in the transverse plane (x and y components) which generates an in-plane force,

Figure 3.11b. This azimuthal momentum or in-plane force is not present in the linearly-

polarized Gaussian beam, and therefore the simulations predict that no wrinkling of the

2D materials can be produced with linearly-polarized Gaussian beams.
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Figure 3.11: Simulated momentum flux density and OAM transfer to graphene and
monolayer WS2. (a,b) Total (a) and in-plane (b) momentum flux densities for l = 0,
l = 2 and l = 4 beams at the focal plane, superimposed on the normalized electric
field intensity. The in-plane momentum flux densities in (b) have been scaled to

match the range of the total momentum flux densities in (a). (c,d) Simulated OAM
flux as an LG beam propagates through air, 2D material and substrate, normalized
by the OAM flux of the beam in air. Graphene and SiO2 substrate is shown in (c),
and monolayer WS2 and Al2O3 substrate in (d). In all cases, the simulated beam is

linearly-polarized. Figure taken from reference [126].

The LG beam acting on the 2D material can also be understood in terms of the

angular momentum transfer, which generates a torque, in an analogous fashion to the

azimuthal linear momentum generating an in-plane force. The torque is given by the

angular momentum flux, and the torque experienced by the 2D material is given by

the difference in flux before and after the 2D material. The OAM flux as the beam

propagates through the different media is shown in Figure 3.11c,d, and it can be seen

that the OAM flux decreases by ≈ 11 − 12% after leaving the 2D material, hence

≈ 11 − 12% of the OAM flux is transferred to the monolayer. Note that for WS2,

only that on Al2O3 is shown, although using the different substrate used SiO2 produced

similar results, Figure 3.12.
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Figure 3.12: Normalized OAM flux as a function of longitudinal distance as the
beam propagates across air, WS2 and SiO2 substrate. Figure taken from

reference [126].

In the case of graphene, where the excitation wavelength used is 405 nm, l = 2 and

excitation power is 500 µW, it is calculated that the magnitude of the torque would be

Γz =
Pl

ω
× 0.12 =

Plλ

c2π
× 0.12 = 2.6× 10−20 N m. (3.68)

This value is comparable but slightly smaller than the bending rigidity of graphene

(1.3−2.3×10−19 N m),[132, 133] which predicts that no new wrinkles can be generated

in the 2D material for this power and topological charge. However, as it will be shown

in Chapter 4, this torque is sufficient to enhance the amplitude of pre-existing wrinkles.

Similarly, in the case of WS2, where the excitation wavelength used is 532 nm, l = 4

and excitation power is 100 µW, it is calculated that the magnitude of the torque would

be

Γz =
Pl

ω
× 0.12 =

Plλ

c2π
× 0.12 = 1.4× 10−20 N m. (3.69)

It must me mentioned that the calculated magnitude of the torque reported here is

for a 2 nm thick monolayer. A thickness of 2 nm had to be used due to out-of-memory

errors while trying to mesh a layer thinner than 2 nm. In reality, however, the true
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thickness of a graphene layer is ∼0.34 nm.[134, 135] Similarly, the true thickness of

monolayer WS2 is ∼0.8 nm,[136] so the changes in the OAM flux across the monolayer

are expected to be smaller than the values reported here.

The results presented so far have employed linearly-polarized beams, which carry

no SAM. Numerical simulations were also performed for different combinations of SAM

(σ = −1, 0, 1) and OAM (l = +2), giving a total AM of j = +1,+2,+3. Furthermore,

simulations were performed for the different combinations of SAM (σ = −1, 0,+1) and

a Gaussian beam carrying no OAM (l = 0), giving total AM of j = −1, 0,+1.

Using the same methodology as for Figure 3.11a,b, numerical simulations of the in-

plane momentum flux density were performed for these beams to visualize the in-plane

forces exerted by the light, as depicted in Figure 3.13. The simulations reveal that

the torque generated by the OAM + SAM beams increases with j due to an increased

distance from the central axis, and predict that the same-sign combination of SAM

and OAM will give the largest torque. In contrast, simulations for the Gaussian beam

carrying SAM only show torques produced within the illuminated area but without a

central singularity, unlike the OAM beam.
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Figure 3.13: Numerical simulations of beams possessing some combination of OAM
and SAM. (a) Simulated angular momentum fluxes (OAM, SAM, total AM) for
l = 0 beams (top row) and l = 2 beams (bottom row) combined with SAM. (b)
Simulated in-plane momentum flux density of l = 0 (top row) and l = 2 (bottom
row) beams combined with SAM, superimposed on the normalized electric field

intensity. Arrows indicating linear momentum flux density are plotted on the same
scale. Figure adapted from reference [126].

3.3.3 Laser heating in monolayer WS2 and graphene

Simulations in COMSOL were also performed to rule out the possibility that the

experimental results arise from laser heating. To simulate the laser heating of Laguerre-

Gaussian beams, the heat transfer module was used, coupled to the electromagnetic

wave frequency domain via electromagnetic heating. In the heat transfer module, a

temperature boundary condition was used at the input (air) surface with a fixed tem-

perature of 293.15 K. The electromagnetic power loss density was used as a heat source,

which results from coupling the electromagnetic waves and heat transfer modules. The

heat transfer coefficient was set to 5 W/(m2·K) and the thermal parameters used across

the different media can be seen in Table 3.1.[137–139] Note that the heat capacity at

constant pressure (Cp) of graphene at room temperature is ∼700,[137] whereas the value

used in Table 3.1 (Cp = 2100) is the upper limit of heat capacity of graphene, normally

seen at higher temperatures.[137]
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Heat capacity (J/(kg·K)) Thermal conductivity (W/(m·K))
Air 1000 0.02623

Graphene 2100 4000
WS2 192.2 32
SiO2 703 1.3
Al2O3 880 12

Table 3.1: Heating parameters across different media used in the laser heating
simulations.

The simulated electric field intensity and temperature rises for the case of graphene

and monolayer WS2 are shown in Figures 3.14 and 3.15, respectively. The results show

that, locally, electric field in LG beams is distributed over a larger area. Recall the

normalization condition

¨
|Ep,l|2dxdy = 1, (3.70)

which ensures energy conservation for different LG beams. Since the intensity ring of LG

beams increases as a function of the topological charge, as seen in the term
(
ρ
√
2

w(z)

)|l|
, the

intensity must be distributed over a larger area. Locally, the intensity of LG beams is

weaker and therefore LG beams induce smaller temperature rises compared to Gaussian

beams, as observed in in Figures 3.14 and 3.15. By comparing a result obtained with a

Gaussian and LG beam, this rules out the possibility that the changes observed in the

experiments in the next chapters are due to laser heating.
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Figure 3.14: Simulated electric field intensity and temperature for beams of varying
topological charge at the graphene-SiO2 interface (w0 = 12.4λ, power: 1 mW). A cut
line (white line) of the electric field intensity and temperature rise with respect to

the initial temperature T0 = 293.15 K is displayed on the right hand side.

Figure 3.15: Simulated electric field intensity and temperature for beams of varying
topological charge at the WS2-Al2O3 interface (w0 = 2λ, power: 200 µW). A cut line
(white line) of the electric field intensity and temperature rise with respect to the

initial temperature T0 = 293.15 K is displayed on the right hand side.

3.4 Conclusions

To conclude this chapter, expressions to calculate optical forces and torques have

been derived in dielectric media. Additionally, Laguerre-Gaussian beams have been

implemented in a numerical method solver, and the characteristics of the simulated

beams in air agree well with what it is predicted by the theory.
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The simulations have been then used to predict that some angular momentum is

transferred to the 2D materials used in the experiments in Chapter 4. The simula-

tions predict that the in-plane forces experienced by the 2D materials arise due to the

azimuthally-dependent linear momentum flux density in LG beams. The torque acting

on the 2D materials has been calculated from the change in the OAM flux as the beam

propagates through the absorbing medium. Overall, a theoretical and simulation frame-

work of the LG beams acting on the 2D materials has been established. With this in

mind, the experimental control of the morphology and properties of 2D materials with

LG beams is achieved in Chapter 4.

Furthermore, the simulations rule out the possibility that the observed changes due

to LG beams compared to Gaussian beams in the next chapters originate from laser

heating.
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Chapter 3: Summary

Figure 3.16: Chapter 3 concept figure.

Key findings:

• Expressions for optical forces and torques have been derived for dielectric

media.

• Laguerre-Gaussian beams have been implemented in a numerical simulation

software.

• The transverse momentum flux density of Laguerre-Gaussian beams gener-

ates an in-plane force.

• The torques acting on 2D materials have been calculated from the change

in the OAM flux across the medium.
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Chapter 4

Controlling the morphology and

properties of 2D monolayers with

optical angular momentum

4.1 Introduction

Two-dimensional (2D) materials[140] are single- or a few-layer materials that have

emerged as a particularly interesting class of materials since the isolation and charac-

terisation of graphene in 2004.[141] 2D materials have caused great attention in the

scientific community in the last two decades particularly due to the fact that their

properties strongly differ from those of their 3D counterparts, which has opened the

way to new and otherwise inaccessible scientific inventions in the area of nanomaterials.

Typically, the 3D counterpart is a layered material, and new properties arise when the

number of layers is scaled down to one or several layers (that is, a few nanometers in

thickness). For example, compared to graphite, the 3D counterpart of graphene, mono-

layer graphene has much larger conductivity[142] and larger tensile strength, making

it the strongest material on Earth.[143] In addition, electrons behave as massless rela-

tivistic (Dirac) fermions, which gives rise to ‘unusual’ properties characteristic of such

particles.[144] After graphene, other 2D materials were isolated and new properties dif-
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ferent from those of graphene were found. For example, transition metal dichalcogenides

(TMDCs), specifically monolayer MoS2 in the first instance. When the number of layers

is reduced to the monolayer regime, MoS2 becomes a direct band-gap semiconductor

and it exhibits strong photoluminescence,[145] finding applications in optoelectronic de-

vices.[146–148] Additionally, the isolation and characterisation of monolayer MoS2 gave

rise to a new research area called valleytronics, which aims at using a new degree of

freedom based on band maxima to store information.[149–151] These exotic properties

arise on transitioning from the 3D bulk to the monolayer regime.[152]

In addition to the number of layers, the properties of 2D materials can be tuned by

applying strain to the sample, which gives access to even newer and more exotic prop-

erties without the need of any chemical modifications.[153] As strain is applied to the

material to tune and tailor the properties, this research area is known as strain engineer-

ing. Strain engineering of 2D materials can be used to enhance device performance for a

desired application. For instance, carrier mobilities are enhanced in monolayer TMDCs

transistors,[154, 155] or in multilayer TMDCs, where the emission is inherently weak,

strong emission can be achieved with the application of strain.[156, 157] Nevertheless,

the methods that have been proposed so far to induce strain can be irreversible, as it is

often the case when the sample is chemically modified to apply strain.[158] Additionally,

they may possess no spatial control on where the strain is applied to in the sample and

they often use complicated physical manipulators to apply strain, increasing the com-

plexity of the process and manufacturing costs. Therefore, a simpler, spatially-selective

and reversible method to generate strain is desired.

As we saw in Chapter 3, numerical simulations establish that angular momentum

transfer to the 2D material can be understood due to the azimuthally-varying linear

momentum (which generates an in-plane force), or due to a change in the orbital an-

gular momentum of the beam as it propagates through the medium. Even though 2D

materials are incredibly strong, with graphene having the largest tensile strength ever

measured,[143] 2D materials are extremely flexible, and out-of-plane deformations like

wrinkling are easy to produce. In fact, wrinkles and rumples are formed naturally af-
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ter the fabrication process, but they can also be produced by applying minimal forces

(< 10−12 N) to the sample.[159, 160]

In this chapter, we propose a novel method to wrinkle 2D materials by employing

light beams which carry orbital angular momentum. This is a simple method which

exploits the angular momentum transfer between a light beam and the absorbing ma-

terial, with the resulting torque inducing wrinkling of the monolayer at the illuminated

area. This is illustrated with two commonly used 2D materials, namely monolayer

graphene and monolayer WS2. The method is both non-contact, reversible, spatially-

selective and it frees strain engineering from the fabrication of complicated and bulky

mechanical manipulators.

4.1.1 Monolayer graphene and WS2

Monolayer graphene, or simply graphene, is a one-atom thick 2D material composed

of carbon atoms arranged in a hexagonal lattice, as shown in Figure 4.1. Commonly,

graphene is obtained from the 3D bulk layered material graphite via exfoliation methods,

as the individual layers in the bulk are held together by weak van der Waals forces; or

it is frequently grown by chemical vapour deposition (CVD).[161]
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Figure 4.1: Top and side views of graphite and monolayer graphene. Carbon (C)
atoms (shown in brown) are covalently bonded in a hexagonal lattice to form 2D

layers. An individual 2D layer in graphite corresponds to monolayer graphene. This
figure has been produced using Vesta software.[162]

Similar to graphite, TMDCs form layered structures and they have emerged as

particularly interesting two-dimensional materials due to their remarkable difference in

physical and electronic properties when comparing bulk materials and monolayers. As

shown in Figure 4.2, the thermodynamically stable phase is trigonal prismatic and each

layer in the bulk is composed of a transition metal atom (e.g. W, Mo) coordinated to

two layers of chalcogen atoms (e.g. S, Se).[163, 164] The layers are held together by weak

van der Waals forces, so two-dimensional flakes can be easily prepared by exfoliation

from the bulk material.[163, 165] In a similar manner to graphene, TMDCs are also

frequently prepared by CVD.[166]
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Figure 4.2: The crystal structure of a TMDC, WS2. (a) Coordination geometry of
the trigonal prismatic phase. (b) Side view of the bulk material, showing a layered
structure of four layers with inversion symmetry. (c) Side view of a monolayer, with
broken inversion symmetry. (d) Top view. Tungsten (W) and sulphur (S) atoms are
shown in grey and yellow, respectively. This figure has been produced using Vesta

software.[162]

Graphene is considered a zero-gap semiconductor, or a semimetal.[167] The interest

in graphene over the last decades arises due to its outstanding mechanical,[143], ther-

mal[168] and electronic properties,[140, 144, 169] making it suitable for applications such

as biosensors,[170, 171] composite materials[172, 173] and field effect transistors.[174,

175] In comparison, some TMDCs, such as WS2 and MoS2, are semiconductors and

have a band gap, and thus they are also photoluminescent due to exciton (electron-hole

pair) recombination upon photon excitation.[176–178] Interestingly, the band gap can

be tuned depending on the number of layers. Thus, the bulk material and several-layer

TMDCs exhibit an indirect band gap, as the optical transition occurs at two differ-

ent points in momentum space[179] (Figure 4.3a) and therefore photoluminescence is

weak.[156, 180] The band gap becomes direct (momentum-allowed, Figure 4.3b) on go-

ing to the monolayer regime, which enhances photoluminescence by several orders of

magnitude and shifts the energy transition to higher energies (Figure 4.3c).[180–184]
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Figure 4.3: Optical properties of TMDCs. (a) First Brillouin zone showing the
high-symmetry points K, K ′, Γ and M . (b) Diagram showing direct (red) and

indirect (blue) transitions in momentum (k) space. Note that the valence band is
primarily made of d-orbitals and thus it is split due to spin-orbit coupling.[184] (c)

Layer-dependent photoluminescence in WS2 (taken from reference [185]).

The highly tunable band gap of TMDCs has opened up new applications in optoelec-

tronic devices, such as photodetectors that can detect different wavelengths depending

on the number of layers in the TMDC.[148] Another reason why TMDCs have attracted

the attention of the scientific community is due to the rich exciton physics that can be

found in these materials.[186] For example, the introduction of defects creates localized

excitons (e.g. at edges) which can be used as single quantum emitters.[187–189] Due

to the layered structure of TMDCs, interlayer excitons in TMDC heterostructures can

be formed, providing different means to tune the band gap properties for optoelectronic

devices.[190, 191] TMDCs also find applications as valleytronic devices due to valley-

selective polarization and spin-valley coupling,[192], which could be used for information

storage devices.

4.1.2 Strain engineering of 2D materials

The properties of 2D materials can be tuned by applying different types of strain

to the sample. Strain engineering encompasses wrinkle formation,[193–195] stretch-

ing,[196] bending[159, 197, 198] or compression.[199] Traditionally, this has been done

utilizing micromanipulators, which are devices that allow to either mechanically stretch,

compress or bend the sample.[199] In the case of wrinkle formation, the strain can be
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generated by pre-stretching the substrate, depositing the 2D material and releasing to

generate the wrinkles.[193]

In TMDCs, it has been observed that the band gap is very sensitive to the different

types of strain, such as uniaxial compression and elongation,[156, 200–202] uniaxial

strain by bending,[196] biaxial strain,[198] wrinkling[193, 195, 203] and others.[204]

As 2D materials have a large tensile strength,[159, 160] stretching or compressing the

material requires strong forces (Figure 4.4a). However, as it can be seen in the examples

of Figure 4.4b,c, 2D materials are flexible and out-of-plane deformations can be produced

with minimal forces. In all the three examples of strain applied, strain generates a red

shift of the band gap in addition to a direct-to-indirect band gap transition,[202, 204]

although out-of-plane deformations are much more facile to produce.
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Figure 4.4: Examples of strain engineering in TMDCs. (a) Uniaxial tensile strain
applied in monolayer MoS2. Taken from reference [196]. (b) Wrinkle formation in

monolayer MoS2. Taken from reference [193]. (c) Out-of-plane deformation in MoS2

using an AFM tip. Taken from reference [131]. In all cases, a red shift in the PL
and shoulder at smaller energies is observed.

In the case of graphene, the electrical properties are highly dependent on the pres-

ence of out-of-plane deformations in the sample, with wrinkles and rumples reducing the

conductance.[205, 206] Furthermore, new properties, such as band gap opening, have

been predicted with other types of strain, such as uniaxial tensile strain[207] and shear

strain.[208] The effects of strain on graphene can be extensively studied using Raman

spectroscopy,[209] as discussed in more detail in § 4.2.5.

In this chapter, a new non-contact method for wrinkling 2D materials is developed.

This method simply exploits the orbital angular momentum transfer between a light

beam and an absorbing medium. Not only does this method expand on the research
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that has been undertaken so far in the optical manipulation of matter (§ 2.3.2), but it

also provides a non-contact and reversible means to tune the properties of 2D mate-

rials. This is exemplified by controlling the conductance of monolayer graphene, and

photoluminescence in monolayer WS2, and wrinkle enhancement is verified by Raman

spectroscopy and AFM.

4.2 Experimental details

4.2.1 Samples

The effects of angular momentum transfer on monolayer graphene were investi-

gated using conductance measurements, Raman spectroscopy and AFM. Conductance

measurements and Raman spectroscopy were performed using a commercially available

graphene field effect transistor (GFET, from Graphenea). A field effect transistor is an

electrical device consisting of a semiconductor channel and three electrodes (the source,

the drain and the gate electrodes), which are used to control the flow of current through

the channel. In a GFET, the channel is monolayer graphene, and being a monolayer

means that the current running through the graphene channel is extremely sensitive

to the environment. For example, the conductance across the channel changes when

different molecules are adsorbed, making the detection of single molecules possible.[210,

211] In the GFET used in this work, the monolayer graphene is grown by CVD and

transferred onto a 90 nm SiO2/Si substrate. The active component of the GFET is a

90 µm× 90 µm monolayer graphene, as depicted in Figure 4.5.
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Figure 4.5: (a) Optical microscopy image of the GFET used in this work, showing
external drain and individual source electrodes. (b) Optical microscopy image of

the GFET taken with higher magnification. Taken from reference [126].

For AFM measurements of graphene, an equivalent CVD-grown 1 cm×1 cm full-

coverage monolayer graphene sample (also obtained from Graphenea) was used. This

was done due to experimental constraints of the AFM tip not being able to reach the

cavity where the monolayer graphene was in the GFET.

In the case of monolayer WS2, the effect of orbital angular momentum was investi-

gated using a 1 cm×1 cm CVD-grown full-coverage monolayer WS2 on Al2O3 (Ossila)

and exfoliated monolayer WS2 flakes on SiO2/Si (2D semiconductors). The exfoliated

flakes were prepared via chemical exfoliation from the bulk material onto a 90 nm thick

thermal oxide. As shown in the optical microscopy images of Figure 4.6, chemical exfo-

liation from the bulk leads to flakes of different sizes and shapes, with lateral dimensions

approximately spanning 5-40 µm. Exfoliation also results in flakes with varying thick-

nesses, which appear with a different optical contrast under the optical microscope. The

monolayer flakes were easily identified with photoluminescence spectroscopy as they ex-

hibit strong photoluminescence in the red region.[181]
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Figure 4.6: Optical microscopy images of exfoliated WS2 flakes on SiO2/Si. The
exfoliation process results in flakes with random shapes, sizes and thicknesses.

4.2.2 Generation of angular momentum beams

Beams carrying spin angular momentum were generated using a quarter-wave (λ/4)

plate. λ/4 plates are made of birefringent materials, and therefore their refractive index

is different for vertical and horizontal directions. If the light is polarized along the axis

with lower refractive index it will travel faster (fast axis) than the light polarized along

the axis with higher refractive index (slow axis).[28] In the example shown in Figure 4.7,

unpolarized light goes through a linear polarizer and becomes linearly polarized, with

the electric field oscillating in the polarization direction of the polarizer. The linearly-

polarized light then can go through a λ/4 plate where the fast axis is aligned at +45

or −45 degrees from the polarization direction, which results in left or right-handed

circularly-polarized light.
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Figure 4.7: Unpolarized light becomes linearly polarized along the polarization axis
of the polarizer (blue line). Circularly-polarized light is generated with a λ/4 plate
whose fast axis is aligned at +45 or −45 degrees with respect to the polarization
direction. In the λ/4 plate, the fast and slow axes are indicated with a longer and

shorter blue vertical lines, respectively.

LG beams carrying orbital angular momentum were generated using spiral phase

plates. A spiral phase plate is a spiral-like piece of glass whose thickness increases with

the azimuthal angle ϕ, in a continuous or step-wise manner, as shown in Figure 4.8a.[212,

213] It can be mounted in a lens mount which can be then easily inserted along the

optical axis, depicted in Figure 4.8b.
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Figure 4.8: (a) Diagram of a spiral phase plate, showing that after 2πl cycles, the
step height of the plate is h. The diagram is shown for a spiral phase plate with
l = 1. (b) Spiral phase plate (λexc = 532nm, l = 4) from Vortex Photonics, mounted

in a lens mount.

Rays travelling through the thicker portion of the plate will experience a larger

phase delay than those travelling through the thinner portion, and thus the phase of

the beam becomes azimuthally dependent. Let h be the difference in height between

the thinnest (ϕ = 0) and thickest (ϕ = 2π) portions of the spiral phase plate, Figure 4.8.

Then, the thickness of the plate around the azimuth should depend on the azimuthal

angle ϕ as[21]

t(ϕ) =
hϕ

2π
, (4.1)

and the phase delay experienced by the beam after going through the spiral phase plate

is[213]

ψ(ϕ) =
(n1 − n2)h

λ
ϕ, (4.2)

where n1 and n2 are the refractive indexes of the spiral phase plate and air, respectively,

and λ is the wavelength in free space. As shown in equation 4.2, the phase delay is

proportional to the azimuthal angle ϕ and height difference h. The topological charge
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of the plate is given by[213]

l =
h(n1 − n2)

λ
. (4.3)

If the spiral phase plate is manufactured in such a way that equation 4.3 holds, the

LG beam acquires a topological charge of l. Substituting equation 4.3 into equation 4.2,

it is clear that the additive phase delay around the plate is 2πl. The handedness of the

beam is changed by reversing the orientation of the spiral phase plate.

As seen in equations 4.2 and 4.3, the spiral phase plate design is different depending

on the wavelength and topological charges used. The fact that spiral phase plates are

wavelength-dependent can be a disadvantage in applications where tuning the wave-

length is required (for example, in Chapter 5, where Q-plates were used instead for

this reason). In this chapter, angular momentum transfer was studied at a particular

wavelength. Recall that one of the methods to transfer angular momentum to a mate-

rial requires photon absorption (see § 2.3.2 for more details). The imaginary refractive

index k (extinction coefficient) is related to the absorption within the material via the

absorption coefficient α = 2ωk/c, with the beam intensity decreasing as a function of

the absorption coefficient as[28]

I(z) = I0e
−αz. (4.4)

The excitation wavelength (λexc) was chosen depending on the availability of spi-

ral phase plates, lasers and absorption characteristics of the material. Different spiral

phase plates were used for the illumination of monolayer graphene and monolayer WS2,

operating at l = 2 (λexc = 405 nm) and l = 4 (λexc = 532 nm), respectively (Vortex

photonics). Figure 4.9 shows the real and imaginary refractive indices of monolayer

graphene and monolayer WS2 in comparison to the excitation wavelength. The extinc-

tion coefficients k of monolayer graphene and WS2 at the excitation wavelengths have

value of 1.13 at 405 nm[127] and 0.9 at 532 nm,[128] respectively. Therefore, absorption
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and subsequently angular momentum transfer are expected at these wavelengths, as

validated by the simulations in Chapter 3.

Figure 4.9: Real (n) and imaginary (k) refractive indices of (a) monolayer graphene
and (b) monolayer WS2. The values have been taken from references [127]

and [128], respectively. The excitation wavelengths (λexc) are shown with a dashed
vertical line.

In the illumination of both graphene and WS2, the spiral phase plate was placed

in an xy mount to align its centre with the optical axis of the beam, as beams going

off centre can distort the optical vortex.[214] Centering of the beam was achieved by

tuning the xy mount until the position of the optical vortex was in the middle of the

beam and the beam visually looked as symmetric as possible. Some images of the LG

beams are shown in Figure 4.10.

Figure 4.10: Images of a Gaussian beam (l= 0), and OAM beams (l= 4 and l= −4)
after inserting the spiral phase plate for the 532 nm laser.

In the case of graphene, spin-orbital effects were also investigated, where the beam

had both spin and orbital angular momentum. Here, the relative sign of SAM and OAM

had to be determined as it dictates the total angular momentum content of the beam. In
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the case of circularly-polarized light carrying SAM, it has been established that (looking

towards the source) left-circularly polarized light has SAM of +ℏ and right-circularly

polarized light has an SAM of −ℏ, and this is determined by the relative orientation

between the linear polarizer and the λ/4 plate (Figure 4.11).[28]

Figure 4.11: (a,b) Schematic showing the sign convention for SAM of (a) −ℏ and
(b) +ℏ. The fast axis of the quarter wave plate is indicated with a red arrow, and

the propagation axis is shown with a grey arrow.

The sign of OAM in the LG beam generated by the spiral phase plate was obtained

using the diffraction by a knife edge technique.[215] The beam was diffracted by an

object having a sharp edge and the diffraction image was recorded with a camera. As

shown in Figure 4.12, a forked diffraction pattern is obtained, as expected for beams

carrying OAM.[216] The number of components in the fork is given by |l|+1.[216, 217]

Figure 4.12 shows 3 components, which agrees with the topological charge of l = 2 used

in this work.[218] Most importantly, the fork points in the opposite direction when the

orientation of the plate is reversed, from which the sign of OAM can be determined.[218]

Additionally, it was observed that changing the polarization of the beam did not alter

the pattern, as expected for a spiral phase plate.
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Figure 4.12: (a,b) Experimental images of a l = 2 beam diffracted by a knife edge
technique[215] having a topological charge of (a) l = −2 and (b) l = +2. The

transition from (a) to (b) was done simply by reversing the orientation of the spiral
phase plate.

4.2.3 Building an optical set-up

As part of this thesis, an optical set-up was built from scratch in order to illuminate

monolayer graphene with beams carrying angular momentum. A schematic of the set-

up used for the illumination of graphene is shown in Figure 4.13. A 405 nm laser beam

(Laser Arx, MDL-III-405-100) was used as the excitation source. The beam was cleaned

and expanded to 5 mm diameter using a beam expander and spatial filter comprised

of a first lens (f1 = 50 mm), a pinhole (100 µm) and a second lens (f2 = 150 mm).

The beam was expanded in order to minimize possible misalignments which affect the

quality of the vortex.[214]
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Figure 4.13: Schematic of the set-up that was built for the illumination of graphene
in this chapter. Figure obtained from reference [126].

A λ/2 plate and a Glan-Thomson polarizer were used to control the excitation

power. The polarizer was aligned with a another polarizer. By changing the angle

between the two polarizers, the beam intensity can be plotted according to Malus’ law,

I = I0 cos
2 θ, where θ is the angle between the two polarizers. It was checked that

minimum power was obtained at a relative angle of θ = 90◦, Figure 4.14.

Figure 4.14: Power measured as a function between two linear polarizers for (a)
relative angles between 0 and 90 degrees and (b) angles in the vicinity of 90

degrees. In (a), the data (open squares) have been fitted to the intensity function
I = I0 cos

2 θ + y0, where θ is the relative angle between the polarizers and the
R-squared parameter (Rsq) is indicated at the top right corner.

A spiral phase plate was placed along the optical axis to generate the LG beam
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(Vortex photonics, l = 2, 405 nm). The plate was placed in an xy mount to allow

proper alignment of the centre of the spiral phase plate with respect to the optical axis.

After this, the beam was coupled to a home-built microscope system containing a 50:50

beam splitter and a 10X objective (NA=0.25) to direct the beam towards the sample.

The excitation power of the beam was measured between this beam splitter and the

objective lens.

A broadband light source (Thorlabs, SLS203F/M, not shown in the schematic of

Figure 4.13) was implemented to visualize the sample while it is illuminated with the

laser beam. For this, the white light was focused with a f = 200 mm achromatic

lens into the back aperture of the objective lens, which makes the beam collimated

for an even illumination of the sample. The back reflected light was collected using

the same objective lens and projected onto a camera (Thorlabs, CS165CU1/M) with a

f = 100 mm lens to visualize the sample. The precise position of this lens was adjusted

by placing the lens in a slotted tube (Thorlabs, SM1L10C) to easily adjust its position.

Perfect focusing and positioning of the lens was achieved by adding an objective wheel

(Thorlabs, OT1) with 10X, 60X and 100X objectives attached. Then, the light was

focused onto the sample with 100X by moving the sample stage in the z direction until

an image was observed; the objective was then changed to 10X and the position of

the lens was adjusted until the image was visible again. This refocusing process was

repeated until changing from 100X to 10X no longer changed the focus and until an

image was observed in both cases without further tuning the position of the lens or the

height of the sample stage. Some examples of the optical microscopy images achieved

with 10X and 100X objectives are shown in Figure 4.15. The images show a plasmonic

array that contains periodic shuriken-shaped nanoindentations.
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Figure 4.15: Optical microscopy of shuriken-shaped nanoindentations achieved with
the home-built microscope system. (a) With 10X objective. (b) With 100X

objective.

4.2.4 Conductance measurements

Conductance measurements were taken from monolayer graphene in the GFET

to illustrate how shear strain generated by LG beams can be used to reconfigure the

response of 2D material-based electronic devices.

Figure 4.16: (a) Schematic showing the electrical connections in the GFET. Vds:
drain-source voltage. Vg: gate voltage. Ids: drain-source current. (b) Image of the

physical card (Graphenea) into which the GFET is incorporated for the
conductance measurements.

The conductance was obtained from the collection of I-V curves in the GFET; that

is, the current between the drain and the source (Ids) was measured as a function of

the voltage applied between the drain and the source (Vds), before and after illumina-

tion (Figure 4.16a). The gate voltage (Vg) was set to 0 in all the measurements. The

GFET was directly incorporated into a physical card (Graphenea) containing exter-

nal switches for each individual source corresponding to different individual graphene
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channels (Figure 4.16b).

A DC power supply (Rapid HY3005-3) was used in order to apply the voltage

between the drain and the source. A multimeter (True RMS digital multimeter DM-

441B) was used to measure the current between the drain and the source. The current

and voltage are related using Ohm’s law, given by

Ids =
1

R
Vds, (4.5)

where R is the resistance. The conductance is simply obtained from the inverse of

the resistance, 1/R, which corresponds to the slope of equation 4.5. The error in the

conductance was obtained from the standard error of linear fits of the I-V characteristics.

An example of a linear fit is shown in Figure 4.17a. The conductance (slope) obtained

from the linear fit is 1504±4 µΩ−1.

Figure 4.17: (a) Example of the I-V characteristics of a GFET (red circles) fitted to
a linear fit (red line). The R-squared parameter of the fit is >0.999. (b) Extracted

conductance from the linear fit after consecutive measurements, showing no
variation in the conductance after the application of voltage.

The maximum drain-source voltage applied was 0.6 V to prevent heating in the

GFET. The I-V curves were repeated five times prior to illumination to verify that

no heating was produced in the GFET, and the conductance was extracted each time.

An example of this procedure is shown Figure 4.17b, showing that the conductance
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remained constant over the five repetitions.

4.2.5 Raman spectroscopy and mapping

Raman spectroscopy is a useful characterization technique based on scattering, dif-

ferent from photoluminescence spectroscopy which is based on absorption (§ 4.2.7). If

the scattering is elastic and the energy of the photon does not change, the scattering

process is called Rayleigh scattering. In the case where the photon energy changes, the

scattering is called inelastic or Raman scattering. Raman scattering is an inherently

weak process, as the scattering process is dominated by Rayleigh scattering and only

one in 106−108 photons is Raman scattered.[219] In Raman scattering, shown schemat-

ically in Figure 4.18a, the incoming photon with energy ℏω1 changes its energy to ℏω2,

where ω1 and ω2 are the angular frequencies of the incoming and outgoing photons,

respectively, and ω1 ̸= ω2. Raman scattering can be of two types: Stokes and anti-

Stokes scattering. Stokes scattering occurs if some of the energy is transferred from the

photon to a vibrational state of the sample (ω2 < ω1). Instead, anti-Stokes scattering

occurs when the sample transfers some energy to the photon (ω2 > ω1).[219] In this

way, it is possible to obtain a spectrum, called Raman spectrum, which contains fea-

tures derived from the vibrational states of the sample, and therefore Raman spectra are

characteristic of each material.[220] Generally, Stokes scattering is much more intense

than anti-Stokes scattering, therefore Raman spectra are frequently reported using the

Stokes scattering.[219]

As graphene does not have a band gap, no information can be obtained from pho-

toluminescence spectroscopy, which is frequently used for 2D semiconductors such as

monolayer WS2. Instead, Raman spectroscopy is widely used to study the properties of

graphene, and it is used to gain a wide range of information about the sample.[221]

In this chapter, Raman spectroscopy and mapping was used to characterize the

properties of monolayer graphene before and after illumination with LG beams. Raman

mapping of the GFET (Graphenea) was done using a commercially-available Raman
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spectroscopy set-up (LabRAM HR Evolution) employing a laser excitation wavelength

of 532 nm (excitation power: 500 µW) and 50X objective (NA=0.5). The Raman

mapping was started approximately 5 minutes after LG beam illumination and it took

an overall time of 2 hours to be completed.

Raman spectra are reported in wavenumbers (ν̃ = 1/λ, in cm−1 units) with respect

to Rayleigh scattering, thus 0 cm−1 corresponds to the Rayleigh scattering at the laser

excitation (532 nm in this case). An example of a Raman spectrum collected from the

monolayer graphene in the GFET is shown Figure 4.18b. The spectrum contains mainly

two peaks, commonly referred to as G- (1590 cm-1) and 2D- (2685 cm-1) bands.[222] A

lot of information about the characteristics of graphene can be obtained from these two

bands, such as the number of layers,[223, 224] adherence to the substrate,[225] electron

and hole doping, [226] strain effects[227, 228] and others.[221, 229] Another peak, known

as the D-band, can appear at 1350 cm−1 due to the presence of defects or disorder in

the sample. Disorder in graphene may be due to physical modifications that reduce the

translation symmetry, such as the formation of wrinkles.[222, 229, 230]

Figure 4.18: (a) Schematic of inelastic Raman scattering process in a monolayer
graphene sample. ω1 and ω2 are the angular frequencies of the incoming and

outgoing photons, respectively. (b) Example of a Raman spectrum taken from the
monolayer graphene in the GFET.

Raman mapping in the GFET was done to monitor the changes at the areas illu-

minated with beams carrying angular momentum in comparison to the non-illuminated

areas. Raman mapping consists of collecting a Raman spectrum point by point across
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the sample, and several features, such as the position of the G- and 2D-bands, can be

plotted as a two-dimensional image to visualize the differences in the Raman scattering

across the sample. The Raman mapping conducted here was performed using a 12×12

grid across the 90 µm× 90 µm monolayer graphene, and the obtained two-dimensional

image was smoothed in the x and y directions. An example of the raw and smoothed

data for the G- and 2D-band positions is shown in Figure 4.19.

Figure 4.19: Raw and smoothed images for the position of the G- (ωG) and 2D-
(ω2D) bands in a GFET.

4.2.6 Atomic force microscopy

Atomic force miscroscopy (AFM) was used to study the effects angular momentum

transfer from a light beam to monolayer graphene. AFM is a useful technique to study

the morphological characteristics of samples. The technique uses a cantilever with a

sharp silicon or silicon nitride tip at the end; the tip usually has a radius of several

nanometers. A laser is focused on the cantilever and the reflected light is detected in a

photo detector. When the tip is scanned across the surface of the sample it will oscillate

up and down, causing the reflected laser beam to deflect. The laser deflection is detected

in the photo detector and a map of the height of the surface can be generated. This

process is shown schematically in Figure 4.20.
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Figure 4.20: Schematic of an AFM set-up. A laser beam is focused on a cantilever
and the reflected beam is detected in a photodetector. The laser deflection will

change as the tip goes across the surface, therefore providing information about the
height and roughness of the sample.

As opposed to similar surface characterization techniques, such as scanning tun-

neling microscopy, AFM does not require conductive samples and it is based on force

interactions between the tip and the sample, and not based on the tunneling current be-

tween the tip and the surface. Therefore, AFM creates a map of the height distribution

of the sample, rather than local density of states.[231]

In addition to getting an image of what the physical dimensions of the sample look

like, height profiles and roughness parameters can be obtained. An example of how

AFM can be useful is given in Figure 4.21. In this example, a CVD-grown MoS2 flake

was transferred onto shuriken-shaped nanoindentations. From the image, it is possible

to see the periodic nanoindentations, obtain information about the lateral distances,

periodicity and depth of the nanoindentations, and the size of the MoS2 flake. It is

also possible to see that some parts of the flake have sunk inside the nanoindentations,

whereas other parts of the flake are suspended over them.
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Figure 4.21: AFM example. (a) AFM image of a MoS2 flake transferred onto
shuriken nanoindentations. (b) Extracted height profile across the white line shown
in (a), showing that some parts of the flake sunk inside one of nanoindentations and

others are suspended over.

There are several modes that are routinely used in AFM, including contact mode

and tapping mode. In contact mode, the tip is in contact with the surface; however, this

can damage sensitive samples. AFM measurements in this thesis were performed using

peak-force tapping mode and a Dimension Icon Atomic Force Microscope System with

ScanAsyst equipped with a silicon tip (ScanAsyst-Air-HPI). It was not possible to do

AFM directly in the GFET, as the tip was not able to reach the surface of the GFET

due to experimental constraints. Instead, AFM was done on a commercially available

(1 cm×1 cm) monolayer graphene sample also grown by CVD and transferred onto 90

nm SiO2/Si substrate (Graphenea). A scan size of 10 µm, a scan rate of 0.3 Hz and 512

samples/line were used for all the AFM images collected.

All the AFM images in this thesis were processed using Gwyddion software to obtain

the roughness and the waviness of the surface of monolayer graphene, which represent

high-frequency and low-frequency height variations from a mean value, respectively.

The obtained values were compared before and after illuminating the sample with the

LG beams. To calculate the roughness, it is assumed that the mean value of the heights

is 0 i.e.

z =

∑N
j=1 zj

N
= 0, (4.6)
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where zj is the height at the j-th position. If we define the height deviation at the j-th

position to be rj = zj−z, the assumption in 4.6 implies that rj = zj, and the roughness

at the j-th position is given by |rj| = |zj|. Across all the AFM images, the roughness

was parametrized with the root-mean-square roughness parameter RRMS, which is given

by

RRMS =

√√√√ 1

N

N∑
j=1

z2j . (4.7)

The root-mean-square waviness WRMS is the low-frequency variation of RRMS.

Figure 4.22 shows examples of AFM images taken from monolayer graphene. The

images show intrinsic wrinkles which appear to have a height ≈ 2 nm, in agreement

with previous studies.[232, 233] In this work, the error in RRMS was estimated from

the standard error in RRMS of the same area of monolayer graphene imaged with two

different tips, as depicted in Figure 4.22. This gave an error of σ/
√
2 = 0.14 nm, where

σ is the standard deviation in the RRMS values between the two images.
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Figure 4.22: (a,b) AFM image of monolayer graphene taken with tip 1 (a) and tip 2
(b). The RRMS of the imaged area shown in the bottom left corner. (c,d)
Roughness and waviness profiles across the white cut line in (a) and (b),

respectively. RRMS and WRMS are shown in the bottom left corner.

After the monolayer graphene sample was illuminated with a Gaussian (l = 0) or a

LG (l = 2) beam for 2 hours, the AFM scan was started approximately 30 minutes after

the illumination stopped and it took an overall time of 30 minutes to be completed.

4.2.7 Photoluminescence spectroscopy

As mentioned in the introduction of this chapter, monolayer WS2 is a direct-band

gap semiconductor and hence it exhibits strong photoluminescence (PL).[145] There-

fore, PL spectroscopy is frequently used to characterise the properties of monolayer

WS2.[234, 235] In different studies across the literature, it has been observed that out-

of-plane deformations, such as wrinkles, lead to a red shift of the photoluminescence

in spectra.[160, 193, 196, 198, 202, 203, 236] Therefore, PL spectroscopy was used to
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monitor the wrinkling of the monolayer by the LG beam.

PL spectroscopy is an absorption-based technique and it is commonly used to study

the emission and electronic structure of molecules. The emission of a photon by a

molecule is called luminescence. After a photon is absorbed, different processes can

occur, as depicted in the Jablonski diagram in Figure 4.23. During the absorption, an

electron is excited from the ground state to an excited electronic state (S0 → S1 transi-

tion). The electron can then undergo vibrational relaxation, where some of the energy

is transferred into vibrational modes, and it decays back to the ground state. The decay

back to the ground state can be radiative, where a photon is emitted, or non-radiative,

without emission, for example, the energy is loss as heat. For the radiative emission,

if the decay involves singlet to singlet states, the process is called photoluminescence.

Occasionally, it can happen that the electron undergoes a transition from the excited

singlet state to a triplet state before decaying back to the ground electronic state. This

process, due to being forbidden, is much slower and is known as phosphorescence.

Due to the vibrational relaxation process, the emitted photon has a lower energy

than the absorbed photon. This difference in energy is called Stokes shift.

Figure 4.23: (a) Jablonski diagram showing all the processes that can occur after
the absorption of a photon in a molecule. S0 and S1 denote ground and excited

electronic singlet states, respectively, and T1 excited triplet state. (b) Schematic of
absorption and emission spectra, showing the difference in wavelength as the Stokes

shift.

In the case of 2D semiconductors, which are the main concern of this thesis re-
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garding PL spectroscopy, the energy levels are not discrete. Instead, the energy levels

form continuous bands known as valence and conduction bands and the photolumines-

cence is mediated by excitons (electron-hole pairs). When the photon is absorbed by

the sample, the energy of the photon can transfer an electron from the valence to the

conduction band, forming an exciton. Due to exciton recombination, photolumines-

cence can occur. Frequently, neutral exciton (electron-hole pair) and negative trions

(2 electrons-hole pair) are observed,[237] as depicted in Figure 4.24. Trions can occur

because the substrate can act as a doping centre, favouring the formation of charged

excitons like trions.[238] Therefore, it is frequently observed that the PL spectra of

monolayer WS2 have components associated with a neutral (X0) and trionic (T) exci-

tonic states. Negative trions (2 electrons-hole pair) are common.[237] Positive trions

(electron-2 holes pair) have been observed[239] but are less common.

Figure 4.24: Common bound excitons found in 2D semiconductors, such as
monolayer TMDCs. e and h denote electrons and holes, respectively.

Photoluminescence spectroscopy of monolayer WS2 was collected using a home-built

set-up equipped with a DPSS 532 nm laser diode (DJ532-40, Thorlabs). The laser beam

was collimated using a lens and two polarizers were used to control the excitation power

according to Malus’ law. A spiral phase plate (l = 4, λexc = 532 nm, Vortex Photonics)

was used to generate LG beams. The beam was directed towards the sample using a

50:50 beam splitter and an objective lens. The excitation power was measured between
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this beam splitter and the objective lens. For the CVD-grown sample, the spectra were

collected with an excitation power of 100µW and 60X objective (NA=0.9). For the

exfoliated monolayer WS2 flakes, an excitation power of 10µW and a 100X objective

(NA=0.9) were used.

A 10:90 beam splitter was used to direct 10% of the light towards a camera (Thor-

labs, CS165CU1/M), where the sample can be visualized, and 90% of the signal towards

an optical fibre which carries the photoluminescence signal to the CCD/camera (Newton

CCD, Andor Technology). A 30mm lens focuses the light into the camera, and another

30mm lens focuses the light into the optical fibre. A schematic of the set-up is shown

in Figure 4.25.

Figure 4.25: Schematic of the PL set-up used to collect the PL emission of
monolayer WS2. CCD: charge-coupled device.

The effects of sample heating in the PL of monolayer WS2 were also studied. Heating

of monolayer WS2 was done using a heating table (Linkam Scientific CO 102) from 20 ◦C

to 50 ◦C in steps of 10 ◦C. At each temperature, the sample was left to stabilize for 1
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hour before collecting the PL emission.

The PL spectra were deconvoluted into individual components by fitting the PL

emission using two Gaussian functions, each corresponding to the emission of the neutral

excitonX0 and trion T in the monolayer. This was done in OriginLab using the Gaussian

function

y = y0 +
A

w
√
π/2

e
−2(x−x0)

2

w2 , (4.8)

where y0 is an offset parameter, w is the width, A the area and x0 the peak centre.

During the fitting process, y0 was set to 0 and A was restricted to positive values

(A > 0).

4.3 Results and discussion

4.3.1 Monolayer graphene

The monolayer graphene in the GFET was illuminated for 2 hours with either a

Gaussian (l = 0) or LG beam (l = 2). The effects of the orbital angular momentum on

monolayer graphene were first investigated via conductance measurements through the

collection of I-V curves. Illumination with both Gaussian (l = 0) and LG beams (l = 2)

led to a reduction of the conductance, as shown by the reduction of the slope of the I-V

curve; however, the reduction induced by LG beams was significantly larger, as shown

in Figure 4.26.
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Figure 4.26: I-V characteristics after monolayer graphene is illuminated with l = 0
beam (black) and l = 2 beam (red) compared to prior illumination (blue). Power:

500µW. Figure taken from reference [126].

To aid comparison, the conductance was normalized to the conductance value prior

to illumination. It was seen that, specifically, the conductance dropped to 97% of its

initial value with l = 0 beam and 85% with the LG beam at an excitation power

of 500 µW. The same experiment was also done at different excitation powers, and

it was observed that the conductance drop scales for increasing excitation powers, as

shown in Figure 4.27. This agrees with the theory and simulations of Chapter 3, as

the magnitude of optical forces and torques are proportional to the number of photons

that carry momenta. Note that the larger decrease in conductance for the LG beam

cannot be produced due to laser heating. Laser heating was ruled out in Chapter 3.

Specifically, we saw that LG beams have lower power density than Gaussian beams,

producing lower temperature rises.
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Figure 4.27: Conductance reduction observed in monolayer graphene after
illuminating with (a) l = 0 beams and (b) l = 2 beams at different excitation powers.

Once the laser illumination was switched off, relaxation of the conductance back to

its initial value occurred over several hours (Figure 4.28). For both Gaussian and LG

illumination and for all laser powers used, the conductance returned to > 90% of its

pre-illumination value within six hours (Figure 4.28), whereas complete relaxation to

the pre-illuminated conductance took up to > 48 hours.

Figure 4.28: Relaxation of the conductance as a function of time (hours) once the
laser beam is switched off after illuminating monolayer graphene with l = 0 (unfilled
diamonds) and l = 2 beams (filled circles) at an excitation power of 50µW (black),
100µW (blue) and 500µW (red). In all cases, the conductance has been normalized
to the value prior to illumination (black horizontal line at 1). Figure taken from

reference [126].
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As the reduction of conductance is much larger for LG beams, and it increases with

excitation power, it is clear that the effect is coming from the torque imparted by the LG

beam. The hypothesis now is that the reduction in conductance may be due to the fact

that the LG beam is causing wrinkling of material, as it has been reported previously

that the conductance of monolayer graphene is reduced as a function of out-of-plane

bending[206] and wrinkles.[205, 240]

It is noted that the relaxation curves of Figure 4.28 could not be fitted to a single

exponential function

f1(x) = A1e
−x
t1 + y0, (4.9)

as this led to a poor R-squared parameter of 0.95 (Figure 4.29a). Instead, the data

fitted well to a double exponential function

f2(x) = A1e
−x
t1 + A2e

−x
t2 + y0, (4.10)

leading to a much better R-squared parameter of 0.999 (Figure 4.29b). These fittings

indicate a bimodal relaxation process in monolayer graphene, characterized by a rapid

relaxation phase (t1 = 0.15 ± 0.02 hours) and slow phase (t2 = 6.94 ± 0.33 hours) for

the excitation power of 500µW. The slower phase may be associated with wrinkles that

are “pinned” to defects in the underlying substrate, as it has been previously observed

that the activation barrier for wrinkle relaxation for such pinned wrinkles is higher

in comparison with those that are formed in regions of the substrate that are free of

defects.[241] Therefore, the pinned wrinkles will relax slower than the wrinkles which

appear in defect-free regions, giving rise to the double exponential relaxation process

observed in Figure 4.29b.
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Figure 4.29: Exponential curve fitting of the conductance relaxation for l = 2 and
500µW power with (a) single exponential function (equation 4.9) and (b) double
exponential function (equation 4.10). The R-squared parameter (Rsq) is indicated

at the top right corner.

Raman spectroscopy and AFM were used in order to prove that the reduction in

conductance is due to physical deformations caused by the orbital angular momentum

of the beam. Recall that the Raman spectrum of contains primarily two bands, the G-

(1590 cm−1) and 2D- (2685 cm−1) bands.[222] For a flat monolayer graphene sample,

which is well-ordered, the G-band is less intense than the 2D-band,[223, 230] as it is

observed in this work before the sample is illuminated by the LG beam. Raman mapping

of the 90 µm× 90 µm monolayer graphene of the GFET was collected using the G-band

wavelength. As shown in Figure 4.30a, some spatial heterogeneity was observed before

illumination with the LG beam. As illustrated in Figure 4.30b, Raman maps collected

after LG beam illumination show a blue shift at the illuminated area, which has been

attributed to strain in the sample in previous studies.[242] Importantly, however, is

that the G/2D intensity ratio increases at the illuminated area, as well as showing the

appearance of the D-band (∼1350 cm−1). These two observations combined have been

attributed to the appearance of wrinkles in monolayer graphene in previous studies,[223,

230, 243] and they are consistent with the conductance measurements done in this work,

as wrinkles are also known to decrease the electrical conductivity of graphene.[205, 240]
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Additionally, it can be noticed that both the G-band and 2D-bands are blue shifted.

This is not related to the appearance of wrinkles, instead it may indicate doping effects.

This could be investigated further by studying the relative blue shifts between the G-

and 2D-bands.[244]

Figure 4.30: Effects of LG beam illumination in Raman scattering from monolayer
graphene. (a,b) Raman mapping of the G-band before (a) and after (b)

illumination with an LG (l = 2) beam. The approximate position of the illuminated
area is indicated with a white dotted circle. (c) Raman spectra of illuminated

(black) and non-illuminated areas collected at the positions depicted with a black
and green circles in (b), respectively. Figure taken from reference [126].

It was observed that the Raman spectrum of the monolayer graphene relaxed back

to that corresponding to a flat, ordered state of graphene after a relaxation period of

48 hours. As depicted in Figure 4.31, the D-band was almost indistinguishable and the

G/2D ratio returned to the original value of less than 1.

115



Chapter 4: Controlling the morphology and properties of 2D monolayers with optical
angular momentum

Figure 4.31: Raman spectra at the illuminated area with an LG beam after a
relaxation period of 48 hours (black) compared to that outside the illuminated area

(green). Figure taken from reference [126].

For reference, the same experiment was conducted by illuminating the monolayer

graphene in the GFET with a Gaussian (l = 0) beam, which carries no orbital angular

momentum. In contrast to the observations with LG beams, illumination with the Gaus-

sian beam had no significant effect on the Raman scattering, as shown in Figure 4.32.

The Raman maps showed no evidence of an increase in the G/2D ratio, or a significant

appearance of the D-band at the illuminated area, indicating no evidence for wrinkling

of the film with a Gaussian beam.
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Figure 4.32: Effects of Gaussian beam illumination in Raman scattering of
monolayer graphene. (a,b) Raman mapping of the G-band before (a) and after (b)

illumination with a Gaussian (l = 0) beam. The approximate position of the
illuminated area is indicated with a white dotted circle. (c) Raman spectra of

illuminated (black) and non-illuminated areas collected at the positions depicted
with a black and green circles in (b), respectively. Taken from reference [126].

AFMwas then used to understand the morphological changes in monolayer graphene

after illumination with LG beams and prove the enhancement of intrinsic wrinkles in the

sample. The AFM images collected before illuminating showed the presence of intrinsic

wrinkles, which are well-established in the literature to be caused by the fabrication

technique, CVD.[232, 233, 245] AFM collected after illumination with LG beams show

that the LG beam caused the pre-existing wrinkles to increase in height, causing the

overall root-mean-square roughness, RRMS, of the whole image to increase. No notable

new wrinkles can be seen in the image, so the increase in roughness is solely dictated

by the enhancement of pre-existing wrinkles. This is shown in two examples of areas

illuminated with LG beams (Figures 4.33 and 4.34). In particular, the RRMS parameter

increases by 267% and 275% in Figure 4.33 and 4.34, respectively. By tracing a 1D

horizontal line of the roughness in both examples, it is clear that the size of the wrinkles

has increased.

The same experiment was repeated illuminating monolayer graphene with a Gaus-

sian beam which carries no orbital angular momentum. In contrast to the observations

with LG beams, illumination with a conventional Gaussian beam had no significant

effect on the pre-existing wrinkles. As shown in Figures 4.35 and 4.36, no significant

increase in the amplitude of the wrinkles or the morphology of the surface was found
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in the illuminated areas. Therefore, AFM shows that LG beams are capable to amplify

the existing wrinkles compared to a conventional Gaussian beam.

Since the topological charge of the spiral phase plate is fixed, it was not possible to

vary the applied torque by varying the topological charge. However, it is possible to vary

the applied torque by changing the relative sign between SAM and OAM, which changes

the total angular momentum content of the beam. In the next experiments, the effects

of spin-orbital interaction were investigated by using beams carrying some combination

of SAM and OAM, and again the morphological changes were probed with AFM. In

many experiments across the literature, it has been demonstrated that SAM and OAM

can be added together or be subtracted, increasing and decreasing the resulting torque

accordingly (see § 2.3.2 about optical spanners). Therefore, we used beams carrying

both orbital angular momentum (OAM, l = +2) and different values of spin angular

momentum (SAM, σ = −1, 0, + 1), resulting in total angular momentum j = l + σ

values of +1 (l = +2, σ = −1), +2 (l = +2, σ = 0), and +3 (l = +2, σ = +1).

In these experiments, the relative signs of OAM and SAM had to be determined (see

§ 4.2.2). Additionally, circularly-polarized Gaussian beams (l = 0), which only carry

spin angular momentum (σ = ±1, j = ±1), were also investigated.

The relative ability of these beams to increase the wrinkles in monolayer graphene

was again monitored with AFM. No change in surface roughness or amplitude of the pre-

existing wrinkles was found for total angular momentum of j = ±1, in both circularly-

polarized Gaussian beams (σ = ±1, l = 0) and antiparallel combination of SAM and

OAM in circularly-polarized LG beam (σ = −1, l = +2). However, the AFM images

clearly show a correlation between an increase in the roughness parameter RRMS and the

total angular momentum j (Figures 4.37 and 4.38), which indicates that the wrinkles are

enhanced more when SAM and OAM have the same sign, and therefore the magnitude

of the effect scales with the total angular momentum of the beam.

118



C
h
a
p
ter

4
:

C
o
n
tro

llin
g
th
e
m
orp

h
o
lo
g
y
an

d
p
rop

erties
of

2D
m
on

olayers
w
ith

op
tical

a
n
gu

la
r
m
o
m
en
tu
m

Figure 4.33: (a,b) AFM scan before (a) and after (b)
linearly-polarized LG beam (l = 2) illumination, with the RRMS of
the imaged area shown in the bottom left corner. (c,d) Roughness

and waviness profiles across the white cut line in (a) and (b),
respectively. RRMS and WRMS are shown in the bottom left corner.

Taken from reference [126].

Figure 4.34: (a,b) AFM scan before (a) and after (b)
linearly-polarized LG beam (l = 2) illumination, with the RRMS of
the imaged area shown in the bottom left corner. (c,d) Roughness

and waviness profiles across the white cut line in (a) and (b),
respectively. RRMS and WRMS are shown in the bottom left corner.

Taken from reference [126].
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Figure 4.35: (a,b) AFM scan before (a) and after (b)
linbearly-polarized Gaussian (l = 0) illumination, with the RRMS of
the imaged area shown in the bottom left corner. (c,d) Roughness

and waviness profiles across the white cut line in (a) and (b),
respectively. RRMS and WRMS are shown in the bottom left corner.

Taken from reference [126].

Figure 4.36: (a,b) AFM scan before (a) and after (b)
linearly-polarized Gaussian (l = 0), with the RRMS of the imaged

area shown in the bottom left corner. (c,d) Roughness and
waviness profiles across the white cut line in (a) and (b),

respectively. RRMS and WRMS are shown in the bottom left corner.
Taken from reference [126].
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Figure 4.37: (a,b) AFM scan before (a) and after (b)
circularly-polarized LG beam (σ = −1, l = 2) illumination, with the
RRMS of the imaged area shown in the bottom left corner. (c,d)
Roughness and waviness profiles across the white cut line in (a)
and (b), respectively. RRMS and WRMS are shown in the bottom

left corner.

Figure 4.38: (a,b) AFM scan before (a) and after (b)
circularly-polarized LG beam (σ = +1, l = 2) illumination, with the
RRMS of the imaged area shown in the bottom left corner. (c,d)
Roughness and waviness profiles across the white cut line in (a)
and (b), respectively. RRMS and WRMS are shown in the bottom

left corner.
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Figure 4.39: (a,b) AFM scan before (a) and after (b)
circularly-polarized Gaussian (σ = −1, l = 0) illumination, with the
RRMS of the imaged area shown in the bottom left corner. (c,d)
Roughness and waviness profiles across the white cut line in (a)
and (b), respectively. RRMS and WRMS are shown in the bottom

left corner.

Figure 4.40: (a,b) AFM scan before (a) and after (b)
circularly-polarized Gaussian (σ = +1, l = 0) illumination, with the
RRMS of the imaged area shown in the bottom left corner. (c,d)
Roughness and waviness profiles across the white cut line in (a)
and (b), respectively. RRMS and WRMS are shown in the bottom

left corner.
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To conclude from the AFM images, it has been demonstrated that the magnitude of

the morphological changes, that is, the increase in amplitude of the pre-existing wrinkles

in monolayer graphene, is correlated to the total amount of angular momentum and

torque generated by angular momentum beams. A summary of the change in RRMS for

all the beams used, in comparison with the angular momentum fluxes predicted by the

simulations from Chapter 3, can be seen in Figure 4.41. The figure shows that no change

in RRMS is produced with linearly or circularly-polarized Gaussian beams, all of which

carry no orbital angular momentum. In contrast, the change in roughness correlates

with the increase in total angular momentum for linearly and circularly-polarized LG

beams.

Figure 4.41: Simulated angular momentum fluxes obtained in Chapter 3 and
experimental root-mean-square roughness variation, ∆RRMS, after illuminating

monolayer graphene with beams carrying different amounts of angular momentum
j. Top row: Gaussian (l = 0) beams. Bottom row: LG (l = 2) beams. Adapted from

reference [126].

In summary, the results from Raman spectroscopy and AFM demonstrate that

beams carrying orbital angular momentum increase the size of pre-existing wrinkles,

and rationalise the decrease in the conductance of the GFET, as wrinkles decrease the

conductance.[205, 240]
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4.3.2 Monolayer WS2

Wrinkling of 2D materials by orbital angular momentum beams was further illus-

trated via photoluminescence spectroscopy of another common 2D material, monolayer

WS2.

CVD-grown full coverage monolayer WS2 on sapphire (Al2O3) showed strong red

photoluminescence upon excitation with 532 nm laser (Figure 4.42a). The peak due to

PL emission from monolayer WS2 is found at about 2.01 eV (Figure 4.42b). The peak is

asymmetric and peak deconvolution shows that the spectrum is composed of a neutral

exciton (X0) and a broader trion (T ) component at an energy lower than the neutral

exciton (Figure 4.42c). Some other peaks are observed below 1.9 eV, with an intense

peak at 1.78 eV dominating the spectrum. These are attributed to the PL from the

sapphire substrate.[246]

Figure 4.42: PL spectrum of CVD-grown monolayer WS2 on Al2O3 substrate. (a)
Image taken with a camera of the red photoluminescence emitted upon exciting
monolayer WS2 with a 532 nm laser. (b) Example of PL spectrum showing the

characteristic emission of monolayer WS2 (red square) and sapphire Al2O3

substrate (yellow square). (c) Fitted PL spectrum of monolayer WS2 with two
Gaussian components corresponding to the neutral exciton X0 (green) and trion T

(red) emissions.

In the first instance, the effects of OAM in the CVD-grown monolayer are presented.

The induction of wrinkles in WS2 was inferred from differences in PL spectra collected

during illumination with LG and Gaussian beams. The sample was illuminated with

a Gaussian beam (l = 0), LG beam (l = 4) and Gaussian beam (l = 0) after having

applied OAM to the sample. As a reference, two consecutive spectra were collected
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with a Gaussian beam to make sure that the sample was not changing over time be-

fore applying any OAM. As seen from Figure 4.43a, no change is observed in the two

consecutive spectra collected with a Gaussian beam, which indicates that the emission

is not changing over time. In Figure 4.43b it can be observed that OAM causes a red

shift of the PL spectrum. Illuminating the sample with a Gaussian beam after OAM

is applied showed that, qualitatively, the peak returned almost to the original position,

but some red shift still remains in the sample (Figure 4.43c).

The spectra were fitted with two Gaussian components to quantitatively determine

the shift, and it was found that OAM decreases the energy position of the neutral

exciton X0 by 6.09 meV. Once the effect of OAM stops, the energy positions increases

by 4.56 meV, so the peak returns to 75% of the original position (Figure 4.43g). The

same effect was observed for the trion peak but to a smaller extent (Figure 4.43h).

Upon addition of OAM, the energy position of the trion peak decreases by 2.57 meV

and increases by 0.95 meV after OAM is removed. Furthermore, it is noted that upon

addition of OAM, the T/X0 ratio increases from 0.87 to 0.92, indicating that the trion

emission has been enhanced with OAM. After removing OAM, the T/X0 ratio decreases

back to 0.85. This has been marked with horizontal lines to guide the eye in the

changes of the relative emission of the neutral exciton and trion emission, where it is

clearly observed that the trion and neutral exciton emissions are enhanced and reduced,

respectively, upon addition of OAM (Figure 4.43d-f).
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Figure 4.43: Effects of OAM in the PL spectrum of CVD-grown monolayer WS2

upon illumination with LG beams. (a) Reference spectra with no OAM (red) and
before OAM is introduced (black). (b) Spectrum collected with OAM l = 4 (red)
compared to the spectrum before OAM (black). (c) Spectrum collected with a

Gaussian beam after OAM (red) and before OAM (black). (d-f) Gaussian fits for
the red spectra shown in (a-c), respectively. The green and red horizontal lines

show changes in neutral exciton (X0) and trion (T ) emissions, respectively, and the
T/X0 intensity ratio is indicated at the top right corner of each panel. (g,h)

Obtained energies from the fittings shown in panels (d-f) for the neutral exciton X0

(g) and trion T (h) before, during and after illumination with LG beams. Figure
taken from reference [126].

The experiment was repeated across multiple sample positions, and it was found that

the magnitude of the red shift varied depending on sample positions. Some examples

where a small red shift was observed are shown in Figures 4.44 and 4.45. Close inspection

reveals that, in both cases, the PL spectrum collected under OAM light illumination

is shifting towards the red, and the red shift is partially removed once the beam is

switched back to a Gaussian beam. The red shift with OAM can be clearly visualized

by taking the spectral difference. In Figures 4.44g and 4.45g, it can be seen that with

no OAM, the difference between two consecutive spectra is flat as no changes in the

sample are occurring with a Gaussian beam. A bisignate shape is observed in the

PL difference spectra when the sample is illuminated with an OAM beam. The peak

occurs at low energy and the dip at higher energy, indicating that the OAM beam is

red shifting the PL emission. After OAM, a smaller bisignate shape is still observed in
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the difference spectrum of Figures 4.44g and 4.45g, indicating that the change imparted

on the sample by the OAM beam partially remained in the material in agreement with

the sample position where a larger shift was observed (Figure 4.43).

Figure 4.44: OAM-induced red shift in other sample positions in CVD-grown
monolayer WS2. (a) Reference spectra with no OAM (red) and before OAM is

introduced (black). (b) Spectrum collected with OAM l = 4 (red) compared to the
spectrum before OAM (black). (c) Spectrum collected with a Gaussian beam after
OAM (red) and before OAM (black). (d-f) Gaussian fits for the red spectra shown
in (a-c), respectively. The green and red horizontal lines show changes in neutral
exciton (X0) and trion (T ) emissions, respectively, and the T/X0 intensity ratio is
indicated at the top right corner of each panel. (g) Difference spectra for panels

(a-c).
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Figure 4.45: OAM-induced red shift in other sample positions in CVD-grown
monolayer WS2. (a) Reference spectra with no OAM (red) and before OAM is

introduced (black). (b) Spectrum collected with OAM l = 4 (red) compared to the
spectrum before OAM (black). (c) Spectrum collected with a Gaussian beam after
OAM (red) and before OAM (black). (d-f) Gaussian fits for the red spectra shown
in (a-c), respectively. The green and red horizontal lines show changes in neutral
exciton (X0) and trion (T ) emissions, respectively, and the T/X0 intensity ratio is
indicated at the top right corner of each panel. (g) Difference spectra for panels

(a-c).

Some other sample positions showed no changes upon illumination with OAM. An

example of these is shown in Figure 4.46. Close inspection reveals that no change can

be seen in the PL spectrum upon addition of the OAM beam. Fitting the spectra with

two components and plotting the energy position of the neutral exciton X0 and T also

shows no significant changes (Figure 4.46g-h).
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Figure 4.46: OAM-induced red shift in other sample positions in CVD-grown
monolayer WS2. (a) Reference spectra with no OAM (red) and before OAM is

introduced (black). (b) Spectrum collected with OAM l = 4 (red) compared to the
spectrum before OAM (black). (c) Spectrum collected with a Gaussian beam after
OAM (red) and before OAM (black). (d-f) Gaussian fits for the red spectra shown
in (a-c), respectively. The green and red horizontal lines show changes in neutral
exciton (X0) and trion (T ) emissions, respectively, and the T/X0 intensity ratio is
indicated at the top right corner of each panel. (g) (h) Changes in the energies for
the neutral exciton X0 and trion T , respectively, obtained from the fittings shown in

subfigures (d-f).

To rationalize why the magnitude of the red shift changes observed depended on

the spot, the sample heterogeneity was considered. It can be seen from the fitted

spectra that the energy positions and the full width half maximum (FWHM) vary across

different sample positions. In particular, the energy position of the neutral exciton

(X0) falls within the range 2010.4− 2014.3 meV, and that of the trion (T ) is 1994.5−

2001.5 meV. The obtained ranges for the FWHM of X0 and T are 31.0− 35.0 meV and

68.3− 76.8, respectively (Figure 4.47).
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Figure 4.47: Sample heterogeneity in CVD-grown monolayer WS2. (a) Energy
positions (meV) of the neutral exciton and trion across different sample positions.

(b) FWHM of the neutral exciton and trion across different sample positions.

It was found that the red shift caused by the OAM beam is correlated to the

T/X0 ratio of the illuminated sample position, as depicted in Figure 4.48. Particularly,

the positions within the sample with the smallest T/X0 ratio (0.87 ± 0.01) lead to a

largest shift with OAM. Positions with an initially high T/X0 ratio (1.20±0.02) do not

experience any shift at all. In summary, if the trion emission of the illuminated spot is

low, it is easier to distort the sample with the OAM beam.

Figure 4.48: Shift caused by OAM in the neutral exciton (X0) energy position as a
function of the initial T/X0 intensity ratio in CVD-grown monolayer WS2. Figure

taken from reference [126].
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It may be argued that the differences that we see are due to a change in the power

density on converting a Gaussian to an LG beam. However, power-dependent mea-

surements using a Gaussian beam showed no change in the PL spectrum. As shown in

Figure 4.49, energy position of X0, T and T/X0 intensity ratio remained unaffected for

different excitation powers, in agreement with what it has been reported in the literature

for as-grown monolayer WS2 on a sapphire substrate.[234].

Figure 4.49: (a) Power-dependent PL spectrum of CVD-grown monolayer WS2. (b)
Fitted spectrum of subfigure (a).

From Figure 4.49 it can be concluded that the red shift and increase in the T/X0

intensity ratio in the PL spectrum of CVD-grown monolayer WS2 cannot be attributed

to a change in the power density of the beam, and hence it is due to the OAM of the

LG beam. The results presented here agree with the increase of wrinkle amplitude,

as a red shift and trion emission enhancement has been observed due to out-of-plane

deformations in monolayer TMDCs.[131] The magnitude of the change correlates with

the initial trion emission of the sample. In particular, sample positions with initial low

trion emission are found to be more sensitive to the OAM in comparison with positions

with an initial high trion emission. This suggests that, as trion emission is enhanced

by out-of-plane deformations in CVD-grown monolayers,[131] the areas of the sample

which have an initial high trion emission have a larger wrinkle density, and therefore it

is more difficult to induce changes in the wrinkles. In an analogous manner, the areas

of the sample with a low trion emission have wrinkles with smaller amplitude and they

are easier to distort with the OAM beam.
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The same experiments were also performed using exfoliated monolayer WS2 flakes

on SiO2/Si. In this section, due to the long exposure time (3s) and low power used

(10µW), a large amount of γ-rays appeared in the spectrum. A MATLAB code was

developed (Appendix B) to remove the γ-rays without modifying the spectrum. An

example of how the γ-ray removal procedure operates is shown in Figure 4.50.

Figure 4.50: Example of γ-ray removal from the spectrum using the MATLAB code
developed in Appendix B.

A red shift and enhanced trion emission was observed although, in a way similar

to the CVD-grown sample, the magnitude of the effect varied across different flakes.

The most prominent change observed is shown in Figure 4.51. As a reference, two

consecutive spectra were collected with a Gaussian beam to make sure that the sample

was not changing over time before applying any OAM. As seen from Figure 4.51a, no

change is observed with a Gaussian beam. In Figure 4.51b it can be observed that

OAM causes a red shift and increase in the trion emission in the lower energy side of

the spectrum. Illuminating the sample with a Gaussian beam 10 minutes after OAM is

applied showed that, qualitatively, the red shift and enhanced trion emission remained

in the sample (Figure 4.51c), but the PL returns to almost the original state after 2

hours, although some of the red shift still remains in the sample (Figure 4.51d).
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Figure 4.51: Effects of OAM in the PL spectrum of exfoliated WS2 flakes upon
illumination with LG beams. (a) Reference spectra with no OAM (red) and before
OAM is introduced (black). (b) Spectrum collected with OAM l = 4 (red) compared

to the spectrum before OAM (black). (c,d) Spectrum collected with a Gaussian
beam 10 minutes (c) and 2 hours (d) after OAM (red), compared to before OAM
(black). (e-h) Gaussian fits for the red spectra shown in (a-d), respectively. The
green and red horizontal lines show changes in neutral exciton (X0) and trion (T )
emissions, respectively, and the T/X0 intensity ratio is indicated at the top right
corner of each panel (j) Changes in the energy of the neutral exciton X0 obtained
from the fittings shown in subfigures (e-h). Figure taken from reference [126].

The magnitude of the effect due to OAM varied across different flakes. Another

example where a red shift was observed is presented in Figure 4.52.
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Figure 4.52: OAM-induced red shift in another exfoliated monolayer WS2 flake. (a)
Reference spectra with no OAM (red) and before OAM is introduced (black). (b)
Spectrum collected with OAM l = 4 (red) compared to the spectrum before OAM

(black). (c) Spectrum collected with a Gaussian beam after OAM (red) and
compared to before OAM (black). (d-f) Gaussian fits for the red spectra shown in
(a-c), respectively. The green and red horizontal lines show changes in neutral

exciton (X0) and trion (T ) emissions, respectively, and the T/X0 intensity ratio is
indicated at the top right corner of each panel.

Note that the experiment was also repeated with opposite topological charge (l =

−4), and the same result was obtained, as shown in Figure 4.53.
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Figure 4.53: OAM-induced red shift in another exfoliated monolayer WS2 flake
collected with opposite topological charge (l = −4). (a) Reference spectra with no
OAM (red) and before OAM is introduced (black). (b) Spectrum collected with
OAM l = −4 (red) compared to the spectrum before OAM (black). (c) Spectrum
collected with a Gaussian beam after OAM (red) and compared to before OAM
(black). (d-f) Gaussian fits for the red spectra shown in (a-c), respectively. The
green and red horizontal lines show changes in neutral exciton (X0) and trion (T )
emissions, respectively, and the T/X0 intensity ratio is indicated at the top right

corner of each panel. Figure taken from reference [126].

Finally, there were some flakes where the spectrum did not shift at all with OAM

(Figure 4.54).
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Figure 4.54: OAM-induced effects in another exfoliated monolayer WS2 flake. (a)
Reference spectra with no OAM (red) and before OAM is introduced (black). (b)
Spectrum collected with OAM l = 4 (red) compared to the spectrum before OAM

(black). (c) Spectrum collected with a Gaussian beam after OAM (red) and
compared to before OAM (black). (d-f) Gaussian fits for the red spectra shown in
(a-c), respectively. The green and red horizontal lines show changes in neutral

exciton (X0) and trion (T ) emissions, respectively, and the T/X0 intensity ratio is
indicated at the top right corner of each panel.

From the data obtained across different flakes, it can be deduced that the shift

with OAM correlates with the initial position of the neutral exciton X0. In particular,

flakes where the initial position of the neutral exciton was high experienced a larger

red shift with OAM compared to the flakes where the intial position of the X0 was low

(Figure 4.55).
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Figure 4.55: Shift caused by OAM in the neutral exciton (X0) energy position of
different exfoliated monolayer WS2 flakes as a function of the initial position of the

neutral exciton X0. Figure taken from reference [126].

To rationalize this observation, the power-dependent PL of exfoliated flakes is dis-

cussed. As opposed to CVD-grown monolayer WS2, it was found that exfoliated mono-

layer flakes have low trion emission at low power and large trion emission at high power

(Figure 4.56), in agreement with the literature.[247] The measurements with OAM were

done at low power, hence suggesting that the strain levels are controlled by the position

of the band gap, as demonstrated by Figure 4.55. This agrees with previous studies

where strain release occurred after transferring a grown sample to a different substrate,

with low strain levels being manifested with an increase of the energy position.[234]
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Figure 4.56: (a) Power-dependent PL spectrum of exfoliated monolayer WS2 flakes.
(b) Fitted spectrum at high power. (c) Fitted spectrum at low power. At low

power (10µW), the spectrum is dominated by the neutral exciton. Increasing the
power density results in an enhanced trion emission, in agreement with previous

studies.[247]

Due to the power-dependency of Figure 4.56, the red-shift and trion enhancement

due to OAM cannot be produced by a change in the power density on converting a

Gaussian to an LG beam. As demonstrated in the simulations of Chapter 3, LG beams

have lower power density, and according to Figure 4.56 this would produce lower trion

emission, which does not agree with OAM inducing an enhancement of the trion emis-

sion.

To strengthen the argument of OAM being the cause of the red shift and trion

enhancement one must rule out the possibility that the mechanical effects are due to

laser heating. Laser heating was already ruled out in Chapter 3, as LG beams have

lower power density and therefore they induce lower temperature rises compared to

Gaussian beams. For completeness, temperature-dependent PL spectra were measured

in both the CVD-grown and exfoliated samples. Heating the sample caused different
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spectral changes to those produced by an LG beam. In particular, the overall PL

spectrum in the CVD-grown sample red shifted (Figure 4.57a) but the neutral exciton

and trion red shifted at the same rate with increasing temperature (Figure 4.57b). This

is in contrast with our observations with OAM, where there was a greater shift for the

neutral exciton. In addition, the T/X0 intensity ratio did not vary over a temperature of

up to 30 degrees (Figure 4.57c). The same reasoning applies for the exfoliated monolayer

flake (Figure 4.57d-f).

Figure 4.57: (a-c) Temperature-dependent PL in CVD-grown monolayer WS2. (a)
PL spectrum. (b) Energy positions of neutral exciton (black) and trion (red). (c)
T/X0 intensity ratio. (d-f) Temperature-dependent PL in exfoliated monolayer

WS2. (d) PL spectrum. (e) Energy positions of neutral exciton (black) and trion
(red). (f) T/X0 intensity ratio. Figure taken from reference [126].

To summarize this section, the red shift and trion enhancement observed upon illu-

mination with OAM is attributed to the torque imparted by the beam on the material,

which locally is causing the material to strain. As in the case of graphene, the PL data

supports the induction of wrinkles in 2D monolayers. Note that, due to the faster re-

laxation times compared to graphene, it was not possible to monitor the wrinkles with

AFM.

Finally, it is noted that the relaxation times to return to the original state are differ-

ent for the two different monolayers WS2 studied. This is likely to be due to monolayer-
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substrate interactions, as frictional forces have been proved to strongly correlate to the

properties of the substrate upon which the 2D material is grown/deposited.[241] The

longer relaxation times in silicon correlate with its larger friction coefficient (≈0.4)[248]

in comparison with sapphire substrate (≈0.2).[249]

4.4 Conclusions

Strain engineering has emerged in recent years as a means to tune the properties of

2D materials by applying strain to the sample. Even though 2D materials have a large

Young’s modulus,[250] making graphene the strongest material ever found,[143] out-of-

plane deformations such as wrinkles require minimal forces[159, 160] and are formed

intrinsically even after material fabrication.[232, 233, 245]

In this chapter, a novel, non-contact and all-optical method exploiting the small op-

tical forces generated by a laser beam is used to induce out-of-plane deformations in 2D

materials. The method is based on angular momentum transfer between a light beam

and an absorbing medium. This has been exemplified using two well-known examples

of 2D materials, namely monolayer graphene and monolayer WS2. Spatial and dynamic

control of their properties at the illuminated areas has been achieved; in particular,

control of the conductance in graphene and band gap in WS2 has been accomplished.

From AFM it has been inferred that the changes are attributed to an increase in the

amplitude of pre-existing wrinkles in the monolayer. Therefore, another possible ap-

plication where optical angular momentum can act as an optical spanner has been

developed here, and the work in this chapter has established the foundations for optical

strain engineering of 2D materials. The method is limited by sample heterogeneity and

monolayer-substrate interactions, although this is predicted to improve with the rapid

developments in spatial homogeneity in the growth of 2D materials.[251]

Looking forward, other applications of optical strain engineering can be envisaged.

For example, in the twist angle of 2D bilayers, which strongly affects their properties and

it is a topic of growing interest.[252–256] Furthermore, other momentum distributions,
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such as Hermite-Gaussian modes, could be explored for strain photopatterning.
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Chapter 4: Summary

Figure 4.58: Chapter 4 concept figure. Taken from reference [126].

Key findings:

• Wrinkles are amplified with optical orbital angular momentum.

• Optical and electronic properties are tuned by the morphological changes

caused by angular momentum.

• A non-contact, all-optical and reversible mechanism has been developed to

tune the morphology and properties of 2D materials.
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Chapter 5

Dynamic optical activity control in

chiral metamaterials with optical

angular momentum

5.1 Introduction

Chirality, the property of lacking mirror symmetry, is a defining feature of both phys-

ical structures and light.[82] While chiral objects derive their handedness from geometric

asymmetry, light with angular momentum exhibits chirality through helical polariza-

tion and/or phase front structure. Light beams which combine spin angular momentum

(SAM) and orbital angular momentum (OAM) expand the toolkit for manipulating

chiral light-matter interactions. Unlike circularly-polarized light, which carries a fixed

SAM of ±ℏ per photon,[29, 257] OAM encodes any integer multiples of ±lℏ angular

momentum per photon[5] in addition to their SAM, introducing new ways to control

and engineer interactions at the nanoscale.[90, 104, 258–260]

Circular dichroism (CD), a hallmark of optical activity, describes the differential ab-

sorption of left- and right-handed circularly polarized light by a material.[82] CD can be

used to investigate and detect chiral material such as protein secondary structure,[261,

262] DNA,[263, 264] molecular aggregates[265] and others.[266, 267] Chiral interactions
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originate from the coupling of an electric dipole (E1) with either a magnetic dipole (M1)

or an electric quadrupole (E2), giving rise to either E1M1 interactions or E1E2 inter-

actions. The first type of interactions are more common, as the latter average to 0 for

isotropic (randomly-oriented) samples and therefore require some degree of anisotropy

to be observed.[86, 87]

Traditionally, optical activity has been dictated by the intrinsic symmetry and ge-

ometry of a system and it is limited to optically active modes. Higher-order modes,

which are non-dipolar and optically dark, do not independently contribute to optical

activity under standard excitation conditions. While these modes have been exploited

in static systems through structural engineering and design,[268–271] their dynamic

manipulation remains largely unexplored.

This chapter demonstrates how light beams carrying different combinations of SAM

and OAM can be used to control optically active bright and dark modes, providing a

mechanism for dynamically engineering optical activity. The main idea behind this

work is based on the fact that Laguerre-Gaussian beams and their associated OAM

can directly excite higher-order dark modes, such as electric quadrupoles, due to their

superior field gradient compared to Gaussian beams.[90, 99] Dynamic manipulation

of optical activity is achieved by selectively exciting higher-order modes which can

couple to optically active modes, modulating the chiroptical response thereby. The effect

is investigated via numerical simulations and experimental dichroisms measurements

across the entire visible range in chiral shuriken-shaped metamaterials, under both the

weakly- and tightly-focused regimes.

5.1.1 Chiral metamaterials

Metamaterials are a periodic arrangement of nanostructures of a specific shape

with a unit cell typically smaller than the wavelength of light. When light impinges

on metamaterials new properties that go beyond those of the constituent unit cells

arise, somewhat related to the famous Aristotles’ quote ‘The whole is greater than the
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sum of its parts’. Unusual properties that have been achieved using metamaterials

include electromagnetically-induced transparency (EIT)[272, 273] and negative refrac-

tive index,[274–277] and therefore they find applications in slow-light devices,[278, 279]

refractive index sensing[280, 281] and biosensing.[116, 282] Some examples of metama-

terials are depicted in Figure 5.1.

Figure 5.1: (a) Example of a metamaterial (scale bar: 100 µm). Each unit cell is
composed of a cut wire (bright mode) and split-ring resonators (dark mode) and

their corresponding transmission spectra are shown in pink and orange, respectively.
The bright mode interacts with the light (dip in transmission spectrum), whereas

the dark mode does not. When both resonators are placed together the
transmission spectrum shows an electromagnetically-induced transparency (EIT)

window (green), as the bright mode radiation is suppressed by the near-field
coupling to the dark mode (electric quadrupole shown in the black square). Figure

adapted from reference [272]. (b) Chiral plasmonic (gold-made) shuriken
metamaterials used in this work (scale bar: 1 µm) The reflectivity, collected in

water, shows the equivalent of EIT in plasmonic metamaterials: plasmonic-induced
reflectance (PIR). In this case, a spin-dependent (LCP or RCP) PIR is observed for

LH (red) and RH (blue) structures. Reflectivity taken from reference [283].

EIT is a phenomenon that was initially observed in atoms and it arises because of

destructive interference between two excitation pathways.[284, 285] In metamaterials

EIT arises because of near-field coupling between bright and dark modes.[272, 286] A

bright mode is a mode that can be excited directly by the light, for example an electric

dipole, and a bright mode resonator is a structure that supports a bright mode, for
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example the cut wire shown in Figure 5.1a. A dark mode is a mode that cannot be ex-

cited directly by the light under ordinary conditions, for example an electric quadrupole.

Equivalently, a dark mode resonator is a structure that supports a dark mode, for exam-

ple the split-ring resonator in Figure 5.1a. As shown in Figure 5.1a, if both resonators

exist independently of each other one finds that only the bright mode can be excited.

When both resonators are placed together, the bright mode can excite the dark mode

via near-field coupling, destructive interference occurs so the radiation from the bright

mode is suppressed, resulting in a transparency window (EIT). Classical models based

on coupled oscillators are frequently used to obtain information about the system.[272,

283, 287]

Figure 5.1b shows the chiral shuriken-shaped metamaterials used in this work. As

shown in the reflectance spectra, chiral shuriken metamaterials support the equivalent

of EIT in plasmonics, that is, plasmonic-induced reflectance (PIR). The shurikens are

chiral as each unit cell contains a shuriken structure that can be left- or right-handed.

Owing to its chirality, helicity-dependent PIR has been observed,[283] as depicted in

Figure 5.1b.

The chirality in chiral metamaterials can arise because of different reasons. One

of them is because the unit cell itself is chiral, as in the example of Figure 5.1b and

gammadion structures,[116, 288] which are chiral planar metamaterials, or metamate-

rials composed of 3D helical structures.[289, 290] Another method is to arrange achiral

components in a chiral fashion, for example twisted nanorods,[291, 292] Moiré chiral

metamaterials[293] and others.[294] All these chiral metamaterials have in common that

they are able to enhance the electric field by several orders of magnitude[295] and create

superchiral hot spots,[296] which can greatly enhance the sensitivity towards the detec-

tion of chiral media.[116, 297] Even though a large amount of studies have been carried

out regarding the interaction between circularly-polarized light and metamaterials,[283,

298, 299] there are not many studies regarding how the orbital angular momentum of

light can interact with metamaterials. Arikawa et al. studied the effects of optical angu-

lar momentum in periodic plasmonic and non-chiral disks and proved the excitation of
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different multipolar modes with varying SAM and OAM combinations, which changes

the total angular momentum.[300] Liu et al. have achieved a large helical dichroism in

chiral twisted metamaterials for varying topological charges and fixed wavelength.[301]

Furthermore, they established that the HD can be largely modulated with the structural

design.[301]

In the present chapter, we achieve dynamic tuning of the chiroptical response of

shuriken metamaterials without the need of structural design. The work investigates

the interaction between different combinations of SAM and OAM and chiral shuriken

metamaterials over the visible range. The effect is studied under both the weakly-

and tightly-focused regimes and this work establishes OAM as a potential route to

dynamically modify the optical activity of the shuriken structures.

5.2 Experimental methods

5.2.1 Sample fabrication and characterization

Chiral shuriken-shaped nanoindentations were fabricated at the University of Glas-

gow using an injection moulding technique as described in detail by Gadegaard et al.[302]

An injection moulding machine (ENGEL) was used to fabricate the nanoindentations

first in a polycarbonate substrate.[303] The nanoindentations have a depth of 80 nm

and form part of a periodic array with a periodicity of 720 nm.

Once the nanoindentations were produced and prior to gold evaporation, the sub-

strate slides were cleaned with IPA and dried with N2. After this, a 100 nm of gold

were evaporated onto the clean slides using a commercial e-beam evaporator (Plassys

MEB550S) at a rate of 0.3 nm/s. While the evaporation process takes place, the gold

takes the shape of the nanoindentations. More details about the plasmonic behaviour

of these chiral shuriken-shaped nanoindentations can be found in Karimullah et al.[303]

After fabrication, the shuriken-shaped nanoindentations were characterized with

AFM (see § 4.2.6 in Chapter 4 for more details about the technique). The AFM was

147



Chapter 5: Dynamic optical activity control in chiral metamaterials with optical angular
momentum

performed using a Dimension Icon Atomic Force Microscopy System in ScanAsyst mode

and equipped with a silicon tip (ScanAsyst-Air-HPI). The images were processed using

Gwyddion software. The nanoindentations can be left- (LH) or right-handed (RH) and

have a depth of ≈ 80 nm, as shown in the AFM images of Figure 5.2.

Figure 5.2: Chiral shuriken-shaped nanoindentations after 100 nm of gold are
deposited on a polycarbonate substrate. (a) Schematic of a unit cell. (b) Side view
of the unit cell in (a). (c) AFM images of the left-handed (LH) and right-handed

(RH) nanoindentations (scale bar: 500nm).

5.2.2 Optical-rotatory dispersion measurements

ORDmeasurements were performed at the University of Glasgow using a home-built

polarization microscope system equipped with a 500-9000 nm stabilized light source

(Thorlabs, SLS203F/M). In this case, the beam is Gaussian (l = 0) and is linearly-

polarized (σ = 0). The beam is focused on the sample using a 10X objective (NA=0.3)

and the spectra are measured in a reflection geometry using a spectrometer (Ocean

optics USB4000). The intensity of the reflected light is measured at four different

angles with respect to the input polarization using an analyzer and the ORD spectrum
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in degrees can be calculated as

θ(λ) =
1

2
tan−1

(
I45 − I135
I0 − I90

)
, (5.1)

where I0, I45, I90 and I135 are the reflected intensities at 0◦, 45◦, 90◦ and 135◦ with

respect to the input polarization (Stokes angles).[94]

5.2.3 Generation of angular momentum beams

Beams carrying angular momentum were generated with different combinations of

SAM and OAM across the visible range (500-800 nm) in order to measure the dichroism

spectra (§ 5.2.4). SAM in this chapter was generated using a photoelastic modulator

(PEM). The PEM induces a periodic phase modulation in the beam given by

δ = δ0 sinΩt, (5.2)

where δ0 is the amplitude of phase modulation and Ω the modulation frequency. The

modulation frequency is about 50 kHz, so CPL beams are modulated at high frequency.

This is in contrast with quarter wave plates, the method used to generate SAM in

Chapter 4.

The method to generate LG beams carrying OAM in this chapter involves the use

of a Q-plate. Recall that the transfer of spin angular momentum alone, that is, without

orbital angular momentum transfer, occurs when the medium is anisotropic e.g. bire-

fringent, for example, in a quarter wave plate.[29] In contrast, the transfer of orbital

angular momentum independently of spin occurs when the medium is inhomogeneous

isotropic and transparent, such as spiral phase plates[212] or cylindrical lenses.[43] In

2006, it was discovered that circularly-polarized light can undergo spin-to-orbital conver-

sion after passing through a medium that is both anisotropic and inhomogeneous.[304]

Such a device is referred to as Q-plate and it is made of nematic liquid crystals.[305]
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The underlying principle is that, if we started from a left-circularly polarized beam,

described by the Jones vector [1, +i], the electric field vectors for the incoming and

outgoing beams, Ein and Eout, respectively, are expressed as[304]

Ein = E0

 1

+i

 , (5.3)

Eout = E0e
i2Qϕei2α0

 1

−i

 , (5.4)

where the outgoing beam now has changed spin from ℏ to −ℏ and is now right-circularly

polarized with Jones vector [1, −i]. Furthermore, we can see that the beam has now

acquired an azimuthal phase of 2Qϕ, and therefore has an orbital angular momentum of

2Qℏ per photon.[304] Similarly, if the incoming beam is right-circularly polarized, then

the outgoing beam acquires an orbital angular momentum of −2Qℏ and it becomes left-

circularly-polarized with SAM of +ℏ. The incoming and outgoing electric field vectors

are therefore given by

Ein = E0

 1

−i

 , (5.5)

Eout = E0e
−i2Qϕe−i2α0

 1

+i

 . (5.6)

Q is a number representing the order of the Q-plate. If Q = 1, the outgoing beams have

a topological charge of l = ±2, where total angular momentum conversion has taken

place. In this thesis, a Q-plate made of a liquid crystal and Q = 1/2 (ARCoptix, Inc.)

was used, so the outgoing beam has a topological charge of l = ±1 and the remaining

angular momentum is transferred to the Q-plate itself, in a similar manner to Beth’s
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experiment.[29] Therefore, the outgoing beam after the Q-plate has an antiparallel com-

bination of SAM and OAM (σ = ∓1, l = ±1) and a total AM of 0.

The Q-plate is electrically driven, so it can be turned on and off and the voltage can

be adjusted to produce OAM in a wide range of wavelengths.[306, 307] This is a major

advantage compared to the use of spiral phase plates to generate LG beams in Chapter 4,

as the same spiral phase plate cannot be used for different wavelengths. Instead, the

use of a Q-plate allows to collect dichroism measurements for all the wavelengths and

different combinations of SAM and OAM, depending on whether the Q-plate is on or

off. Similar to the spiral phase plate case in Chapter 4, the Q-plate was mounted in a

xy mount to align the centre of the Q-plate with the optical axis in order to obtain an

optical vortex that is as symmetric as possible.

The dichroism experiments were conducted under weak (NA=0.3) and also tight

(NA=0.95) focusing in air. It is of crucial importance to know how large the beam spot

size is compared to the structure size, so the beam profiles for the l = 0 and l = 1 beams

for the low NA case are shown in Figure 5.3. The Gaussian beam intensity was fitted

to the intensity function[126]

I(ρ) = |E(ρ)|2 = Ae
− 2(ρ−ρ0)

2

w2
0 , (5.7)

where A is an amplitude term, ρ the radial position, ρ0 the peak centre and w0 the

beam waist. From this fitting, a beam waist of w0 = 2.153± 0.016 µm was obtained, as

indicated in Figure 5.3d.
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Figure 5.3: Beam profiles for weakly-focused beams (NA=0.3) at λ = 600 nm. (a)
Image of the Gaussian σ = +1, l = 0 beam. (b) 1D plot across (a). (c) Gaussian fit of
(b), from which the beam waist value indicated above is obtained. (d) Image of the
LG σ = +1, l = 0 beam. (e) 1D plot across (d), with the peak-to-peak distance d

indicated above.

Figure 5.4 shows the beam profiles for circularly-polarized l = 0 and l = 1 beams

for high NA. The extracted beam waist from the Gaussian fitting is w0 = 647± 5 nm,

as indicated in Figure 5.4d. This implies that w0 ≈ λ and therefore the tightly-focused

beams are non-paraxial.
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Figure 5.4: Beam profiles for tightly-focused beams (NA=0.95) at λ = 600 nm. (a)
Image of the Gaussian σ = +1, l = 0 beam. (b) 1D plot across (a). (c) Gaussian fit of
(b), from which the beam waist value indicated above is obtained. (d) Image of the
LG σ = +1, l = 0 beam. (e) 1D plot across (d), with the peak-to-peak distance d

indicated above.

In order to visualize how large the beam is in comparison with the structures for

weak and tight focusing, AFM images with a red circle representing the beam diameter

(taken to be 2w0) are presented in Figure 5.5. The Gaussian beam spot has a diameter

spanning approximately 6 lattice spacings after weak focusing. In the tightly-focused

beam, the Gaussian beam has a diameter spanning slightly less than 2 lattice spacings.
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Figure 5.5: AFM images of the periodic shuriken nanoindentations with the beam
diameter of the Gaussian beam (defined as 2w0) for weak and tight focusing

indicated as a red circle.

5.2.4 Dichroism measurements

Dichroism measurements were performed at Hokkaido University using a home-built

set-up which was built by Shun Hashiyada and Yoshito Tanaka.[218] The set-up collects

the dichroism using various combinations of SAM and OAM across the visible range, as

depicted in Figure 5.6. The set-up employs a collimated white light laser (Superk EVO

EUL-10, NKT Photonics), which operates in the wavelength range 425-2250 nm and

has a maximum power of 0.3 W. A monochromator (SpectraPro HRS-300, Princeton

Instruments) is then used to choose a specific wavelength. After the monochromator,

the beam passes through a beam expander and spatial filter comprised of a first lens

(f1 =50 mm), a pinhole (50 µm) and a second lens (f2 =200 mm).

The beam passes through a linear polarizer so it becomes linearly-polarized. Circularly-

polarized light is then generated using a PEM (II/FS50, HINDS Instruments, Inc.). A

Q-plate (ARCoptix, Inc.) that operates in the wavelength range of 400-1700 nm was

then used to generate the LG beam via spin-orbit conversion, as explained in more

detail in § 5.2.3. The modulated CPL beam enters the Q-plate and SAM is converted

into OAM,[304] so the beam leaving the Q-plate now has OAM and SAM which are
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antiparallel (σ = ∓1, l = ±1).

Figure 5.6: Experimental set-up used to achieve variable angular momentum
modulation across the visible range. PEM: photoelastic modulator; BS: beam

splitter.

In the case where helical dichroism was collected, a linear polarizer was added after

the Q-plate to remove the spin contribution and leave the OAM unaffected, so the beam

is now a linearly-polarized LG beam (σ = 0, l = ±1).

The beam is then focused onto the sample, which is positioned on a piezo stage

(Angstrom Technology Inc.). After reflecting off the sample, the beam is focused into

a photomultiplier tube (H10723-20, Hamamatsu Photonics K. K.) using an achromatic

lens (f =180 mm). The detected signal, Idet, has nΩ components (where n is an integer)

due to the modulation δ = δ0 sinΩt and it is given by[308]

Idet = I(0) + I(Ω) sin (Ωt) + I(2Ω) sin (2Ωt) + ... (5.8)

In our case, we only detect the 0th and 1st harmonic (1Ω) components of the

detected signal,[218] so the detected signal is given by

Idet = I(0) + I(Ω) sin (Ωt), (5.9)
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where

I(0) = I0(T
2
+ + T 2

−){1 + J0(δ0) sin(2ϕ)} (DC signal) (5.10)

and

I(Ω) = I0(T
2
+ − T 2

−)J1(δ0) (AC signal). (5.11)

Jn is an n-th order Bessel function of the first kind and I0 = (ε/8π)E2. In simple terms,

the AC signal contains information about the chirality of the sample, and the DC signal

contains information about the total signal of the sample.

As it can be seen, the DC signal is proportional to the sum of the intensities of the

detected LH and RH beams, whereas the AC signal is proportional to the difference

between the detected intensities of LH and RH beams, and therefore contains the chiral

response by the sample.

As shown in Figure 5.7, the 0-th order Bessel function J0(δ0) is 0 when δ0 = 2.405.

Figure 5.7: Bessel function of 0-th order, J0(x). J0(δ0) = 0 for δ0 = 2.405.

Therefore, by choosing δ0 = 2.405 the sample dichroism can be expressed as
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Dichroism =
T 2
+ − T 2

−

T 2
+ + T 2

−
=

ACSample

J1(δ0)DCSample

. (5.12)

As PEM modulates the signal at high frequency (50kHz), the AC and DC signals

can be detected using a lock-in amplifier (NF corporation, LI5655). The dichroism was

then calculated using equation 5.12.

The extinction (sum of absorption and scattering) is also obtained from AC and

DC signals and it is given by

Extinction = −log10
(

DCSample

DCBackground

)
, (5.13)

where DCBackground is the DC signal of plain gold (outside the chiral nanoindentations).

As the monochromator is used to choose any wavelength, a CD, a helical dichroism

spectrum or a dichroism spectrum with different amounts of SAM and OAM can be

obtained over the visible range by measuring the chiral response at each wavelength.

This process is dynamic, as the Q-plate can be turned on and off to choose the desired

angular momentum.

5.3 Computational methods

Numerical simulations were performed in this chapter using COMSOL Multiphysics

(version 6.2) and the electromagnetic wave frequency domain. COMSOL uses the FEM

method, as outlined in § 3.1.1, to find approximate solutions to Maxwell’s equations.

The incoming beam in the experiments is a focused beam with a either NA= 0.3

or NA=0.95. To implement the focused beam, expressions for all the focused fields

were derived, as explained in detail in the next section (§ 5.4.1). The simulations

were performed with the different combinations of SAM and OAM: circularly-polarized

Gaussian beam (σ±1, l=0), which carries SAM only; linearly-polarized LG beam (σ=0,

l = ±1), which carries OAM only; circularly-polarized LG beam (σ± 1, l = ∓1), where
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SAM and OAM are antiparallel. For completeness, the circularly-polarized LG beam

with parallel combination of SAM and OAM was also simulated (σ ± 1, l = ±1). All

the varying combinations of SAM and OAM are summarized in Table 5.1.

Polarization Intensity profile SAM OAM Total AM
Case 1 Circular Laguerre-Gaussian ±ℏ ∓ℏ 0
Case 2 Circular Gaussian ±ℏ 0 ±ℏ
Case 3 Linear Laguerre-Gaussian 0 ±ℏ ±ℏ
Case 4 Circular Laguerre-Gaussian ±ℏ ±ℏ ±2ℏ

Table 5.1: The different beams which have been simulated in this chapter.

As shown in Figure 5.8, the beam propagates in the negative z direction and it is

focused on a single gold shuriken-shaped nanoindentation placed on a polycarbonate

substrate. The surface of the gold is placed at z = 0. The refractive indices of gold

and polycarbonate were taken from references [309] and [310]. The size of the mesh

elements in the gold span the range 0.44-25 nm. The simulated domain is a sphere

of radius 500 nm + λ/2 and it is surrounded by a perfectly-matched layer (PML) of

thickness λ/2, where λ is the wavelength of the incident light.

Figure 5.8: (a) Simulation model containing a gold shuriken-shaped
nanoindentation. The nanoindentations can be right- or left-handed (only the

right-handed one is shown). Above the gold there is an air domain and below the
polycarbonate substrate. PML: perfectly-matched layers. (b) Side view of the gold

layer.
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In the simulations with focused LG beams it was not possible to include a periodic

structure due to the large computational time for each wavelength. However, another

set of simulations were performed using ports and plane waves, where in this case it

was possible to include the periodicity of the structure. In this set of simulations,

the structure was evenly illuminated everywhere and the beam includes no information

on the transverse characteristics, so OAM could not be included here. Instead, these

simulations were only used to understand what the effect of the periodic array is in

the optical characteristics of the shuriken for SAM only. The model used for these

simulations is shown in Figure 5.9. The model includes two PML layers above and

below the input and output ports, respectively. To account for the periodicity of the

structure, the width of the gold layer was set to the periodicity of the structure (720 nm)

and periodic boundary conditions (Floquet periodicity) were applied in the x and y

directions.

Figure 5.9: (a) Simulation model in the case of periodic structures. PML
(perfectly-matched layers) are placed above and below the input and output ports,
respectively. The model includes Floquet periodicity in the x and y directions. (b)

Side view of the gold layer.

The scattering Asc and absorption cross sections Aabs were extracted from the sim-

ulations using the expressions[291]

Asc =
1

I0

¨
S

Ssc · n̂ dS, (5.14)
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Aabs =
1

I0

˚
V

Q dV. (5.15)

I0 is the intensity of the incident beam, Ssc the Poynting vector of the scattered light, S

a closed surface enclosing the gold layer, n̂ an outward unit vector normal to the surface

S, Q the power loss density in the gold layer and V the volume of the gold layer. The

extinction cross section Aext is the sum of the scattering and absorption cross sections

Aext = Asc + Aabs. (5.16)

The g-factor was calculated using the expression[82]

g-factor = 2
Aσ=+1
ext − Aσ=−1

ext

Aσ=+1
ext + Aσ=−1

ext

. (5.17)

5.4 Results and discussion

5.4.1 Simulated focused beams in free space

The expression that was used to implement Laguerre-Gaussian beams in Chapter 3

is a solution of the paraxial wave equation and it is assumes that the electric field

oscillates mainly in the transverse direction. Nevertheless, the paraxial expression does

not account for the electric longitudinal fields (Ez) when the beam is tightly focused.

In this chapter, the effects of optical angular momentum were studied for both weak

and tight focusing, therefore longitudinal fields cannot be neglected. In this section,

expressions for all the focused fields used in this chapter are derived.

The focused fields were derived following the diffraction theory developed by Richards

and Wolf in reference [311]. This theory is used to describe the electric field of a light

beam after it is focused by a lens. As schematically shown in Figure 5.10, the electric
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field vector will experience a rotation by an angle θ when the beam is refracted by the

lens and the beam will focus at a distance f , where f is the focal length of the lens.

The maximum angle by which the electric field can be rotated is given by θmax, which

can be derived from the numerical aperture NA of the objective as[28]

NA = n sin(θmax), (5.18)

where n is the refractive index of the medium after the objective lens.

Figure 5.10: Electric field transformation by lens focusing. The lens is represented
by a blue surface. In this example, the incoming electric field Einc points along the
x direction, and it is rotated by an angle θ by the lens to give E∞. The lens has a
focal length of f , which defines the radius of the cone of the focused field. An

arbitrary point on the lens surface is marked as (x∞, y∞, z∞).

The rotation of the electric field experienced at the lens can be expressed as a

function of the incident electric field as[22]

E∞ =
[
[Einc · ϕ̂̂ϕ̂ϕ]ϕ̂̂ϕ̂ϕ+ [Einc · ρ̂̂ρ̂ρ]θ̂̂θ̂θ

]√n1

n2

(cos θ)1/2, (5.19)

where E∞ is the refracted electric field at the lens surface. [Einc · ϕ̂̂ϕ̂ϕ]ϕ̂̂ϕ̂ϕ is the component

of the incident field corresponding to s-polarization and [Einc · ρ̂̂ρ̂ρ]θ̂̂θ̂θ that corresponding

to p-polarization. ρ̂̂ρ̂ρ, ϕ̂̂ϕ̂ϕ and θ̂̂θ̂θ are unit vectors, related to the Cartesian unit vectors

as[22]
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ρ̂̂ρ̂ρ = cosϕx̂+ sinϕŷ, (5.20)

ϕ̂̂ϕ̂ϕ = − sinϕx̂+ cosϕŷ, (5.21)

θ̂̂θ̂θ = cos θ cosϕx̂+ cos θ sinϕŷ − sin θẑ, (5.22)

where x̂, ŷ and ẑ are Cartesian unit vectors in the x, y and z directions, respectively.

Then the rotation of the incident electric field vector Einc after refraction by the lens

can be written in Cartesian coordinates as[22]

E∞ =

Einc(θ, ϕ) ·


− sinϕ

cosϕ

0




− sinϕ

cosϕ

0


√
n1

n2

(cos θ)1/2

+

Einc(θ, ϕ) ·


cosϕ

sinϕ

0




cos θ cosϕ

cos θ sinϕ

− sin θ


√
n1

n2

(cos θ)1/2.

(5.23)

For now, we can focus on a polarized beam in the x direction, so Einc is given by

Einc = |Einc|x̂ = |Einc|


1

0

0

 . (5.24)

After vector multiplication in expression 5.23, the x-polarized beam becomes
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E∞(θ, ϕ) =|Einc|
√
n1

n2

(cos θ)1/2[cosϕθ̂̂θ̂θ − sinϕϕ̂̂ϕ̂ϕ]

=|Einc|
√
n1

n2

(cos θ)1/2


cos2 ϕ cos θ + sin2 ϕ

−(1− cos θ) sinϕ cosϕ

− sin θ cosϕ



=|Einc|
√
n1

n2

(cos θ)1/2
1

2


(1 + cos θ)− (1− cos θ) cos(2ϕ)

−(1− cos θ) sin(2ϕ)

−2 sin θ cosϕ

 .
(5.25)

To obtain the final expression in equation 5.25, the trigonometric identities sin2 ϕ =

1 − cos2 ϕ, cos(2ϕ) = 2 cos2 ϕ − 1 and sin(2ϕ) = 2 sinϕ cosϕ have been used. In equa-

tion 5.25, E∞(θ, ϕ) is the electric field vector at the lens surface when the incident beam

is x-polarized, as a function of the spherical coordinates angles θ and ϕ. n1 and n2 are

the refractive indices before and after the lens. |Einc| is the electric field amplitude of

the beam that is focused by the lens.[22]

Similarly, it is possible to derive an equivalent expression for an y-polarized beam,

so the incident electric field vector is given by

Einc = |Einc|ŷ = |Einc|


0

1

0

 . (5.26)

After vector multiplication in equation 5.23, the y-polarized beam becomes
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E∞(θ, ϕ) =|Einc|
√
n1

n2

(cos θ)1/2[sinϕθ̂̂θ̂θ + cosϕϕ̂̂ϕ̂ϕ]

=|Einc|
√
n1

n2

(cos θ)1/2


−(1− cos θ) sinϕ cosϕ

sin2 ϕ cos θ + cos2 ϕ

− sin θ sinϕ



=|Einc|
√
n1

n2

(cos θ)1/2
1

2


−(1− cos θ) sin(2ϕ)

(1 + cos θ) + (1− cos θ) cos(2ϕ)

−2 sin θ sinϕ

 .
(5.27)

To obtain the final expression in equation 5.27, the trigonometric identities cos2 ϕ =

1− sin2 ϕ, cos(2ϕ) = 1− 2 sin2 ϕ and sin(2ϕ) = 2 sinϕ cosϕ have been used.

Using x = ρ cosφ, y = ρ sinφ to express the transverse components of the electric

field at the focal point, the electric field near the focus is given by[22]

Ef (ρ, φ, z) = −
ikfe−ikf

2π

ˆ θmax

0

ˆ 2π

0

E∞(θ, ϕ)eikz cos θeikρ sin θ cos(ϕ−φ) sin θ dϕ dθ. (5.28)

Equation 5.28 allows to calculate the electric field at the focus for an arbitrary beam that

is focused using a lens with focal length f and numerical aperture NA= n sin(θmax), for

0 < θmax < π/2.[22] In order to compute equation 5.28, it is necessary to know the the

electric field amplitude |Einc| that forms part of E∞(θ, ϕ). For example, if the incident

beam is a Gaussian beam, then |Einc| is given by[22]

|EGaussian| = E0e
−(x2∞+y2∞)/w2

0 , (5.29)

where w0 is the beam waist. The Cartesian coordinates (x∞, y∞, z∞) can be written in

spherical coordinates (f , θ, ϕ) as[22]
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x∞ = f sin θ cosϕ, (5.30)

y∞ = f sin θ sinϕ, (5.31)

z∞ = f cos θ. (5.32)

Note that now the radius is given by f , the focal length of the lens, as this defines the

radius of the cone after lens focusing (see Figure 5.10). This transforms expression 5.29

to

|EGaussian| = E0e
−(f2 sin2 θ cos2 ϕ+f2 sin2 θ sin2 ϕ)/w2

0 = E0e
−f2 sin2 θ/w2

0 = E0fw(θ), (5.33)

as cos2 ϕ + sin2 ϕ = 1. The exponential term in equation 5.33 is called the apodization

function[22]

fw(θ) = e−f
2 sin2 θ/w2

0 . (5.34)

Additionally, we can make use of the expressions

ˆ 2π

0

cos(nϕ)eix cos(ϕ−φ)dϕ = 2π(in)Jn(x) cos(nφ), (5.35)

ˆ 2π

0

sin(nϕ)eix cos(ϕ−φ)dϕ = 2π(in)Jn(x) sin(nφ), (5.36)

to compute the integral over ϕ in equation 5.28,[311] where Jn(x) is a n-th order Bessel

function. Finally, we can compute the integral over θ in expression 5.28. Typically, the

following abbreviations for the integrals over θ are used in the literature.[22, 311]

165



Chapter 5: Dynamic optical activity control in chiral metamaterials with optical angular
momentum

I00(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin θ(1 + cos θ) J0(kρ sin θ) e

ikz cos θ dθ, (5.37)

I01(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ J1(kρ sin θ) e

ikz cos θ dθ, (5.38)

I02(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin θ(1− cos θ) J2(kρ sin θ) e

ikz cos θ dθ, (5.39)

I10(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin3 θ J0(kρ sin θ) e

ikz cos θ dθ, (5.40)

I11(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ(1 + 3 cos θ) J1(kρ sin θ) e

ikz cos θ dθ, (5.41)

I12(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ(1− cos θ) J1(kρ sin θ) e

ikz cos θ dθ, (5.42)

I13(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin3 θ J2(kρ sin θ) e

ikz cos θ dθ, (5.43)

I14(ρ, z) =

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ(1− cos θ) J3(kρ sin θ) e

ikz cos θ dθ. (5.44)

The term fw(θ) is the apodization function given in 5.34. Using these abbreviations

it is possible to write an expression for the focused fields. First, we can do this for

the x-polarized Gaussian beam. By inserting equation 5.25 with the Gaussian beam

amplitude into equation 5.28, the x-polarized Gaussian beam after focusing is given by

Ef (ρ, φ, z) =Ex-polarized
Gaussian

=− ikfe−ikf

2π
E0

√
n1

n2

ˆ θmax

0

ˆ 2π

0

fw(θ)(cos θ)
1/2 sin θ

1

2


(1 + cos θ)− (1− cos θ) cos(2ϕ)

−(1− cos θ) sin(2ϕ)

−2 sin θ cosϕ

 eikz cos θeikρ sin θ cos(ϕ−φ) dϕ dθ
=− 1

2

ikfe−ikf

2π
E0

√
n1

n2

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin θ

(1 + cos θ)2πJ0(kρ sin θ)− (1− cos θ)2πi2J2(kρ sin θ) cos(2φ)

−(1− cos θ)2πi2J2(kρ sin θ) sin(2φ)

−2(2πiJ1(kρ sin θ) cosφ) sin θ

 eikz cos θdθ,
(5.45)
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which can be abbreviated to

Ex-polarized
Gaussian (ρ, φ, z) = −ikf

2

√
n1

n2

E0e
−ikf


I00 + I02 cos(2φ)

I02 sin(2φ)

−2iI01 cos(φ)

 , (5.46)

which agrees with the expression derived in [22]. Here the same procedure is used to

derive the y-polarized Gaussian beam. By inserting equation 5.27 with the Gaussian

beam amplitude into equation 5.28, the y-polarized focused Gaussian beam is obtained

to be

Ef (ρ, φ, z) =Ey-polarized
Gaussian

=− ikfe−ikf

2π
E0

√
n1

n2

ˆ θmax

0

ˆ 2π

0

fw(θ)(cos θ)
1/2 sin θ

1

2


−(1− cos θ) sin(2ϕ)

(1 + cos θ) + (1− cos θ) cos(2ϕ)

−2 sin θ sinϕ

 eikz cos θeikρ sin θ cos(ϕ−φ) dϕ dθ
=− 1

2

ikfe−ikf

2π
E0

√
n1

n2

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin θ

−(1− cos θ)2πi2J2(kρ sin θ) sin(2φ)

(1 + cos θ)2πJ0(kρ sin θ) + (1− cos θ)2πi2J2(kρ sin θ) cos(2φ)

−2(2πiJ1(kρ sin θ) sinφ) sin θ

 eikz cos θdθ,
(5.47)

which can be abbreviated to

Ey-polarized
Gaussian (ρ, φ, z) = −ikf

2

√
n1

n2

E0e
−ikf


I02 sin(2φ)

I00 − I02 cos(2φ)

−2iI01 sin(φ)

 . (5.48)

To obtain a circularly-polarized beam, recall from § 2.2.1 that a circularly-polarized
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beam is obtained by adding the x and y components and shifting the y component by

π/2. A shift of −π/2 in the y component is the same as multiplying the y component by

i, giving rise to left-circular polarization; similarly, a shift of π/2 in the y component is

the same as multiplying the y component by −i, giving rise to right-circular polarization.

Therefore, we can write

Eσ=±1 =
1√
2
(Ex ± iEy), (5.49)

where + and − correspond to left- and right-circularly polarized beam. Therefore, the

focused circularly-polarized beam is obtained to be

Eσ=±1
Gaussian(ρ, φ, z) = −

1√
2

ikf

2

√
n1

n2

E0e
−ikf


I00 + I02 cos(2φ)± iI02 sin(2φ)

I02 sin(2φ)± i(I00 − I02 cos(2φ))

−2iI01 cos(φ)± i(−2iI01 sin(φ))



= − 1√
2

ikf

2

√
n1

n2

E0e
−ikf


I00 + I02e

±i2φ

±iI00 ∓ iI02e±i2φ

−2iI01e±iφ

 ,
(5.50)

where Euler’s formula eix = cosx + i sinx has been used. Now it is possible to write

equation 5.50 in terms of individual SAM and OAM contributions of the circularly-

polarized focused field.

Eσ=±1
Gaussian(ρ, φ, z) = −

1√
2

ikf

2

√
n1

n2

E0e
−ikf


I00 + I02e

±i2φ

±iI00 ∓ iI02e±i2φ

−2iI01e±iφ



= − 1√
2

ikf

2

√
n1

n2

E0e
−ikf

I00

1

±i

0

+ I01e
±iφ


0

0

−2i

+ I02e
±i2φ


1

∓i

0


 . (5.51)
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Equation 5.51 represents the focused electric field for the circularly-polarized Gaussian

beam. The first term represents the SAM only contribution (σ = ±1, l = 0), which

dominates for weak focusing. The second and third terms constitute the OAM only

contribution (σ = 0, l = ±1) and SAM-OAM (σ = ∓1, l = ±2) terms, respectively,

as a result of spin-orbit conversion after focusing, and they become important for tight

focusing. Importantly, all the individual terms have a total angular momentum of

l + σ = ±1, indicating that total angular momentum is conserved.

To derive the expressions for Laguerre-Gaussian beams of topological charge l, we

can make use of the fact that Laguerre-Gaussian (LG) modes can be expressed using

a combination of Hermite-Gaussian (HG) modes. The electric field amplitude of the

incident field of the HG10 and HG01 modes are[22]

|EHG10| = E0(2x∞/w0)e
−(x2∞+y2∞)/w2

0 = (2E0f/w0) sin θ cosϕe
−f2 sin2 θ/w2

0 , (5.52)

|EHG01| = E0(2y∞/w0)e
−(x2∞+y2∞)/w2

0 = (2E0f/w0) sin θ sinϕe
−f2 sin2 θ/w2

0 . (5.53)

With the same procedure as the one applied for the x-polarized Gaussian beam, the

x-polarized HG10 mode becomes
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Ef (ρ, φ, z) =Ex-polarized
HG10

(ρ, φ, z)

=− i2kf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

ˆ 2π

0

fw(θ)(cos θ)
1/2 sin2 θ cosϕ

1

2


(1 + cos θ)− (1− cos θ) cos(2ϕ)

−(1− cos θ) sin(2ϕ)

−2 sin θ cosϕ

 eikz cos θeikρ sin θ cos(ϕ−φ) dϕ dθ
=− ikf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ

πi[(1 + 3 cos θ)J1(kρ sin θ)) cosφ+ (1− cos θ)J3(kρ sin θ) cos(3φ)]

πi[(1− cos θ)J3(kρ sin θ)) sin(3φ)− (1− cos θ)J1(kρ sin θ) sin(φ)]

2π[(− sin θ)J0(kρ sin θ) + sin θJ2(kρ sin θ) cos(2φ)]

 eikz cos θdθ.
(5.54)

Note that the following trigonometric identities cos(3ϕ) = 4 cos3 ϕ−3 cosϕ, sin(3ϕ) =

3 sinϕ − 4 sin3 ϕ and cos(2ϕ) = 2 cos2 ϕ − 1 to simplify some of the terms that appear

in the x, y and z components, respectively:

cos 2ϕ cosϕ = (2 cos2 ϕ− 1) cosϕ = 2 cos3 ϕ− cosϕ =
cos(3ϕ) + cosϕ

2
, (5.55)

2 sinϕ− 2 sin3 ϕ =
sin(3ϕ)− sinϕ

2
, (5.56)

cos2 ϕ =
cos(2ϕ) + 1

2
. (5.57)

Equation 5.54 can be abbreviated to
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Ex-polarized
HG10

(ρ, φ, z) = −ikf
2

2w0

√
n1

n2

E0e
−ikf


iI11 cos(φ) + iI14 cos(3φ)

iI14 sin(3φ)− iI12 sin(φ)

−2I10 + 2I13 cos(2φ)

 , (5.58)

which agrees with the expression derived by Novotny.[22] Applying the same procedure

to the x-polarized HG01 mode one obtains

Ef (ρ, φ, z) =Ex-polarized
HG01

(ρ, φ, z)

=− i2kf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

ˆ 2π

0

fw(θ)(cos θ)
1/2 sin2 θ sinϕ

1

2


(1 + cos θ)− (1− cos θ) cos(2ϕ)

−(1− cos θ) sin(2ϕ)

−2 sin θ cosϕ

 eikz cos θeikρ sin θ cos(ϕ−φ) dϕ dθ
=− ikf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ

πi[(3 + cos θ)J1(kρ sin θ)) sinφ+ (1− cos θ)J3(kρ sin θ) sin(3φ)]

πi[−(1− cos θ)J3(kρ sin θ)) cos(3φ)− (1− cos θ)J1(kρ sin θ) cos(φ)]

2π sin θJ2(kρ sin θ) sin(2φ)

 eikz cos θdθ,
(5.59)

Note that the following trigonometric identities sin(3ϕ) = 3 sinϕ−4 sin3 ϕ, cos(3ϕ) =

4 cos3 ϕ − 3 cosϕ and sin(2ϕ) = 2 sinϕ cosϕ to simplify some of the terms that appear

in the x, y and z components, respectively:

cos 2ϕ sinϕ = (2 cos2 ϕ− 1) sinϕ = sinϕ− 2 sin3 ϕ =
sin(3ϕ)− sinϕ

2
, (5.60)

sin 2ϕ sinϕ = 2 sin2 ϕ cosϕ = 2 cosϕ− 2 cos3 ϕ = −cos(3ϕ)− cosϕ

2
, (5.61)
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2 sinϕ cosϕ = sin 2ϕ. (5.62)

Equation 5.59 can be abbreviated to

Ex-polarized
HG01

(ρ, φ, z) = −ikf
2

2w0

√
n1

n2

E0e
−ikf


i(I11 + 2I12) sinφ+ iI14 sin(3φ)

−iI12 cosφ− iI14 cos(3φ)

2I13 sin(2φ)

 . (5.63)

Now it is possible to do the same for the y-polarized Hermite-Gaussian modes. For

the y-polarized HG10 mode it is obtained

Ef (ρ, φ, z) =Ey-polarized
HG10

(ρ, φ, z)

=− i2kf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

ˆ 2π

0

fw(θ)(cos θ)
1/2 sin2 θ cosϕ

1

2


−(1− cos θ) sin(2ϕ)

(1 + cos θ) + (1− cos θ) cos(2ϕ)

−2 sin θ sinϕ

 eikz cos θeikρ sin θ cos(ϕ−φ) dϕ dθ
=− ikf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ

πi[(1− cos θ)J3(kρ sin θ)) sin(3φ)− (1− cos θ)J1(kρ sin θ) sin(φ)]

πi[(3 + cos θ)J1(kρ sin θ)) cos(φ)− (1− cos θ)J3(kρ sin θ) cos(3φ)]

2π sin θJ2(kρ sin θ) sin(2φ)

 eikz cos θdθ,
(5.64)

which abbreviates to

Ey-polarized
HG10

(ρ, φ, z) = −ikf
2

2w0

√
n1

n2

E0e
−ikf


iI14 sin(3φ)− iI12 sinφ

i(I11 + 2I12) cosφ− iI14 cos(3φ)

2I13 sin(2φ)

 . (5.65)
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Similarly,

Ef (ρ, φ, z) =Ey-polarized
HG01

(ρ, φ, z)

=− i2kf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

ˆ 2π

0

fw(θ)(cos θ)
1/2 sin2 θ sinϕ

1

2


−(1− cos θ) sin(2ϕ)

(1 + cos θ) + (1− cos θ) cos(2ϕ)

−2 sin θ sinϕ

 eikz cos θeikρ sin θ cos(ϕ−φ) dϕ dθ
=− ikf 2e−ikf

2πw0

E0

√
n1

n2

ˆ θmax

0

fw(θ)(cos θ)
1/2 sin2 θ

πi[−(1− cos θ)J3(kρ sin θ)) cos(3φ)− (1− cos θ)J1(kρ sin θ) cos(φ)]

πi[(1 + 3 cos θ)J1(kρ sin θ)) sin(φ)− (1− cos θ)J3(kρ sin θ) sin(3φ)]

2π sin θ[J0(kρ sin θ) + i2J2(kρ sin θ) cos(2φ)]

 eikz cos θdθ,
(5.66)

which abbreviates to

Ey-polarized
HG01

(ρ, φ, z) = −ikf
2

2w0

√
n1

n2

E0e
−ikf


−iI14 cos(3φ)− iI12 cosφ

iI11 sinφ− iI14 sin(3φ)

−2I10 − 2I13 cos(2φ)

 . (5.67)

Now we have all the necessary expression to calculate the expressions for the LG

beams. A linearly-polarized (x-polarized) LG beam of topological charge l = ±1 is then

obtained by adding expressions 5.58 and 5.63 with a π/2 phase difference[5, 43]

LGx-polarized
l=±1 =

1√
2
(HG10x̂± iHG01x̂), (5.68)

where + corresponds to positive topological charge and − to negative topological charge,

respectively, and where we have assumed that the radial index p = 0. Therefore, the

final expression becomes

173



Chapter 5: Dynamic optical activity control in chiral metamaterials with optical angular
momentum

ELGx-polarized
l=±1

∝


iI11 cos(φ) + iI14 cos(3φ)

iI14 sin(3φ)− iI12 sin(φ)

−2I10 + 2I13 cos(2φ)

± i

i(I11 + 2I12) sinφ+ iI14 sin(3φ)

−iI12 cosφ− iI14 cos(3φ)

2I13 sin(2φ)



=iI11e
±iφ


1

0

0

+ iI14e
±i3φ


1

∓i

0

+ iI12 sinφ


±i

0

0



+ iI12e
∓iφ


0

∓i

0

+ 2I13e
±i2φ


0

0

1

− 2I10


0

0

1

 .
(5.69)

Expressions for circularly-polarized LG beams of topological charge l = ±1 were

derived by Shun Hashiyada by appropriately combining the HG modes. In the first

instance, the circularly-polarized LG beam with antiparallel combination of SAM and

OAM can be obtained from radial and azimuthal vector beams, which are given by[22,

312, 313]

RP =
1√
2
(HG10x̂+HG01ŷ), (5.70)

and

AP =
1√
2
(−HG01x̂+HG10ŷ), (5.71)

where RP and AP denote radial and azimuthal polarizations, respectively, as depicted

in Figure 5.11.
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Figure 5.11: Examples of common vector beams, where the polarization varies in
the transverse plane. (a) Radially-polarized beam. (b) Azimuthally-polarized beam.

The red arrows denote the polarization direction.

Therefore, it is obtained that

LGσ=∓1
l=±1 = RP∓ iAP =

1√
2
[(HG10x̂± iHG01x̂) + (HG01ŷ ∓ iHG10ŷ)] , (5.72)

so the final expression becomes
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ELGσ=∓1
l=±1
∝


iI11 cos(φ) + iI14 cos(3φ)

iI14 sin(3φ)− iI12 sin(φ)

−2I10 + 2I13 cos(2φ)

± i

i(I11 + 2I12) sinφ+ iI14 sin(3φ)

−iI12 cosφ− iI14 cos(3φ)

2I13 sin(2φ)



+


−iI14 cos(3φ)− iI12 cosφ

iI11 sinφ− iI14 sin(3φ)

−2I10 − 2I13 cos(2φ)

± i


iI12 sinφ− iI14 sin(3φ)

−i(I11 + 2I12) cosφ+ iI14 cos(3φ)

−2I13 sin(2φ)



=


i(I11 − I12) cosφ

i(I11 − I12) sinφ

−4I10

± i

i(I11 + 3I12) sinφ

−i(I11 + 3I12) cosφ

0



=
i{(1± 1)I11 − (1∓ 3)I12}

2
e+iφ


1

−i

0

+
i{(1∓ 1)I11 − (1± 3)I12}

2
e−iφ


1

+i

0



− 4I10


0

0

1

 .
(5.73)

The first two terms in equation 5.73 represent the antiparallel combination of SAM

and OAM (σ = ∓1, l = ±1), whereas the third term contains the no SAM and OAM

contribution after focusing due to spin-orbit conversion. The total angular momentum

of each term is 0, indicating that total angular momentum is conserved.

Circularly-polarized LG beams with parallel combination of SAM (σ = ±1) and

OAM (l = ±1) can be obtained with the following combination of HG modes

LGσ=±1
l=±1 =

1√
2
[(HG10x̂± iHG01x̂)− (HG01ŷ ∓ iHG10ŷ)] , (5.74)

so the final expression becomes
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ELGσ=±1
l=±1
∝


iI11 cos(φ) + iI14 cos(3φ)

iI14 sin(3φ)− iI12 sin(φ)

−2I10 + 2I13 cos(2φ)

± i

i(I11 + 2I12) sinφ+ iI14 sin(3φ)

−iI12 cosφ− iI14 cos(3φ)

2I13 sin(2φ)



−


−iI14 cos(3φ)− iI12 cosφ

iI11 sinφ− iI14 sin(3φ)

−2I10 − 2I13 cos(2φ)

∓ i


iI12 sinφ− iI14 sin(3φ)

−i(I11 + 2I12) cosφ+ iI14 cos(3φ)

−2I13 sin(2φ)



=


i(I11 + I12) cosφ+ 2iI14 cos(3φ)

−i(I11 + I12) cosφ+ 2iI14 sin(3φ)

4I13 cos(2φ)

± i

i(I11 + I12) sinφ+ 2iI14 sin(3φ)

i(I11 + I12) cosφ− 2iI14 cos(3φ)

4I13 sin(2φ)



=i(I11 + I12)e
±iφ


1

±i

0

+ 2iII14e
±i3φ


1

∓i

0

+ 4I13e
±i2φ


0

0

1

 .
(5.75)

The first term in equation 5.75 contains the parallel combination of SAM and OAM

(σ = ±1, l = ±1), whereas the second and third are due to spin-orbit conversion

after focusing and include a contribution due to antiparallel SAM and OAM (σ = ∓1,

l = ±3) and OAM only (l = ±2), respectively. Again, it can be seen that the total

angular momentum is conserved, amounting to l + σ = ±2 for all the terms.

Using the equations presented in this section, the electric field of the focused fields

for all the combinations of SAM and OAM were implemented into COMSOL by Shun

Hashiyada. This was done using the NA and focal length f of the objective lenses used

in the experiments.

The simulated results for the weakly- and tightly-focused beams in air can be seen

in Figure 5.12. The simulations of the beam in air agree with the expected behaviour

that focusing has in the beam intensity. The simulations show that some intensity is

present at the centre of the vortex (on-axis intensity) in the case of circularly-polarized

LG beam with antiparallel combination of SAM and OAM (σ = ±1, l = ∓1) and
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linearly-polarized LG beam (σ = 0, l = ∓1), but no on-axis intensity is seen in the

circularly-polarized LG beam with parallel combination of SAM and OAM (σ = ±1,

l = ±1). This agrees with previous theoretical and experimental studies.[106, 107]

As this on-axis intensity arises from longitudinal fields,[106, 107] it increases for higher

levels of focusing and it is more prominent for the tightly-focused beam. Additionally, it

can be seen that the intensity of the linearly-polarized LG beam is not evenly distributed

and the intensity is elongated in the polarization direction (the x axis), in agreement

with previous studies.[314]

178



Chapter 5: Dynamic optical activity control in chiral metamaterials with optical angular
momentum

Figure 5.12: Simulations in air for (a,b) weakly-focused (NA=0.3) and (c,d)
tightly-focused (NA=0.95) beams. The simulated beams shown here are

circularly-polarized Gaussian (σ = ±1, l = 0), linearly-polarized (in the x direction)
LG beams (σ = 0, l = ∓1) and circularly-polarized LG beams with antiparallel

(σ = ±1, l = ∓1) and parallel (σ = ±1, l = ±1) SAM and OAM. (a,c) 2D plot of the
electric field intensity. (b,d) 1D plot of the 2D plot shown above. λ = 600 nm.

5.4.2 Dichroism under weak focusing

In this section, the effects of angular momentum in the dichroism were studied

using a weakly-focused beam, where effects such as spin-orbit conversion[46, 110] or

size matching between the beam and the chiral structure can be ruled out.[104] The
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chiroptical properties of the shuriken nanoindentations under weak focusing in water are

well-understood,[283] whereas the measurements performed in this chapter are done in

air. Therefore, the first steps of this section aim at gaining a thorough understanding of

the origin of the chiroptical response of the shurikens in air using conventional chiroptical

techniques (ORD and CD) and how the results presented here compared to previously

published results in water.[94, 303]

ORD and extinction spectra collected using a linearly-polarized Gaussian beam are

displayed in Figure 5.13. The ORD and extinction are consistent with the previously re-

ported chiroptical behaviour of the shuriken structures in water[94, 303] but blue shifted

due to the lower refractive index of air compared to water. This confirms the consistency

of the observed chiroptical behaviour across different media and the agreement of the

data presented here with previous studies. Nevertheless, some differences can be found.

In particular, the ORD is weaker in air compared to water and the extinction spectra

contain a PIR peak which is less pronounced in air than water.
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Figure 5.13: (a,b) ORD spectra of LH (red) and RH (black) shuriken structures for
measurements in (a) air and (b) water. (c,d) Extinction spectra of LH (red) and
RH (black) shuriken structures for measurements in (c) air and (d) water. This
data was collected using a linearly-polarized Gaussian beam with the incident

polarization shown in (a). The measurements in water were collected by Douglas
Murad.

Conventional CD (SAM only) was then measured and it is displayed in Figure 5.13.

The measured CD showed a typical line shape observed in a helical oscillator type of

chirality[303, 315] with the main peak at 566 nm and broader peak at longer wave-

lengths. Furthermore, the measured CD is consistent with the CD derived from the

Kramers-Kronig relations from ORD, which confirms the consistency of the data across

different set-ups.
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Figure 5.14: (a) Dichroism with SAM only measured at Hokkaido University. (b)
Calculated CD from the ORD measured at the University of Glasgow using

Kramers-Kronig relation.

As shown in Figure 5.15, spin-dependent extinction measurements on the LH and

RH structures show that the dichroism in the shuriken nanoindentations arises due to

spin-dependent PIR, in agreement with the previous studies conducted in water.[283]

This means that when the handedness of the circularly-polarized light matches that of

the structure, there can be near-field coupling between a dipole-active mode (E1) and

a dark electric quadrupole (E2), resulting in PIR. When the handedness of the circular

polarization does not match that of the structure, the near-field coupling is weak and no

PIR occurs. Based on this observation, it is possible to fit the CD spectrum measured

in this work using a classical coupled oscillator model, which can be used to mimic the

optical properties of plasmonic systems.[272, 283] The classical model used to account

for the near-field coupling between the bright and dark modes is a radiating coupled

oscillator model described by the coupled differential equations given by[287]

ω−2
r p̈(t) + γrω

−1
r ṗ(t) + p(t) = grf(t)− k̃q(t), (5.76)

ω−2
d q̈(t) + γdω

−1
d q̇(t) + q(t) = −k̃p(t). (5.77)

The bright mode is described by the excitation function p(t), resonance frequency ωr and

damping γr. The bright mode is driven by an external force grf(t). f(t) represents the

external light and gr is an amplitude coefficient representing the coupling to the external
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light. Similarly, the dark mode is described by the excitation function q(t), resonance

frequency ωd and damping γd. However, the dark mode is not excited directly by the

external light, and it is only excited via near-field coupling to the bright mode. The

coupling is represented by the complex coupling k̃ = k−i(θ−ϕ), where k is the magnitude

of the coupling and θ and ϕ the phase of the bright and dark modes, respectively.[316]

An expression for the dichroism can be derived by solving the coupled differential

equations 5.76 and 5.77 (Appendix D). As shown in Figure 5.15, this provides a good

fit of the experimental data for the conventional CD. To account for the helicity of the

light, different coupling constants k and gr amplitude coefficients were used in the fitting

process for σ = +1 and σ = −1 beams, whereas the other parameters remain the same

regardless of the beam helicity. A clear asymmetry was found in the coupling constant

k (shown with red arrows in Figure 5.15), justifying that the source of the dichroism

is the spin-dependent near-field coupling between bright and dark modes. This agrees

with the extinction data in Figure 5.15a,c. Stronger near-field coupling produces PIR.

Weaker near-field coupling yields a single peak, corresponding to the absence of PIR.
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Figure 5.15: Classical coupled oscillator modelling for (a,b) RH structure and (d,e)
LH structure. (a,c) Extinction collected with LCP (σ = +1, red) and RCP (σ = −1,
black) excitations. (b,d) Fitted curve (blue) of the raw CD data (black open circles)

using the classical coupled oscillator model in (e). (e) Schematic of the coupled
oscillator model used to fit the CD. (f) Extracted parameters from the fittings for
the RH structure in (b) and LH structure in (d), showing an asymmetry in the

magnitude of the coupling constant k (red arrows).

Numerical simulations using circularly-polarized plane waves and a periodic struc-

ture were performed to confirm that the origin of the observed dichroism arises due to

spin-dependent near-field coupling between bright and dark modes. This was done in

air but also water for comparison. The simulations show that PIR dip is observed in

the simulated extinction spectra and that the dip is less pronounced in air than in water

in agreement with the experimentally measured extinction (cf. Figure 5.13). Note that

the PIR dip in the simulations is also blue shifted by about 10 nm compared to the
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experiment (cf. Figure 5.13), an effect that has been attributed to the fact that the ideal

model has sharper edges compared to the experimental sample.[116] Importantly, the z-

component of the electric field at the PIR shows that strong near-field coupling between

the structures occurs when the chirality of SAM matches the structure. The coupling is

weak for the mismatched combination, showing no interaction between the structures.

This effect is particularly strong in water, where the PIR is more pronounced.

Figure 5.16: Simulated SAM-dependent extinction for σ = +1 (red) and σ = −1
(black) for a periodic structure in air and water. The z-component of the electric

field at the PIR wavelength is shown in red and black squares for σ = +1 and σ = −1
polarizations, respectively.

To confirm that the near-field coupling originates from the periodicity in the struc-

ture, the same simulations were repeated without periodic boundary conditions i.e.

using a single structure. As shown in Figure 5.17, no SAM-dependent PIR was found

in the extinction and the electric field shows no near-field interactions, confirming that

the observed CD originates from near-field coupling between bright and dark modes in

the periodic structure.
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Figure 5.17: Simulated SAM-dependent extinction for σ = +1 (red) and σ = −1
(black) for a single structure, showing no PIR dip. The z-component of the electric
field at the same wavelengths of Figure 5.16 is shown in red and black squares for

σ = +1 and σ = −1, respectively.

Figure 5.18 shows the results of the experimental dichroism measurements collected

with different combinations of SAM and OAM. Figure 5.18a-c contains the spatial vari-

ation across 3 different random sample positions, showing no significant variation across

the sample. Figure 5.18d-f contains the averaged dichroism of Figure 5.18a-c, respec-

tively. As it can be seen from the figure, no change in the dichroism was observed with

antiparallel combination of OAM (l = 1) and SAM, and no helical dichroism was ob-

served for OAM only. This indicates that the dichroism is originating from SAM-only

contribution and that OAM of topological charge of 1 has no change in the dichroism

under weak focusing.
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Figure 5.18: Dichroism collected using various combinations of angular momentum
for LH (red) and RH (black) shuriken-shaped nanoindentations. (a-c)

Spatially-varying dichroism across 3 different random positions in the sample for (a)
antiparallel combination of SAM and OAM (σ = ±1, l = ∓1), (b) SAM only (σ = ±1,
l = 0) and (c) OAM only (σ = 0, l = ∓1). (d-f) Averaged dichroism obtained from

(a-c), respectively.

The results from Figure 5.18 can be understood from the polarization structure of

LG beams. The polarization of an arbitrary LG beam is given by1

El,p=0
LG (r,t) = E0[x̂ cos(ωt− lϕ) + σŷ sin(ωt− lϕ)], (5.78)

where x̂ and ŷ are unit vectors in the x and y directions, t time, ϕ azimuthal angle. l

is the topological charge and σ the helicity, which change the OAM and SAM of the

beam, respectively. Note that in this section weakly-focused beams are used, therefore

the electric field is assumed to be in the transverse (xy plane) only.

Equation 5.78 tells us that different polarization distributions are obtained for differ-

1This function was provided by Kayn Forbes.
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ent combinations of l and σ. Linearly-polarized Gaussian or LG beams have no chirality

in their polarization structure over time, as shown in Figure 5.19, which explains why

no helical dichroism was observed in the experiment.

Figure 5.19: Transverse (xy) plane polarization distributions for varying
combinations of OAM and SAM in the case of linearly-polarized (σ = 0) beams as a

function of time t. The beam is polarized in the x direction.

In contrast, as shown in Figure 5.20, the polarization structure of circularly-polarized

beams σ = ±1 is chiral regardless of the topological charge, as some ‘rotational sense’

develops over time, which explains the presence of dichroism in the case of circularly-

polarized beams in Figure 5.18. The different polarization structures have no effect in

the dichroism as demonstrated by the experiments, but the chirality in the polarization

structures is necessary for the dichroism to be observed.
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Figure 5.20: Transverse (xy) plane polarization distributions for varying
combinations of OAM and SAM in the case of circularly-polarized (σ = ±1) beams

as a function of time t.

From the experimental results and the polarization structures of Figures 5.19 and 5.20,

it is now clear that the main result from this section is that the presence and absence

of dichroism in the shuriken nanoindentations under weak focusing comes down to the

polarization structure of the beam being chiral. However, the main question that arises

from Figure 5.20 is: why is the dichroism the same in Figure 5.18 for SAM only and

antiparallel combination of SAM and OAM if the polarization distributions shown in

Figure 5.20 are different?, or formulated in a more general perspective: will the dichro-

ism vary for different total angular momentum content in the beam? Another main

result of this section is that the answer to these questions depends on whether a single

or an array of structures is used to measure the dichroism.

Figure 5.21 shows the simulated z-component of the electric field when the beam

is centred on a single nanostructure. The results indicate that different modes are

excited for different combinations of SAM and OAM, and the symmetry matches the
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polarization structure of Figure 5.20. In particular, for circularly-polarized beams, total

angular momentum of 0, ±ℏ and ±2ℏ results in a monopole, dipole and quadrupole-like

excitations. The symmetry of these modes agrees with previous studies[300, 317, 318]

and the work here has rationalized the origin by looking at the polarization structures.

Most importantly, the modes are even under inversion for all the cases where OAM

is present, indicating the excitation of a quadrupolar mode due to the superior field

gradient generated by the LG beams. This is not the case for SAM only, where the

modes are odd under inversion, indicating a dipolar excitation for this case.

Figure 5.21: Simulation for the weakly-focused beam and shuriken structure.
Simulated z-component of the electric field plotted on top of a RH shuriken

structure for varying combinations of SAM and OAM (λ=590 nm). The helicity
parameter σ and topological charge l are indicated in the upper left corner of each

panel.

To replicate the periodicity effects of an array of nanostructures it was not possible

to perform simulations with periodic structures, as this would replicate the beam an

infinitely amount of times. It was not possible to use an array of nanostructures either

due to large number of elements in the mesh and large computational time. Instead,

another set of simulations were performed by shifting the centre of the beam with respect

to the structure by an amount corresponding to the periodicity of the beam (720 nm).

An schematic of this process with all the positions studied is shown in Figure 5.22.

190



Chapter 5: Dynamic optical activity control in chiral metamaterials with optical angular
momentum

Figure 5.22: Electric field intensity superimposed on a RH shuriken structure to
show the different relative beam positions that were simulated. The example here is

shown for the Gaussian beam but the same principle applies for the
Laguerre-Gaussian beams. Position 1: the beam is centred on the structure.

Position 2 (Position 3): the beam is shifted by x0 = 720 nm (x0 = −720 nm) in the x
direction and y0 = 720 nm (y0 = −720 nm) in the y direction.

Positions 2 and 3 of Figure 5.22 resulted in the development of a dipolar excitation

for all combinations of SAM and OAM, as the z-component is now odd under inversion.

This is depicted in Figure 5.23.
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Figure 5.23: Simulated z-component of the electric field plotted on top of a RH shuriken structure for varying combinations
of SAM and OAM (λ=590 nm) when the centre of the beam is shifted by an x0 and y0 amounts in the x and y directions,

respectively (positions 2 and 3 of Figure 5.22). The helicity parameter σ and topological charge l are indicated in the upper
left corner of each panel.
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The individual and averaged g-factors across different beam positions with respect

to the structure are shown in Figure 5.24. The helical dichroism (for linearly-polarized

LG beam) was found to be weak in agreement with the experiment. In the case of SAM

only, the g-factor did not vary significantly by shifting the beam with respect to the

structure by an x0, y0 amount. This is a consequence of SAM being a local property

as opposed to OAM which is a global property.[319, 320] In the case of parallel and

antiparallel combinations of SAM and OAM, the g-factor obtained when the beam is

centred on the structure (position 1) is different, corresponding to the specific excitations

due to the total angular momentum and quadrupolar mode; but the g-factor is the same

as that of SAM only when the beam is off the centre of the structure (positions 2 and

3), corresponding to the dipolar excitation as in the case of SAM only. Averaging

over all the positions results in the same g-factor for all the circularly-polarized beams

used regardless of the total angular momentum. This agrees with the experimental

results of Figure 5.18, as the dichroism did not change in the combination of OAM and

SAM. Note that the overall shape does not agree with the experimental one because

the periodicity of the structure is not considered in the simulations with focused beams

and lattice effects are known to have a strong influence in sharpening the plasmonic

resonances.[321]

Figure 5.24: Simulated g-factor in the RH structure for varying combinations of
SAM and OAM and different beam positions, with the averaged g-factor shown in

black. Position 1: beam centred on the structure (green). Position 2:
x0, y0 = 720 nm (red). Position 3: x0, y0 = −720 nm (blue). E1: electric dipole. E2:

electric quadrupole.
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In summary, simulations show that different EM modes are excited when the beam

is positioned at the centre of the structure, giving rise to a different dichroism. When

the structure is off the beam centre it will experience a local electric dipole and no

change in the dichroism is observed for the different circularly-polarized beams. For

an array of nanostructures and a weakly-focused beam, most of the structures are off

the beam centre, which explains why no change is observed for the different circularly-

polarized beams used in this work, regardless of the total angular momentum. This is

schematically depicted in Figure 5.25.

Figure 5.25: Transverse (xy) plane polarization distributions for varying
combinations of OAM and SAM in the case of circularly-polarized beams.
Structure depicted in black (at the beam centre) experiences the overall

polarization distribution. Structures in light grey experience a local dipole. Plotted
at time t = 0.

Alternatively, the results for weakly-focused beams can be interpreted by looking

at the field gradient of LG beams. The field gradient dictates the excitation of the E2

quadrupolar mode via which OAM can participate in chiral interactions in the case of

paraxial light beams.[13] The gradient in cylindrical coordinates is defined as

∇E =
∂E

∂ρ
ρ̂̂ρ̂ρ+

1

ρ

∂E

∂ϕ
ϕ̂̂ϕ̂ϕ+

∂E

∂z
ẑ̂ẑz, (5.79)

where ρ̂̂ρ̂ρ, ϕ̂̂ϕ̂ϕ and ẑ̂ẑz are the unit vectors of cylindrical coordinates. Using the paraxial LG

beam expression, the gradient of an arbitrary LG beam at the focus (z = 0) is therefore

given by
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∇El,p=0
LG =

[
ρ̂̂ρ̂ρ

(
|l|
ρ
− 2ρ

w2
0

)
+ ϕ̂̂ϕ̂ϕ

il

ρ
+ ikẑ̂ẑz

]
El,p=0

LG . (5.80)

From equation 5.80, it is clear that the azimuthal gradient increases for the topo-

logical charge but decreases with the radial position ρ, therefore the structures that

are positioned outside the beam centre will experience small effects due to the helical

wavefronts. Since most of the structures are outside the beam centre this implies that

no change is seen due to the OAM in the case of weakly-focused beams.

5.4.3 Dichroism under tight focusing

The dichroism under tight focusing (NA=0.95) was collected using different proce-

dures. The first procedure is the same as that used to collect the dichroism for weakly-

focused beams in § 5.4.2 and it involves collecting the dichroism across the visible range

and average across random sample positions. The results from this type of measure-

ments are shown in Figure 5.26. First, it can be noticed that the CD has a different

appearance in comparison with the weakly-focused case. This is to be expected as the

beam spot size of the tightly-focused beam spans slightly more than a single structure

so lattice effects and periodicity are expected to be negligible. It can be noticed that the

CD has broadened, as resonances broaden in the absence of a lattice.[321] Secondly, the

results indicate that some helical dichroism is observed but it is very weak compared to

conventional CD. This is likely because of the small spatial overlap between the struc-

ture and the LG beam, as the structure has an arm-to-arm distance of ∼ 530 nm, which

is small compared to the LG beam diameter of ∼ 1000 nm.[104] Similar to the weakly-

focused beam, no significant difference was found between SAM only and antiparallel

combination of SAM and OAM after averaging across random sample positions.
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Figure 5.26: Dichroism collected at random sample positions using various
combinations of angular momentum for LH (red) and RH (black) shuriken-shaped

nanoindentations. (a-c) Spatially-varying dichroism across 3 different random
positions in the sample for (a) antiparallel combination of SAM and OAM (σ = ±1,

l = ∓1), (b) SAM only (σ = ±1, l = 0) and (c) OAM only (σ = 0, l = ∓1). (d-f)
Averaged dichroism obtained from (a-c), respectively.

The classical coupled-oscillator model used to fit dichroism for the weakly-focused

beam cannot be applied in this case. As the beam is now tightly focused on a single

structure, no near-field coupling between bright and dark modes can occur. As shown in

Figure 5.27, this was reflected in the measured extinction, which indicated the absence

of PIR for the tightly-focused case.
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Figure 5.27: Extinction spectra of LH (red) and RH (black) shuriken structures
under tight focusing. The data was collected using a linearly-polarized Gaussian

beam. The data shows no PIR under the tightly-focused regime.

Another type of measurement was performed by using the piezoelectric stage to

create a 2D plot of the dichroism for different wavelengths, as shown in Figure 5.28.

From the obtained 2D plot, a circular mask was applied to obtain a value for the average

dichroism value of the sample, where the diameter of the circular mask is a multiple of

the periodicity of the shuriken nanoindentations.

Figure 5.28: 2D plot of the dichroism collected in the LH structure using an
excitation wavelength of λ = 516 nm and σ = ±1, l = 0 beam. A circular mask is
applied to obtain an averaged dichroism value for the periodic structure. The

distance between the pixels is 100 nm and the scale bar is 1 µm.

Using the procedure of Figure 5.28, it was possible to calculate the averaged dichro-

ism across all sample positions for different wavelength values. The results are shown in

Figure 5.29 and, as expected, the averaged dichroism had the same appearance as that
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taken at random sample positions.

Figure 5.29: Averaged dichroism across different wavelengths for (a) antiparallel
combination of SAM and OAM (σ = ±1, l = ∓1) and (b) SAM only (σ = ±1, l = 0)

beams.

The main result in the experiments of this chapter is that the dichroism taken

directly on the structure was found to be different than the averaged dichroism across

all sample positions. The centre of the structure was located using the piezoelectric stage

to create a 2D plot of the extinction values for each wavelength. As the nanostructures

scatter light stronger than plain gold, larger extinction values are found at the structures.

An example of such 2D plot of the extinction is shown in Figure 5.30, showing a pattern

of bright (large extinction) spots corresponding to the centre of the nanostructures. The

pattern has a periodicity corresponding to that of the shuriken structures (≈720 nm).

Figure 5.30: 2D plot of the extinction collected using an excitation wavelength of
λ = 535 nm and l = 0 beam. The distance between the pixels is 100 nm and the scale

bar is 1 µm.

From the large extinction spots in Figure 5.30 it was possible to locate the centre
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of the nanostructures within a resolution of 100 nm, which allowed to measure the

dichroism on the structure. This resulted in some striking differences, as shown in

Figure 5.31. In particular, it is important to notice that the antiparallel combination

of OAM and SAM shows some substantial dichroism at the wavelength of λ = 565 nm,

which is where the main peak of the dichroism is observed in the weakly-focused regime.

This is not the case for the dichroism collected with SAM only, where the dichroism

at this wavelength is almost 0. Note that this change in the dichroism is dynamic and

reversible, one just has to turn the Q-plate on/off to add/remove the OAM contribution.

Additionally, the helical dichroism was weak, indicating that the optical activity has its

origin in the SAM contribution.

Figure 5.31: Dichroism collected on the structure using various combinations of
angular momentum for LH (red) and RH (black) shuriken-shaped nanoindentations.

(a-c) Spatially-varying dichroism across 3 different random structures for (a)
antiparallel combination of SAM and OAM (σ = ±1, l = ∓1), (b) SAM only (σ = ±1,
l = 0) and (c) OAM only (σ = 0, l = ∓1). (d-f) Averaged dichroism obtained from

(a-c), respectively. A grey vertical dotted line has been added at λ = 565 nm where
the maximum peak in the dichroism with weak focusing is observed.
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The numerical simulations with the tightly-focused beam (shown in Figure 5.32)

show the same mode excitations produced as in the weakly-focused case (cf. Fig-

ure 5.21). As shown here, even though the tightly-focused beam undergoes spin-orbit

conversion and the distribution of OAM and SAM changes, the mode symmetry does

not change due to the level of focusing, as excitation of these modes depends on the

total angular momentum of the beam, but not in the OAM and SAM alone. Most

importantly, the modes are even under inversion for all cases where OAM is present,

indicating the excitation of a quadrupolar mode. For SAM only, the modes are odd

under inversion, indicating a dipolar excitation.

Figure 5.32: Simulation for the tightly-focused beam and shuriken structure.
Simulated z-component of the electric field plotted on top of a RH shuriken

structure for varying combinations of SAM and OAM (λ=590 nm). The helicity
parameter σ and topological charge l are indicated in the upper left corner of each

panel.

The excitation of the quadrupolar mode in the simulations in the case of OAM can

be understood from theory. Previously, it has been well established that LG beams can

excite higher-order modes due to their superior field gradients with respect to Gaussian

beams.[99] Therefore, to understand the change in Figure 5.31 we take a look at the

electric field gradient of LG beams. Recall that the gradient is given by

∇El,p=0
LG =

[
ρ̂̂ρ̂ρ

(
|l|
ρ
− 2ρ

w2
0

)
+ ϕ̂̂ϕ̂ϕ

il

ρ
+ ikẑ̂ẑz

]
El,p=0

LG , (5.81)
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which implies that LG beams where l ̸= 0 will give larger gradients than Gaussian

beams, and that this gradient will increase for increasing topological charge. It is a well-

known fact across different studies that steep field gradients excite electric quadrupoles

(E2), which subsequently modify the chiroptical properties of chiral systems.[322–325]

Here it is proposed the dichroism in shuriken nanoindentations arises solely due to SAM

contribution, as the helical dichroism collected with OAM only is weak. Due to the

absence of PIR in the tightly-focused regime, the dichroism must originate from E1M1

interactions. However, the additional excitation of quadrupolar modes from the steep

gradient of LG beams when the beam is tightly focused on the structure modifies the

dichroism signal via E1E2 interactions, which gives rise to a dichroism signal for the

same wavelengths where dichroism is observed due to the near-field coupling of bright

and dark modes in the weakly-focused case.

5.5 Conclusions

In this chapter the interaction between light beams carrying varying combinations

of SAM and OAM and shuriken-shaped chiral metamaterials have been studied across

the visible range. The experiments and simulations for weakly-focused beams indicate

no change in the dichroism due to the addition of OAM to the beam and no dichroism

with OAM alone. This has been rationalized considering the array effects, polarization

distributions and the fact that the dichroism is expected to be the same for the structures

off the beam centre.

In the case of tightly-focused beams, however, the beam is now focused on a sin-

gle shuriken structure. A significant change in the dichroism has been observed using

circularly-polarized LG beams (σ = ∓1, l = ±1), and effect that is attributed to the ex-

citation of higher-order modes due to the superior field gradient of LG beams compared

to conventional Gaussian beams. As opposed to previous methods where optical activity

is changed through geometric modifications,[303] the change in this work is dynamic and

it can be simply alternated by switching the Q-plate on/off to add/remove the OAM
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contribution. It is important to further notice that the change has been achieved for a

structure as small as ∼500 nm in size, but the method is limited by the spatial match

between the beam and the structure. Future work could focus on the use of different

topological charges, and also on the implementation of a variable phase retarder after

the Q-plate. The second one will allow to dynamically alter the final polarization state

to (1) act as a half wave plate, generating the parallel combination of SAM and OAM;

(2) act as a linear polarizer, generating helical dichroism; (3) maintain the antiparallel

combination of SAM and OAM if off.

In summary, the findings of this work simplify the traditional methods of modifying

the chiral response which has been previously achieved via structural and geometri-

cal design[303] and it envisages orbital angular momentum as a powerful tool for the

dynamic modulation of optical activity.
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Chapter 5: Summary

Figure 5.33: Chapter 5 concept figure.

Key findings:

• Orbital angular momentum can excite higher-order modes (E2) due to a

superior field gradient.

• Dichroism measurements have been achieved for varying combinations of

angular momenta across the visible range in chiral metamaterials.

• Dynamic tuning of the dichroism has been achieved with orbital angular

momentum and E1E2 interactions.
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Conclusions and future outlook

In this thesis Laguerre-Gaussian beams and their associated orbital angular mo-

mentum have been employed to modify the properties of nanomaterials for two different

applications. In the first instance, the torque and azimuthal forces carried by Laguerre-

Gaussian beams have been successfully used for the dynamic and spatially-selective

modification of the morphology and electronic properties of 2D materials. Numerical

simulations have provided a visualization and understanding of the expected forces and

torques. The changes in the morphology and properties have been characterized using a

wide range of experimental techniques, including Raman spectroscopy, PL spectroscopy,

conductance measurements and AFM.

In the second instance of this thesis, Laguerre-Gaussian beams have been investi-

gated for a different application, the tuning of optical activity and chiroptical response in

chiral metamaterials. Using theory, numerical simulations and dichroism measurements

it has been concluded that the superior field gradients generated by Laguerre-Gaussian

beams can be used to dynamically modify the optical activity response in chiral meta-

materials. This has been thoroughly investigated using different levels of focusing and

different amounts of angular momentum.

In summary, the work performed in this thesis envisages optical orbital angular

momentum as a very powerful tool to control the properties of nanomaterials for a

wide range of scenarios and applications. The work undertaken in this thesis has been
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performed for a fixed topological charge. However, in the realms of orbital angular

momentum beams, there is still plenty of room to be explored for different topological

charges, alternative beams e.g. Bessel or Zernike beams, different polarization struc-

tures, in the search for new effects. In the area of 2D materials, there are emerging

materials such as 2D hybrid organic-inorganic perovskites[326] that could be explored

next.

Overall, it is fascinating to have witnessed the rapid growth in the research of orbital

angular momentum of light since its emergence in 1992, and to see how it has expanded

into diverse fields and applications. With this thesis, I hope to have sparked some

curiosity and contributed, even if just a small part, to this constantly evolving area of

study.
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61. Maragò, O. M., Jones, P. H., Gucciardi, P. G., Volpe, G. & Ferrari, A. C. Optical

trapping and manipulation of nanostructures. Nature Nanotechnology 8, 807–819

(2013).

62. Sneh, T. et al. Optical tweezing of microparticles and cells using silicon-photonics-

based optical phased arrays. Nature Communications 15, 8493 (2024).

63. Optical trapping and tailoring of exciton-polariton condensates into macroscopic

complexes. Nature Physics 20, 22–23 (2024).

64. Optical Tweezers. Methods and Protocols (ed Gennerich, A.) (Springer, 2017).

65. Tanaka, M., Tsuboi, Y. & Yuyama, K.-i. Formation of a core–shell droplet in a

thermo-responsive ionic liquid/water mixture by using optical tweezers. Chem.

Commun. 58, 11787–11790 (84 2022).

66. Fujiwara, H. et al. Spin–Orbit Angular-Momentum Transfer from a Nanogap

Surface Plasmon to a Trapped Nanodiamond. Nano Letters 21, 6268–6273 (2021).

67. Chen, X. T., Cheng, W. Z., Xie, M. Y. & Zhao, F. L. Optical rotational self-

assembly at air-water surface by a single vortex beam. Results in Physics 12,

1172–1176 (2019).

68. O’Neil, A. T. & Padgett, M. J. Three-dimensional optical confinement of micron-

sized metal particles and the decoupling of the spin and orbital angular momen-

tum within an optical spanner. Optics Communications 185, 139–143 (2000).

69. O’Neil, A. T., MacVicar, I., Allen, L. & Padgett, M. J. Intrinsic and extrinsic

nature of the orbital angular momentum of a light beam. Physical Review Letters

88 (2002).

70. Curtis, J. E., Koss, B. A. & Grier, D. G. Dynamic holographic optical tweezers.

Optics Communications 207, 169–175 (2002).

211



Chapter 6: BIBLIOGRAPHY

71. Garces-Chavez, V. et al. Observation of the transfer of the local angular momen-

tum density of a multiringed light beam to an optically trapped particle. Physical

Review Letters 91 (2003).

72. Leach, J., Keen, S., Padgett, M. J., Saunter, C. & Love, G. D. Direct measurement

of the skew angle of the Poynting vector in a helically phased beam. Opt. Express

14, 11919–11924 (2006).

73. Barnett, S. M. et al. On the natures of the spin and orbital parts of optical angular

momentum. Journal of Optics 18, 064004 (2016).

74. Friese, M. E. J., Nieminen, T. A., Heckenberg, N. R. & Rubinsztein-Dunlop, H.

Optical alignment and spinning of laser-trapped microscopic particles. Nature

394, 348–350 (1998).

75. Friese, M. E., Enger, J., Rubinsztein-Dunlop, H. & Heckenberg, N. R. Optical

angular-momentum transfer to trapped absorbing particles. Phys Rev A 54, 1593–

1596 (1996).

76. Simpson, N. B., Dholakia, K., Allen, L. & Padgett, M. J. Mechanical equivalence

of spin and orbital angular momentum of light: an optical spanner. Opt. Lett. 22,

52–54 (1997).

77. Toyoda, K., Miyamoto, K., Aoki, N., Morita, R. & Omatsu, T. Using Optical

Vortex To Control the Chirality of Twisted Metal Nanostructures. Nano Letters

12, 3645–3649 (2012).

78. Syubaev, S. et al. Chirality of laser-printed plasmonic nanoneedles tunable by

tailoring spiral-shape pulses. Applied Surface Science 470, 526–534 (2019).

79. Omatsu, T. et al. A New Twist for Materials Science: The Formation of Chiral

Structures Using the Angular Momentum of Light. Advanced Optical Materials

7 (2019).

212



Chapter 6: BIBLIOGRAPHY

80. Fedoruk, M., Meixner, M., Carretero-Palacios, S., Lohmüller, T. & Feldmann,

J. Nanolithography by Plasmonic Heating and Optical Manipulation of Gold

Nanoparticles. ACS Nano 7, 7648–7653 (2013).

81. Ni, J. et al. Three-dimensional chiral microstructures fabricated by structured

optical vortices in isotropic material. Light: Science & Applications 6, e17011–

e17011 (2017).

82. Barron, L. D.Molecular Light Scattering and Optical Activity 2nd ed. (Cambridge

University Press, 2004).
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lumineux dans leur passage à travers certains corps diaphanes, & sur quelques
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Appendix A

MATLAB code to generate

Laguerre-Gaussian beams

The following code generates plots of Laguerre-Gaussian beams in MATLAB by

using the expression in cylindrical coordinates.

clear all

close all

%This code plots OAM beams as a function of m and p, where m is the

orbtal angular momentum

%and p+1 is the number of concentric rings , using the LG beam

equation in

%cylindrical coordinates

%Paula Laborda , 20/4/2022

%% OAM beam parameters

m = -2;

p = 0;

%m: orbtal angular momentum
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%p+1: number of concentric rings

%Cylindrical coordinates

%z = height above xy plane

%rho: radial coordinate

%phi: azimuth

%% Initial parameters

N = 800;

resolution =150;

resolution_rho = 15;

if m==0

resolution_rho = 7;

resolution_phi = 60;

else

resolution_rho = 15;

resolution_phi = 10000;

end

step =2*pi/resolution;

rho=linspace(0, N, resolution_rho);

phi=linspace(-pi ,pi , resolution_phi);

lambda = 400; %wavelength

k = 2*pi/lambda; %wavevector

w_0 = lambda /2; %beam waist

z_R = pi*w_0 ^(2)/lambda; %Rayleigh range

z=0; %z at the focal point

beam_waist = @(w_0 , z, z_R) sqrt(w_0 .^2*(1+(z./z_R).^2));

chi_function = @(a,b) atan(a./b);

R_z = @(z_R ,z) (z_R .^(2)+z.^(2))./z; %rayleigh range

%% Normalization constant

%From Gotte:

236



Chapter A: MATLAB code to generate Laguerre-Gaussian beams

C_mp = sqrt ((2.^(( abs(m)+1)).*( factorial(p))/(pi.* factorial(p+abs(m)))

));%normalization constant for Laguerre -Gaussian mode

%C_mp = sqrt (2/(pi*factorial(m)*factorial(p)))*min(m,p)

%C_mp = sqrt ((2*( factorial(p))/(pi.* factorial(p+abs(m)))));%

normalization constant for Laguerre -Gaussian mode

%C_mp =1;

%% Laguerre Polynomial

syms f(u) g(u) h(u) L_polynomial(u)

f(u) = exp(-u);

g(u) = exp(u);

h(u) = diff(f(u)*u^(min(abs(m),p)+abs(m-p)),min(abs(m),p));

L_polynomial(u) = (u^(-abs(m-p))*h(u)*g(u))/factorial(min(abs(m),p));

%% Laguerre -Gaussian beam

[Rho ,Phi]= meshgrid(rho ,phi(1:end));

%From Gotte:

LG = @(z, rho , phi) C_mp ./( sqrt(beam_waist(w_0 , z, z_R))).*( rho.*sqrt

(2)./ beam_waist(w_0 , z, z_R)).^(abs(m)).*exp(-rho .^(2) ./( beam_waist

(w_0 , z, z_R)).^2).* double(L_polynomial (2.* rho .^(2) ./( beam_waist(

w_0 , z, z_R)).^2)).*exp(-1i.*k.*( rho .^(2) ./(2.*( R_z(z_R ,z))))).*exp

(1i.*(m).*phi).*exp(-1i.*( abs(m)+2*p+1).* chi_function(z,z_R));

%From comsol:
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%LG = @(z, rho , phi) C_mp.*w_0./( beam_waist(w_0 , z, z_R)).*(rho.*sqrt

(2)./ beam_waist(w_0 , z, z_R)).^(m).*exp(-rho .^(2) ./( beam_waist(w_0 ,

z, z_R)).^2).* double(L_polynomial (2.* rho .^(2) ./( beam_waist(w_0 , z,

z_R)).^2)).*exp(-1i.*k.*( rho .^(2).*z./(2.*( R_z(z_R ,z))))).*exp(-1i

.*(m).*phi).*exp(-1i.*(m+2*p+1).* chi_function(z,z_R)).*(-1).^(min(m

,p));

LH_beam_2D = LG(z, Rho , Phi);

%Conversion from cylindrical coordinates to cartesian coordinates

[X,Y] = pol2cart(Phi ,Rho);

%Intensity distribution

figure ()

surf(X,Y,abs(LH_beam_2D).^2)

title('Intensity distribution ')

%Phase

figure ()

angle_part = angle(LH_beam_2D);

if m~=0

max_value=max(max(angle_part));

min_value=min(min(angle_part));

angle_part (( angle_part > 3.1412) | (angle_part < -3.1412)) = NaN;

end
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S=surf(X,Y,angle_part)

%zlim([-pi,pi])

title('Phase ')

if m~=0

S.EdgeColor = 'none';

hold on

spacing = 10; % play around so it fits the size of your data set

for i = 1: spacing:length(X(:,1))

plot3(X(i,:), Y(i,:), angle_part(i,:),'-k');

plot3(X(i,:), Y(i,:), angle_part(i,:),'-k');

end

hold off

end

%Phasefront

figure ()

C = X;

W1=surf(X,Y, angle_part ,C)

hold on

W2=surf(X,Y,angle_part +2*pi ,C)

W3=surf(X,Y,angle_part +4*pi ,C)

W4=surf(X,Y,angle_part +6*pi ,C)

hold off

title('wavefront ')

colormap gray;

% colormap hot;

%load('Blue_colormap.mat ')

%colormap(gca , Blue);

239



Chapter A: MATLAB code to generate Laguerre-Gaussian beams

%shading interp

if m~=0

W1.EdgeColor = 'none';

W2.EdgeColor = 'none';

W3.EdgeColor = 'none';

W4.EdgeColor = 'none';

hold on

spacing = 200; % play around so it fits the size of your data set

for i = 1: spacing:length(X(:,1))

plot3(X(i,:), Y(i,:), angle_part(i,:),'-k');

plot3(X(i,:), Y(i,:), angle_part(i,:)+2*pi,'-k');

plot3(X(i,:), Y(i,:), angle_part(i,:)+4*pi,'-k');

plot3(X(i,:), Y(i,:), angle_part(i,:)+6*pi,'-k');

end

spacing2 =2

for i = 1: spacing2:length(X(1,:))

plot3(X(:,i), Y(:,i), angle_part (:,i),'-k');

plot3(X(:,i), Y(:,i), angle_part (:,i)+2*pi,'-k');

plot3(X(:,i), Y(:,i), angle_part (:,i)+4*pi,'-k');

plot3(X(:,i), Y(:,i), angle_part (:,i)+6*pi,'-k');

end

end

s.CData = X.^2 + Y.^2;

set(gca ,'visible ','off')

%set(h,'edgecolor ','r','facecolor ',[.1 .9 .1])

xlabel('X');

ylabel('Y');

zlabel('Z');

As mentioned in Chapter 2, Laguerre-Gaussian beams can also be generated by
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combining Hermite-Gaussian modes.

Mathematically, the combination of h+j HG modes to yield LG modes of arbitrary

order h and j is done as follows.[23]

LGhj(x, y, z) =

h+j∑
t=0

itb(h, j, t)HGh+j−t,t(x, y, z), (A.1)

where b(h, j, t) is a coefficient described in reference [23] and the term it shifts the HG

beams to generate the LG beam. Now, the topological charge l and radial mode p are

given by l = h− j and p = min(h, j), respectively. The MATLAB code presented below

uses equation A.1 and it was used to generate the images in Figures 2.3, 2.8 and 2.10.
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close all

clear all

%Laguerre -Gaussian modes expressed as a combination of Hermite -

Gaussian modes

% Orbital angular momentum: |n-l|

% Number of concentric rings: min(n,l)

%% Hermite -Gaussian beam parameters

lambda = 532; %wavelength in nm

N = 900;

%N=4500; %to visualize phase

resolution = 200; %number of data points

x=linspace(-N, N,resolution);

y=x;

[X,Y]= meshgrid(x,y);

n=2; %order in x for HG mode

l=1; %order in y for HG mode

plot_HG = 1; %1 if you want to plot all HG modes used in the script

%% Beam parameters

C_nl = sqrt (2/(pi*factorial(n)*factorial(l)))*2^( -(n+l)/2);

w_0 = lambda /2; %beam waist at focal point

k = 2*pi/lambda; %wavevector

z_R = pi*w_0 ^2/ lambda; %Rayleigh range

z=0; %value along propagation axis

beam_waist = @(w_0 , z, z_R) sqrt(w_0 .^2*(1+(z./z_R).^2));

chi_function = @(a,b) atan(a./b);
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%% Hermite Polynomial

syms f(u) g(u) h(u) H(u)

f(u) = exp(-u.^2);

g(u) = exp(u.^2);

h_x(u) = diff(f(u),n);

h_y(u) = diff(f(u),l);

H_x(u) = (-1)^n*g*h_x;

H_y(u) = (-1)^l*g*h_y;

%% Laguerre -Gaussian plot

LG_mode = 0;

for t=0:(n+l)

C_nl = sqrt (2/(pi*factorial(n+l-t)*factorial(t)))*2^( -(n+l)/2); %

normalization constant

%Hermite polynomials

syms f(u) g(u) h(u) H(u)

f(u) = exp(-u.^2);

g(u) = exp(u.^2);

h_x(u) = diff(f(u),n+l-t);

h_y(u) = diff(f(u),t);

H_x(u) = (-1)^(n+l-t)*g*h_x;

H_y(u) = (-1)^(t)*g*h_y;
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%Hermite -Gaussian beam function:

HG_2D = @(x, y, z) C_nl ./( beam_waist(w_0 , z, z_R)).*exp(-1i*k*(x

.^(2)+y.^(2))/(2.*(( z_R^2+z.^2)/z))).*exp(-((y.^(2)+x.^(2))./

beam_waist(w_0 , z, z_R).^2)).*exp(-1i*(n+l+0.5) .* chi_function(z

,z_R)).* double(H_x((sqrt (2).*x./ beam_waist(w_0 , z, z_R)))).*

double(H_y((sqrt (2).*y./ beam_waist(w_0 , z, z_R))));

HG_beam_2D = HG_2D(X,Y,z);

jj=t+1;

HG(jj).HG_beam = HG_beam_2D;

if plot_HG ==1

figure ()

surf(X,Y,abs(HG_beam_2D))

xlabel('X')

ylabel('Y')

title(['Hermite -Gaussian mode: HG_', num2str(n+l-t), '_',

num2str(t), ', z=', num2str(z)])

set(gca ,'visible ','off')

shading interp

end

%coefficient for LG mode

syms R(s)

R(s) = diff((1-s)^(n)*(1+s)^(l),t);

B_nlt = sqrt(( factorial(n+l-t)*factorial(t))/(2^(n+l)*factorial(n)

*factorial(l)))*(1/ factorial(t))*R(0);

%Laguerre -Gaussian expressed as a sum of Hermite -Gaussian modes:

LG_mode = LG_mode + (1i).^(t).* double(B_nlt).* HG_beam_2D;

%(1i).^(t)

end

%allHG = [HG.HG_beam ]; %structure file containing the HG modes used to
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generate LG mode

%% Plotting the LG modes

figure ()

surf(X,Y,abs(LG_mode).^2)

xlabel('X')

ylabel('Y')

zlabel('Intensity distribution ')

set(gca ,'visible ','off')

title (['Result: Laguerre Gaussian mode , z=', num2str(z), ', L=',

num2str(abs(n-l))])

set(gca ,'visible ','off')

shading interp

colormap gray;

figure ()

surf(X,Y,angle(LG_mode))

xlabel('X')

ylabel('Y')

zlabel('Phase ')

set(gca ,'visible ','off')

colormap gray;

shading interp

colorbar('Ticks ' ,[-3,3],'TickLabels ',{'-\pi','\pi'},'Fontsize ' ,30)

title('Laguerre Gaussian mode: phase)')
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MATLAB code for γ-ray removal

%% Script used to remove gamma rays

%Author: Paula Laborda Lalaguna , 28/3/2022

%Input file extension: .asc

%Example of filename: linear1 -2

_acc200_ExT3_T22p5deg_TC330_1P85_2P180_1QWP359_2QWP359_A0_10 .40.56

%The number of acquisitions has to be after the first underscore for

the

%code to work properly

%Enter file name without extension in 'filename_noext '. If empty:

%filename_noext='', the code asks the user to select as many files as

%wanted.

%save=1, if you want to save the file. Saved as wavelength , PL

intensity. It will be saved in the folder gamma_removed

%%

clear all

close all
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%% User parameters

filename_noext='';

extension = '.asc'

filename = strcat(filename_noext , extension);

save = 1;

threshold = 2;

colors = ['r','b','k','m','g'];

if isempty(filename_noext)

[filename_array ,pathname] = uigetfile('*.txt','Multiselect ','ON');

cd(pathname)

else

filename_array = filename;

end

if ischar(filename_array)

num_files = 1;

else

num_files = length(filename_array);

end

% for ii=1: num_files

% if ischar(filename_array)

% filename = filename_array;

% else

% filename = filename_array{ii};

% end

% end
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for ii=1: num_files

if ischar(filename_array)

filename = filename_array;

else

filename = filename_array{ii};

end

%% Raw data

%finds the number of acquisitions

[~, basename , ext] = fileparts(filename);

parts = strsplit(basename , '_');

acc = parts (2);

acc = cell2mat(acc);

acc = str2double(acc(4:end));

data = readtable(filename , 'MultipleDelimsAsOne ', true ,'FileType ','

text');

PL = data.Var2;

PL = PL/acc;

eV = 1239.841984./ data.Var1;

% h=figure('Name ', ['Raw data ', num2str(ii)],'Position

' ,[100 ,200 ,600 ,500]);

% plot(eV, PL, 'Color ', colors (1));

%% Gamma ray removal
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for ii=1: length(PL)

check = PL(ii)

try

if (check > (PL(ii -1)+threshold) || check > (PL(ii+1)+

threshold))

PL_2(ii) = PL_2(ii -1);

else

PL_2(ii) = PL(ii);

end

catch

PL_2(ii) = PL(ii);

end

end

% figure('Name ', ['Gamma rays removed ', num2str(ii)],'Position

' ,[100 ,200 ,600 ,500]);

% p=plot(eV, PL_2 ,'Color ',colors (2));

%% Both the raw data and gamma rays removed

figure('Name', 'Comparison ','Position ' ,[100 ,200 ,600 ,500]);

plot(eV , PL ,eV ,PL_2);

gamma = [];

gamma (:,1) = data.Var1;

gamma (:,2) = PL_2 ';

%save test.txt x y -ascii

if save ==1

if not(isfolder ([pathname ,'gamma_removed ']))

mkdir gamma_removed
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end

try

cd gamma_removed

catch

end

writematrix(gamma , [basename ,'_gammaremoved.txt'],'Delimiter ',' ')

end

end
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Maximum intensity and radius of

maximum intensity in

Laguerre-Gaussian beams

The intensity of a Laguerre-Gaussian beam with radial mode p = 0 is given by

I(r) = |E(r)|2 = 2

π|l|!
Ae

−2r2

w2
0

(r√2
w0

)2|l|
, (C.1)

where r is beam radius, w0 beam waist (assuming z = 0, at the focal point), l the

topological charge and A an amplitude constant.

The derivative dI/dr is given by
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=
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0

)
e
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2
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0

(√2
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)2|l|[−4r2|l|+1

w2
0

+ 2|l|r2|l|−1
]
,

(C.2)

where we have employed the chain rule.

To find the maximum we can solve dI/dr = 0.
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dI

dr
= 0→ −4r

2|l|+1

w2
0

+ 2|l|r2|l|−1 = 0

4r2|l|+1

w2
0

= 2|l|r2|l|−1

4r2|l|+1

w2
0

= 2|l|r2|l|−1

2r2|l|+1

w2
0|l|r2|l|−1

= 1

2r2

w2
0|l|

= 1.

Solving for r we obtain

r2 =
w2

0

2
|l|

rmax =

√
2w0

2

√
|l|. (C.3)

Equation C.3 shows the radius at which the intensity of an LG beam is maximum.

The maximum intensity is calculated by substituting C.3 into equation C.1:

Imax(rmax) =
2

π|l|!
Ae

−2r2max
w2
0

(rmax√2
w0

)2|l|

Imax(rmax) =
2

π|l|!
Ae−|l|

√
|l|

2|l|
. (C.4)
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Coupled-oscillator modelling

In this section an expression to fit dichroism data using a classical radiating coupled

oscillator system is derived. A classical two-coupled oscillator system with a driving force

acting only on one of the oscillators can be described by the differential equations[283,

287]

ω−2
r p̈(t) + γrω

−1
r ṗ(t) + p(t) = grf(t)− k̃q(t), (D.1)

ω−2
d q̈(t) + γdω

−1
d q̇(t) + q(t) = −k̃p(t). (D.2)

In equations D.1 and D.2, the bright oscillator is described by the excitation function

p(t), resonance frequency ωr and damping γr. The bright mode is driven by an external

force grf(t). In our case, f(t) represents the external light and gr is an amplitude

coefficient representing the coupling to the external light. Similarly, the dark mode is

described by the excitation function q(t), resonance frequency ωd and damping γd. The

dark mode is not excited directly by the external light, and it is only excited via near-

field coupling to the bright mode. The coupling is represented by the complex coupling

k̃ = k−i(θ−ϕ), where k is the magnitude of the coupling and θ and ϕ the phase of the

bright and dark modes, respectively.[316]

The general solutions to equations D.1 and D.2 have the form
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p(t) = P (ω)e−iωte−iθ, (D.3)

q(t) = Q(ω)e−iωte−iϕ, (D.4)

and the force f(t) is given by f(t) = F (ω)e−iωt. Therefore, we obtain


P (ω)e−iθDr(ω) = gF (ω)− k̃Q(ω)e−iϕ,

Q(ω)e−iϕDd(ω) = −k̃P (ω)e−iθ,
(D.5)

where Dr(ω) = 1− ( ω
ωr
)2 − iγr( ωωr

) and Dd(ω) = 1− ( ω
ωd
)2 − iγd( ωωd

).

Solving by substitution of Q(ω) into P (ω) gives and expression for P (ω).

P (ω) =
F (ω)gDd(ω)

e−iθ(Dr(ω)Dd(ω)− k̃2
) (D.6)

As the force F (ω) in our case is due to the electric field E(ω) and the susceptibility

is χ(ω) = P (ω)/E(ω), the susceptibility becomes

χ(ω) =
gDd(ω)

e−iθ(Dr(ω)Dd(ω)− k̃2)
. (D.7)

From the susceptibility, the refractive index can be derived as

n =
√
χ(ω) + 1. (D.8)

The reflectivity can be derived from the refractive index via

R =
∣∣∣nair − n
nair + n

∣∣∣2, (D.9)

where nair is the refractive index of the surrounding medium (in our case air). The

circular dichroism can now be expressed as the difference in reflectivity between LCP
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and RCP beams,

CD = 2
(RLCP −RRCP

RLCP +RRCP

)
. (D.10)

The fitting parameters used to fit the experimental CD in Section 5.4.2 of Chapter 5

are ωr, ωd, γr, γd, k, θ, ϕ and g. To account for the beam chirality in the dichroism,

different fitting parameters were used for k and g for LCP (σ = +1) and RCP (σ = −1),

so the susceptibility becomes

χσ=±1(ω) =
gσ=±1Dd(ω)

e−iθ(Dr(ω)Dd(ω)− k̃2σ=±1)
, (D.11)

from which the refractive indices, reflectivity and CD can be derived.
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