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Abstract

Consensus serves as a foundational mechanism in both social coordination and distributed

technical systems. While machine consensus research in engineering focuses on fault tol-

erance and synchronization, social science emphasizes human deliberation, participation,

and governance. However, the increasing convergence of human and machine decision-

making, exemplified by decentralized autonomous organizations (DAOs), intelligent agents,

and cyber-physical social systems, demands a more integrated and theoretically robust un-

derstanding of consensus. This thesis addresses this interdisciplinary gap by investigating

consensus across three interconnected dimensions: probabilistic fault-tolerant consensus sys-

tems, human-driven voting mechanisms in DAOs, and a unified conceptual framework bridg-

ing human and machine consensus.

The first part of the thesis focuses on distributed fault-tolerant consensus in uncertain

environments. Traditional approaches often rely on deterministic assumptions about node

failures and fixed quorum rules. These assumptions may fail to reflect real-world systems

where node behaviour is influenced by heterogeneous reliability and probabilistic failures.

To address this limitation, a probabilistic modelling framework is proposed, treating node

reliability as a stochastic variable. Within this framework, consensus outcomes are classi-

fied into three categories: safe, risky, and compromised. A new concept, referred to as the

reliability quorum, is introduced to provide a more flexible threshold for achieving consen-

sus based on targeted reliability levels. This model enables system designers to tailor fault

tolerance according to specific reliability requirements, providing both analytical clarity and

practical adaptability.

The second part investigates consensus in decentralized systems primarily driven by

human-oriented agents, using DAO voting as a representative case. In contrast to deter-

ministic coordination among machines, DAO consensus arises from voluntary participation,

heterogeneous voting power, and non-uniform approval conditions. To guide the analysis,

the thesis introduces the DAO governance triangle alongside the SEED framework, which

qualitatively evaluates voting mechanisms across four dimensions: Security, Efficiency, Ef-

fectiveness, and Decentralization. Building on this conceptual foundation, the study proceeds

ii



ABSTRACT iii

to a quantitative investigation of two key SEED dimensions. For decentralization, a stochas-

tic process model is proposed to capture probabilistic participation and power distribution,

leading to the formulation of the Consistency Rate and the Decentralization Coefficient as

quantitative indicators. For efficiency, the model is further extended to characterize the inter-

actions among participation probability, voting duration, and approval rate, enabling a formal

evaluation of voting responsiveness and resource usage. Simulation results support both as-

pects of the analysis, revealing how power concentration, turnout behaviour, and mechanism

design jointly influence decentralization and efficiency in DAO voting.

The third part presents a unifying conceptual framework to analyse consensus across hu-

man, machine, and human-machine hybrid systems. Despite disciplinary differences, the

thesis identifies three core components of any consensus process: participants (the actors of

agreement), communication (the medium of exchange), and state (the evolving representation

of agreement). Framing consensus as an entropy-reduction process that resolves cognitive or

informational divergence, this abstraction enables comparative analysis across diverse sys-

tems. The framework also distinguishes among human consensus, machine consensus, and

human-machine hybrid consensus, and offers design guidelines aligned with the characteris-

tics and limitations of each.

Together, these three threads construct a comprehensive theory of consensus that connects

distributed computation, social governance, and emerging hybrid collectives. By integrating

modelling, evaluation, and abstraction, this thesis contributes a multi-layered foundation for

understanding and designing consensus mechanisms that are robust, scalable, and trustworthy

in increasingly decentralized and intelligent environments.
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Chapter 1

Introduction

The word “consensus" is explained as “Agreement in opinion, feeling, or purpose among

a group of people, especially." in the Oxford English dictionary [3]. The broad discussion

on consensus in human society is an ancient topic. Initially, from the early functionalist

perspective that emerged in the late 19th and early 20th centuries, consensus was viewed as a

manifestation of social cohesion and collective consciousness [4]. By the mid-20th century,

the focus shifted to social constructivism, which viewed consensus as constantly constructed

and reconstructed through social interaction and communication [5]. Further developments

in the mid and late 20th centuries led to the discussions on the methodologies of forming

consensus [6]. The exploration of consensus from a social sciences perspective has always

been developing and changing, continually influenced by the evolving structures of societal

networks.

With the rise of computer science in the 1940s, the research of consensus has spanned

widely from social science to technology. The concept of consensus soon began to be ex-

plored within distributed networks due to the need for distributed computing nodes to reach a

unified understanding of the state, sequence, or outcome of certain operations [7]. Since the

1960s, aerospace control systems have used replicated processors for error detection, posing

a challenge in achieving consistent decisions across processes and initiating the research of

Distributed Fault-Tolerance (DFT) consensus [8]. This was significantly advanced by Leslie

Lamport’s 1982 “Byzantine Generals Problem," which established a framework for achieving

consensus in systems despite the presence of malicious nodes [9]. By 2000, Internet com-

panies began to use distributed servers, which required advanced consensus algorithms to

synchronize data across databases, greatly advancing consensus technology. The emergence

of Bitcoin in 2008 triggered a decade of intense blockchain development. As its core tech-

nology, the consensus algorithm has made great progress and broadened the research scope

in the field of consensus technology. Additionally, multi-agent systems (MAS) represents

1
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another well-known form of consensus, focusing on coordinated behaviour and decision-

making among autonomous agents. Over time, the integration of artificial intelligence (AI)

has largely driven the development of MAS, enabling these systems to handle more complex

tasks and optimize performance [10].

The forms of consensus vary widely, depending on the participants, methods, objects,

etc. For a long time, experts in various fields have carried out consensus research in their

respective professional fields. In the social sciences, consensus typically involves subjective

reasoning, cognitive negotiation, and value alignment among individuals [11]. In contrast,

engineering approaches focus on maintaining consistency across distributed systems through

algorithmic protocols under assumptions of faults and delays [12]. While these field-specific

discussions on consensus effectively address the needs of their respective areas, the lack

of an overall understanding of consensus may fail to meet the continuously emerging new

consensus requirements driven by societal and technological progress. For example, new

challenges such as advanced nodes and dynamic consensus networks, have been introduced

to distributed autonomous systems when vehicle-to-vehicle networks are implemented, com-

plicating the consensus process [13] [14]. Traditional paradigms such as DFT consensus

provide a foundational framework for many consensus networks involving advanced nodes

[13]. These models were originally designed for systems composed of nodes performing

basic operations like reading, writing, and execution. As intelligent systems become increas-

ingly complex and adaptive, there is growing interest in exploring alternative consensus ap-

proaches. In particular, methods inspired by human consensus paradigms may offer comple-

mentary perspectives for understanding and facilitating consensus among highly autonomous

and cognitively capable nodes [15].

A typical example of a cross-field consensus need can be seen in the recent guidance

provided by Industry 5.0 [16] [17] and Society 5.0 [18], which emphasize enhanced human-

machine collaboration rather than pursuing solely machine-based systems with advanced fea-

tures [19]. A paradigm of hybrid consensus that integrates human and machine consensus is

a promising trend in manufacturing and also in everyday societal interactions [19] [20]. This

complex interaction requires not only the algorithmic design of machine operation in con-

sensus but also a grasp of the psychological and sociological factors that influence human

behaviour in consensus [20].

As a broad concept, consensus holds the same core characteristic, i.e., a network of par-

ticipants developing an apparent consistency or agreement. Commonalities and key elements

are evident, even though consensus research spans different disciplines. Integrating discus-

sions from various consensus disciplines can lead to several significant benefits. First, differ-

ent consensus research can learn from each other. For example, some typical MAS consen-
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sus algorithms draw inspiration from consensus mechanisms observed in animal behaviour

[10]. Second, by clarifying and understanding the features of the core elements of consensus,

researchers can better estimate the limits and applicability of various consensus strategies.

For instance, the fault-tolerance threshold, which is well-discussed in DFT consensus, may

also be applicable to general consensus research by following the quorum intersection rules.

Third, adopting a comprehensive perspective on consensus helps develop consensus strate-

gies that are flexible and not confined to specific disciplines, enabling them to address new

consensus challenges across various fields.

Therefore, this thesis presents a study of consensus mechanisms from multiple perspec-

tives. Rather than treating consensus as a problem confined to either human or machine

domains, this work explores it as a general process of agreement formation, applicable across

decentralized, intelligent systems. The thesis conducts in-depth investigations in three in-

terconnected directions: (1) probabilistic modelling and analysis of fault-tolerant consen-

sus systems under Byzantine node behaviour, (2) qualitative and quantitative evaluation of

decentralized governance through DAO voting mechanisms, and (3) proposal of a concep-

tual framework for understanding consensus processes across human, machine, and human-

machine hybrid systems. These three threads collectively aim to deepen our understanding

of consensus, not only as an algorithmic protocol but also as a structural and behavioural

phenomenon.

1.1 Motivation and Challenge

As distributed systems evolve toward greater autonomy, intelligence, and increasingly human-

machine collaboration, the nature of consensus mechanisms in these systems is undergoing

a fundamental paradigm shift. Traditional consensus mechanisms, typically designed for

homogeneous and predictable environments, are now faced with complex scenarios. These

scenarios include not only coordination between traditional computing nodes, but also coor-

dination between advanced intelligent agents with heterogeneous capabilities, varying relia-

bility, and dynamic behaviours. From the adaptive protocols required for autonomous robots

in vehicle-to-vehicle networks and uncertain cyber-physical systems to the nuanced collective

decision-making in blockchain-based governance systems such as DAOs, where consensus is

generated by intelligent agents or humans, the requirements for consensus are unprecedented.

The two broad paradigms of robust machine coordination with basic functions and dynamic

advanced agent decision-making represent distinct but equally important frontiers in modern

distributed consensus. Achieving consensus effectively in such a multifaceted and evolving

environment requires a comprehensive understanding of how consensus is defined, evalu-
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ated, and ultimately achieved in systems where participants can fail probabilistically, behave

strategically, or participate voluntarily. To address these emerging challenges, this paper is

explicitly driven by three core research goals, each of which aims to address the challenges

that consensus faces under different new paradigms.

1) Advancing Consensus under Probabilistic Fault Conditions

The first motivation arises from the critical need to extend DFT consensus to more realistic

and uncertain settings where node behaviour is inherently probabilistic. Traditional DFT con-

sensus algorithms typically assume a deterministic fault model, such as requiring fewer than

one-third of the nodes to be faulty. While effective in static and predictable environments, this

rigid assumption fails to accurately reflect real-world systems, where node reliability varies

due to dynamic communication conditions, heterogeneous hardware, external interference, or

even sophisticated cyber threats. For instance, in an autonomous driving fleet, vehicles may

differ substantially in their computational power, sensor precision, and connectivity quality,

making a uniform fault threshold either unnecessarily conservative for high-capability nodes

or insufficiently protective when weaker nodes degrade under stress. This scenario illustrates

how deterministic models result in conservative over-design or, conversely, a lack of robust-

ness under realistic heterogeneity and uncertainty. A probabilistic perspective addresses these

shortcomings by treating node reliability as a stochastic variable, thereby capturing hetero-

geneity across nodes and enabling consensus criteria that adapt to context-specific reliability

conditions. This more flexible and engineering-oriented view not only aligns with how real

distributed systems are designed and operated, but also provides a principled foundation for

developing consensus mechanisms that can balance safety and efficiency under genuine un-

certainty.

Recent research has indeed begun to model node reliability as a probabilistic parame-

ter, recognizing the limitations of deterministic assumptions. However, a significant gap

remains: most existing probabilistic approaches still primarily focus on system performance

metrics while overlooking the profound implications of probabilistic node behaviour on the

core guarantees and operational dynamics of the consensus mechanisms themselves. They

often continue to rely on fixed quorum rules derived from deterministic models, thus failing

to fully capitalize on the flexibility and accuracy offered by probabilistic assumptions.

To address this fundamental limitation, this thesis is motivated to provide a compre-

hensive theoretical framework that systematically analyses the full spectrum of consensus

outcomes under stochastic failure scenarios. In this framework, consensus outcomes are
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precisely categorized into three states, safe1, risky, and compromised, each defined by the

likelihood of achieving consistency and correctness given probabilistic node behaviour. Fur-

thermore, the thesis introduces the novel concept of a reliability quorum, which replaces

traditional fixed-size quorums with probability-driven thresholds. This allows for consensus

protocols to be optimally designed and adaptively configured based on specific, application-

driven reliability requirements. Through rigorous mathematical derivation and analysis, this

work enables the design of consensus mechanisms that are both robust and adaptive in the

presence of real-world uncertainty, marking a crucial step towards more practical and reliable

distributed systems.

2) Analysing Human-Centric Consensus in DAOs: From Conceptual Frame-
works to Quantitative Performance

The second motivation for this thesis focuses on the critical domain of human-centric con-

sensus, specifically within the rapidly evolving landscape of Decentralized Autonomous Or-

ganizations (DAOs). As DAOs gain significant traction as a novel form of blockchain-based

governance within the Web3 ecosystem, on-chain voting has emerged as the central mecha-

nism for collective decision-making. However, unlike machine consensus, which is strictly

governed by pre-defined algorithmic rules, DAO consensus critically depends on voluntary

human participation, complex social dynamics, and often an unequal distribution of under-

lying token-based voting power. These characteristics introduce significant uncertainty and

make it profoundly difficult to objectively evaluate whether a voting process is truly decen-

tralized, fair, or effective. In practice, these limitations have already led to tangible gover-

nance challenges: in several high-profile DAOs, voting outcomes have been disproportion-

ately influenced by a small number of large token holders, while low turnout rates have further

exacerbated the problem, resulting in decisions that, although procedurally valid, were widely

regarded as unrepresentative of the broader community. Such distortions risk undermining

trust in governance processes and, in extreme cases, have triggered disputes and crises that

threaten the stability of the DAO itself.

Addressing these complexities necessitates a multi-faceted approach, moving beyond

anecdotal observations to systematic analysis. Initially, this thesis is motivated by the need

to develop a foundational conceptual understanding of DAO voting mechanisms. Given the

nascent stage and inherent complexity of DAOs, a structured qualitative analysis is essen-

tial to identify the critical role of voting, categorize its varying decentralization levels, and

1The notion of “safe state” in this thesis is distinct from the classical safety property in distributed consensus,
which denotes agreement consistency. Here it represents a probabilistic classification of consensus outcomes.
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define key performance dimensions. Existing studies often lack such systematic conceptual

frameworks. This work therefore establishes a comprehensive conceptual model (e.g., the

DAO governance triangle and a five-tier decentralization scheme) and proposes an evaluation

framework to thoroughly analyse the characteristics and challenges of diverse DAO voting

mechanisms.

Building upon this conceptual foundation, the thesis is further motivated to develop rigor-

ous quantitative methods to assess the decentralization and efficiency performance of human-

driven consensus in DAOs. A fundamental challenge arises from a stark contradiction: while

DAOs are built upon a core philosophy of decentralization, their existing voting mechanisms

frequently exhibit a strong tendency toward centralized control, often due to concentrated

token ownership or low voter participation. Despite the growing popularity and widespread

adoption of DAO voting systems, there is a critical absence of formal metrics or univer-

sally accepted standards to quantitatively assess their true decentralization or comprehen-

sively evaluate their governance efficiency. Current evaluations largely rely on qualitative

assessments, informal reasoning, or anecdotal evidence, which inherently lack reproducibil-

ity, precision, and comparability across different DAOs.

To address this pressing quantitative gap, this thesis is strongly motivated to establish a

robust and reproducible framework for analysing DAO consensus. This involves construct-

ing the first stochastic process model for DAO voting that accurately captures both individual

voting preferences and probabilistic participation, enabling a deeper understanding of real-

world governance dynamics. Based on this novel model, new, formal metrics are proposed

to quantify decentralization, including the consistency rate (reflecting individual voter influ-

ence) and the decentralization coefficient (providing a comprehensive, system-wide measure

of decentralization). Concurrently, this work is motivated to quantitatively describe and anal-

yse critical metrics related to DAO voting efficiency, including participation probability, vot-

ing period duration, and approval rate, detailing their interrelationships within the developed

model. These analytical tools collectively enable a more objective and robust evaluation of

diverse DAO voting mechanisms, directly supporting the design of governance protocols that

truly align with decentralized ideals and operate with optimal efficiency, thereby bringing

much-needed clarity, measurability, and analytical rigour to the study of voting-based con-

sensus in human-centric distributed systems.

3) Establishing a Unified Framework for Human and Machine Consensus

The third motivation originates from the profound and growing need to understand consen-

sus processes that seamlessly involve both human and machine participants. In many modern
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and emerging systems, such as human-robot collaboration in industrial settings, autonomous

transportation networks, smart grid management, and cyber-physical social networks, con-

sensus increasingly emerges through complex interactions between agents with fundamen-

tally different capabilities, behaviours, and underlying logic. However, existing research pre-

dominantly tends to analyse human consensus and machine consensus separately, employing

distinct theoretical models, terminologies, and analytical approaches that are inherently dif-

ficult to compare, contrast, or integrate. This disciplinary fragmentation creates a significant

analytical gap, hindering the development of truly comprehensive and interoperable consen-

sus solutions for hybrid systems.

For instance, the vision of Society 5.0 highlights human-centric production and services,

where intelligent systems must coordinate with human decision-makers in domains such as

healthcare, manufacturing, and urban management. Likewise, in applications such as earth-

quake search and rescue, autonomous robots can rapidly collect and process environmental

data, but final decisions on prioritisation and ethical trade-offs must be reached jointly with

human coordinators. These examples illustrate the need for hybrid consensus mechanisms

that align machine efficiency with human judgment. These scenarios illustrate the impor-

tance of developing a unified framework that abstracts beyond individual domains, so that

both routine human–machine integration and emergency responses can be analysed under a

consistent structure.

This thesis is thus strongly motivated to respond to this critical challenge by proposing

a novel and broadly applicable conceptual framework for analysing consensus across these

disparate types of systems. Rather than focusing on granular implementation details of spe-

cific algorithms or social mechanisms, the framework abstracts and identifies three essential,

indispensable elements common to all consensus processes: the participants (as the entities

reaching agreement), the communication structures (as the channels through which informa-

tion flows), and the evolution of shared state (describing the transformation from divergence

to agreement). These abstract elements provide a unified vocabulary, a consistent analyti-

cal structure, and a coherent lens through which diverse consensus scenarios, from human

deliberation to machine coordination, can be systematically analysed and understood.

Furthermore, within this unified framework, the thesis redefines the consensus process

fundamentally as a mechanism to eliminate or reduce cognitive differences among partic-

ipants regarding a shared object, conceptualizing it as an entropy-reduction process. This

profound understanding guides the framework’s utility, enabling it to classify consensus into

three distinct categories, human consensus, machine consensus, and hybrid consensus. This

comprehensive classification facilitates meaningful comparative studies and provides invalu-

able guidance for designing robust, adaptive, and ethically aligned consensus strategies that
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are appropriate for the unique demands of various future intelligent, distributed, and coop-

erative systems. The framework’s ability to bridge analytical divides is expected to inspire

future cross-disciplinary consensus research and foster more effective mechanism design.

1.2 Original Contribution

This thesis investigates key challenges in distributed consensus through three complemen-

tary perspectives: a rigorous probabilistic analysis of consensus outcomes and a novel
reliability quorum model for DFT consensus protocols, a comprehensive framework for
consensus in DAO governance that combines qualitative analysis with novel quantita-
tive methods, including models for understanding voting mechanisms, a foundational
stochastic analysis, and metrics for assessing decentralization and efficiency, and a con-
ceptual consensus framework for analysing consensus across human and machine sys-
tems. These contributions span theoretical abstraction, protocol-level modelling, and em-

pirical evaluation, with a focus on applications in autonomous systems and decentralized

organizations such as DAOs. The original contributions of this thesis are summarized as

follows:

• A Probabilistic Model for DFT Consensus and Uncertainty Analysis of Consensus
Outcomes:

– The first comprehensive theoretical analysis of consensus outcomes in a prob-

abilistic model for fault-tolerant consensus systems is presented, explicitly ac-

counting for probabilistic node failures. By mapping these outcomes to every

possible configuration of faulty and non-faulty nodes, together with key non-

deterministic parameters, a robust theoretical model is developed to evaluate out-

come probabilities under varying Byzantine behaviour and reliability-quorum as-

sumptions. The resulting mathematical derivations provide insights into optimis-

ing quorum size and node reliability for stringent system-level requirements.

– A novel classification of consensus outcomes into three states, safe, risky, and

compromised is introduced. These states are defined by the interaction between

non-deterministic counts of faulty and non-faulty nodes and the specified quorum

threshold. Computing the probability of each state enables rapid estimation of

consensus outcomes and direct assessment of overall system reliability.

– The concept of a reliability quorum, defined as the minimal subset of nodes re-

quired to achieve a target reliability level, is formulated. A weighting-based selec-

tion strategy permits flexible prioritisation of consensus outcomes to meet diverse
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application demands. Analytical results further show that the reliability quorum

maximising the safe-state probability coincides with the traditional 2 𝑓max+1 rule,

confirming its validity under probabilistic Byzantine fault assumptions.

– Wireless Distributed Consensus (WDC) is proposed to evaluate the reliability of

consensus systems in wireless environments. Comprehensive models of WDC

based on PBFT, incorporating essential synchronization processes, are derived.

Specifically, analytical expressions are developed to quantify the reliability of

PBFT under conditions of node failure, link failure, and combined node-link fail-

ures.

• Comprehensive Quantitative Framework for Decentralized Collective Decision-
Making in DAOs:

– The DAO governance triangle is proposed to precisely locate the pivotal role of

the voting mechanism within Decentralized Autonomous Organizations. Within

this model, the mutual constraints and interdependencies between DAO voting

mechanisms and underlying smart contracts are discussed in comprehensive de-

tail.

– Key performance metrics for DAO voting mechanisms are abstracted and for-

malized, encompassing Security, Efficiency, Effectiveness, and Decentralization

(SEED). This framework enables systematic and holistic evaluation of perfor-

mance and robustness across diverse DAO voting mechanisms.

– Based on the SEED framework, a detailed analysis of seven typical DAO voting

mechanisms is presented, including summaries of their operational procedures

and performance evaluations aligned with the SEED principles, thereby complet-

ing a qualitative and framework-level assessment.

– A novel stochastic model for the DAO voting process is constructed, accurately

capturing a wide range of voting schemes and approval conditions. This model

provides a foundational analytical framework for the quantitative evaluation of

DAO voting mechanisms.

– Within the stochastic voting model, the concept of Consistency Rate is defined

to quantitatively represent each voter’s effective control over the voting process,

establishing a fundamental parameter for assessing the overall level of decentral-

ization in DAO voting systems.

– Building on the Consistency Rate, a new metric called the Decentralization Coef-

ficient is introduced as the first quantitative measure to evaluate decentralization
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in DAO voting. This coefficient enables robust demonstration and comparison of

decentralization performance across entire voting systems.

– Three critical metrics related to DAO voting efficiency are quantitatively de-

scribed: participation probability, voting period duration, and approval rate. Their

interrelationships within the developed DAO voting model are also detailed.

– Extensive simulations to analyse the impact of key factors (voting power distribu-

tion, participation rate, and the voting process) on decentralization performance

through the Decentralization Coefficient for representative voting cases are con-

ducted. Additionally, the efficiency performance of typical voting mechanisms

is evaluated by providing simulations for participation probability, voting period

duration, and approval rate in representative voting scenarios.

• Rigorous Validation and Empirical Analysis:

– All proposed theoretical models, analytical methods, and new metrics throughout

this thesis are rigorously validated. This includes extensive analytical derivations,

comprehensive simulations for probabilistic outcome estimations, reliability quo-

rum calculations, and detailed evaluations of the decentralization and efficiency

performance of representative DAO voting mechanisms in various scenarios.

• A Framework for Integrating Consensus Approaches Across Human and Ma-
chine Systems:

– A novel unified framework is presented to describe consensus across human, ma-

chine, and human-machine hybrid systems. This framework identifies three core,

indispensable components: participants as the carriers of consensus, communica-

tion as the bridge, and state descriptions marking the transformation from chaos

to consistent cognition. This abstraction enables consistent analysis of consensus

dynamics across diverse domains.

– The distinct characteristics of human consensus (HC) and machine consensus

(MC) are extracted and contrasted. Building on this comparison, a new form of

consensus arising from human-machine collaboration is introduced, termed Hy-

brid Consensus (HBC). This interdisciplinary perspective offers a comprehensive

understanding of the nature of agreement, transcending traditional disciplinary

boundaries.

– Based on the unified consensus framework, a refined definition of the consensus

process is formulated. Fundamentally, this process aims to eliminate or reduce
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cognitive differences among participants regarding the consensus object, concep-

tualizing consensus as an entropy-reduction process. This understanding can in-

form the design of more effective consensus mechanisms.

– Examples of consensus mechanism design strategies are demonstrated, illustrat-

ing their development in alignment with the proposed framework and the funda-

mental goals of the consensus process.

1.3 Thesis Outline

This thesis consists of six chapters. Chapter 1 introduces the main research problems and

motivations in the field of distributed consensus. It also summarizes the key contributions of

the work.

Chapter 2 reviews the foundations of distributed fault-tolerant consensus, with a focus on

recent developments in probabilistic modelling. It also provides an in-depth examination of

the DAO ecosystem, particularly its governance mechanisms and associated challenges.

Building on this foundation, Chapter 3 presents a comprehensive theoretical analysis of

consensus outcomes in probabilistic models for fault-tolerant systems. It introduces new

classifications of consensus states, including safe, risky, and compromised, and proposes a

theoretical framework for estimating their probabilities. In addition, a reliability quorum

model is developed to improve system robustness under uncertainty.

Chapter 4 proposes a multi-dimensional framework for analysing decentralized collective

decision-making. It begins with qualitative analysis and conceptual modelling, including the

DAO governance triangle and a five-level decentralization structure. This is followed by the

introduction of a novel stochastic model for DAO voting, which forms the basis for defining

quantitative performance metrics and evaluating decentralization and efficiency.

Chapter 5 establishes a unified framework for analysing consensus in both human and ma-

chine systems. It is structured around three core components: participants, communication,

and state. The chapter examines the distinctive features of human and machine consensus,

and interprets the consensus process as a mechanism for reducing uncertainty, offering guid-

ance for the design of future consensus protocols.

Chapter 6 concludes the thesis by summarizing the main findings and original contribu-

tions. It also discusses broader implications, addresses limitations, and suggests potential

directions for future research in the evolving domain of consensus studies.



Chapter 2

Literature Review

In this chapter, a literature review of the two types of consensus that form the core focus of

this thesis is presented. The first type is DFT consensus in the field of computer science and

engineering. This line of research aims to enable a network of distributed nodes to reach

agreement on a shared state or decision, even in the presence of potential failures or asyn-

chronous communication. The second type is voting-based consensus among human agents,

particularly within DAOs. It is rooted in social science theories of collective decision-making,

such as voting and governance structures, but realized through computational mechanisms in-

cluding smart contracts and distributed ledgers. This form of consensus emphasizes how col-

lective decisions are reached through structured procedures while maintaining decentralized

governance.

2.1 Distributed Consensus

With the rise of computer science in the 1940s, the concept of consensus began to attract

attention in distributed networks, driven by the need for computing nodes to reach a uni-

fied understanding of system states, operation sequences, or computational outcomes [7]. In

the 1960s, aerospace control systems began employing replicated processors for fault detec-

tion, which posed significant challenges for achieving consistent decisions across processes

and catalysed early research into DFT [8]. A landmark development came in 1982 with

Leslie Lamport’s formulation of the “Byzantine Generals Problem,” which established a for-

mal model for consensus under adversarial conditions, allowing for the presence of arbitrary

or malicious faults [9]. By the early 2000s, large-scale Internet services adopted distributed

servers, requiring advanced consensus protocols to synchronize distributed databases and

logs [21]. This trend greatly accelerated consensus research and deployment. In 2008, the

introduction of Bitcoin initiated a decade of intensive development in blockchain systems,

12
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where consensus algorithms became foundational for ensuring consistency and security in

decentralized environments [22, 23].

2.1.1 Fundamental Concepts

The distributed consensus (DC) problem addresses the core challenge of how multiple au-

tonomous computing nodes can reach agreement on a single, consistent value despite the

presence of faults and unpredictable communication delays. Consensus is essential for en-

suring data consistency, fault tolerance, and coordination in distributed environments, ranging

from replicated databases to distributed ledgers and control systems. Formally, a consensus

protocol aims to satisfy the following three properties.

• Safety (Agreement): No two correct processes decide differently. Once a value is

decided, it cannot be contradicted later. Safety is typically enforced through quorum

intersection. For crash faults, a simple majority suffices, while for Byzantine faults at

least 2 𝑓 +1 out of 𝑛=3 𝑓 +1 replicas are required. Deterministic state machine execution

and well-defined commit rules also contribute to preventing conflicting certificates.

• Liveness (Termination): Every correct process must eventually reach a decision, as-

suming the timing model provides sufficient guarantees. In a fully asynchronous sys-

tem, the FLP result shows that deterministic consensus cannot achieve liveness in the

presence of faults. To make progress in practice, protocols adopt partial synchrony,

where mechanisms such as leader election, view change, and bounded timeouts ensure

termination once the system stabilizes.

• Validity: If all correct nodes propose the same initial value 𝑣, then 𝑣 must be the value

decided by all correct nodes. This property ensures that the decided value is meaningful

and related to the inputs provided by the participants, preventing arbitrary or irrelevant

decisions.

These properties collectively define the necessary conditions for robust coordination in dis-

tributed environments, underpinning the reliability of critical applications such as replicated

state machines, blockchain systems, and fault-tolerant control mechanisms.

2.1.2 Distributed System Assumptions

The design and analysis of distributed consensus protocols are deeply rooted in the assump-

tions made about the underlying system environment, formally captured by the system model.

These assumptions define the characteristics of communication, timing, and node behaviour,
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Table 2.1: System models and their implications for distributed consensus

Model Type Category Implications for Consensus

Timing Model
Synchronous Predictable execution; simplifies liveness, allows higher

fault tolerance
Asynchronous Unpredictable; FLP impossibility applies (safety and

liveness cannot coexist deterministically)
Partially
Synchronous

Balanced trade-off; enables liveness and safety in practice
(e.g., PBFT, Raft)

Fault Model
Crash Fault Fail-stop model; easiest to tolerate (e.g., 𝑓 < 𝑁/2)
Byzantine Fault Unpredictable and deceptive; hardest to tolerate (e.g.,

𝑓 < 𝑁/3), requires stronger protocols

and they directly shape the feasibility, robustness, and efficiency of consensus algorithms. A

typical distributed system consists of 𝑛 interconnected nodes that coordinate through message

passing and may operate under various timing constraints and fault conditions.

Timing Assumptions

Timing assumptions are traditionally categorized into three types. In the synchronous model,

both message delays and process execution speeds are known and bounded [24]. This model

significantly simplifies consensus protocol design and allows for stronger guarantees, such

as tolerating up to 𝑓 < 𝑛/2 faulty nodes [25]. However, it is often considered unrealistic

in wide-area networks where such rigid bounds cannot be enforced. At the other extreme,

the asynchronous model assumes no bounds on communication delays or processing times

[26]. While more representative of real-world systems, it introduces significant theoretical

limitations. The well-known FLP impossibility result [26] (explained in Sec. 2.1.4) shows

that no deterministic consensus protocol can guarantee both safety and liveness in a fully

asynchronous environment with even a single fault. To reconcile these extremes, the partially

synchronous model was proposed by Dwork, Lynch, and Stockmeyer [27]. It assumes the

system behaves asynchronously for an unbounded initial period but eventually becomes syn-

chronous after an unknown global stabilization time (GST). This model strikes a practical

balance, enabling progress under realistic assumptions and forming the basis of many widely

used protocols such as PBFT and Raft.

Failure Assumptions

Alongside timing, assumptions about node failures are equally important. The crash fault

model assumes that nodes may abruptly halt and cease participation, but they do not act mali-
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Figure 2.1: The SMR workflow [1]

ciously [28]. It is the simplest fault model and is commonly addressed by Crash Fault Tolerant

(CFT) protocols, which can often tolerate up to 𝑓 < 𝑛/2 faulty nodes [25, 26]. In contrast, the

Byzantine fault model is significantly more challenging, allowing nodes to behave arbitrarily

or maliciously [9]. Such nodes may lie, collude, or act inconsistently, thus requiring stronger

assumptions and more resilient mechanisms to maintain safety. The Byzantine Generals

Problem formalized this model [9], and protocols that address it, known as Byzantine Fault

Tolerant (BFT) protocols, typically operate under stricter bounds, such as 𝑓 < 𝑛/3 [25, 29].

These foundational assumptions determine the theoretical limits and practical trade-offs

of consensus protocols. Table 2.1 summarizes the key characteristics of timing and fault

models and their implications for consensus design.

2.1.3 State Machine Replication (SMR)

State Machine Replication (SMR) is a foundational and widely adopted technique for con-

structing fault-tolerant distributed services by replicating a deterministic service across multi-

ple nodes [28]. The core principle of SMR is that if multiple replicas of a service are identical

and execute the same sequence of operations in the same order, they will maintain identical

states. This allows the system to continue operating correctly even if a subset of replicas fail.

The efficacy of SMR hinges on two critical requirements. First, the state machine itself

must be deterministic. This means given the same initial state and input, it must always pro-

duce the same output and transition to the same next state. This determinism ensures that all

replicas, when processing the same sequence of commands, will evolve consistently. Second,
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all replicas must receive and apply client requests in a consistent global order. Achieving this

total order broadcast is precisely the role of distributed consensus protocols, which coordi-

nate agreement on the sequence of operations to be executed across all participating nodes

[30]. A visual overview of the SMR workflow is illustrated in Fig. 2.1. The diagram shows

a client sending a request to one of the replicated servers. This request is proposed to the

consensus module, which establishes a total order of operations (log entries). Once the order

is agreed upon, each replica applies the operations to its local deterministic state machine,

ensuring consistent state across all nodes.

Consensus protocols serve as the underlying mechanism to establish and agree upon a

total order of commands among the replicas. In common leader-based SMR implementations

(such as Raft [31] and PBFT [29]), a designated leader node proposes client commands.

Follower nodes then agree upon this proposed order through the consensus protocol. Once

a command is committed (i.e., consensus is reached on its position in the log), all replicas

apply the command to their local state machine. This ensures that even if the leader fails, a

new leader can be elected, and the system can continue processing commands consistently.

2.1.4 FLP Impossibility Result

The FLP impossibility result, published by Fischer, Lynch, and Paterson in 1985 [26], repre-

sents one of the most profound and influential theoretical findings in distributed computing.

This result formally demonstrated that, in a fully asynchronous distributed system where even

a single process may fail by crashing, no deterministic consensus algorithm can simultane-

ously guarantee both safety (Agreement property) and liveness (Termination property).

The core intuition behind the FLP result lies in the inherent inability of processes in an

asynchronous system to distinguish between a very slow message or process and a truly

crashed message or process. In an asynchronous environment, there are no timeouts or

bounds that can reliably determine if a message has been lost or if a process has sim-

ply halted. This fundamental uncertainty prevents any deterministic protocol from making

progress (liveness) while simultaneously ensuring that all correct nodes decide on the same

value (safety). If a protocol tries to guarantee liveness, it runs the risk of divergence. If it

tries to guarantee safety, it runs the risk of being stuck indefinitely.

The FLP impossibility result has had profound implications for the design of practical

distributed systems, forcing researchers and engineers to adopt strategies to circumvent its

limitations. Here are the primary approaches. Relaxing Timing Assumptions is the most

common approach is to move from a purely asynchronous model to a partially synchronous

model [27]. Most practical strong-consistency consensus algorithms, including PBFT [29]
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Figure 2.2: PBFT normal operation

and Raft [31], rely on this assumption. An alternative approach is to introduce randomiza-

tion into the consensus algorithm. Randomized protocols can achieve consensus in fully

asynchronous systems with crash failures by using probabilistic techniques to break symme-

try and ensure termination with probability 1 [32]. However, these often come with higher

complexity or a non-deterministic termination time. Another method is weakening safety

or liveness guarantees. For instance, allowing for eventual consistency (weakening safety

temporarily) is a common pattern in large-scale distributed databases where availability is

prioritized over immediate consistency [33, 34]. Alternatively, systems might accept peri-

ods of unavailability (weakening liveness) during network partitions or failures to preserve

strong consistency [35]. However, for strong consensus aiming for immediate agreement,

compromising these properties is generally not the goal.

2.1.5 Representative Distributed Consensus Mechanism

Based on the failure model, consensus mechanisms can generally be classified into two cate-

gories: BFT algorithms [36], which tolerate arbitrary (including malicious) faults, and CFT

algorithms, which only consider fail-stop behaviors [37]. In the following, two representative

mechanisms are presented: one classical BFT algorithm, Practical Byzantine Fault Tolerance

(PBFT), and one widely adopted CFT algorithm, Raft.

Practical Byzantine Fault Tolerance (PBFT)

Practical Byzantine Fault Tolerance (PBFT), introduced by Castro and Liskov in 1999 [29],

marked a pivotal advancement in consensus protocol design by making Byzantine fault tol-

erance feasible in asynchronous and adversarial distributed environments. Earlier Byzantine

agreement protocols often suffered from prohibitive message complexity or relied on unreal-

istic assumptions of network synchrony. In contrast, PBFT provided a practically deployable
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solution with polynomial communication complexity, enabling robust consensus even when

up to 1/3 of the participating replicas exhibit arbitrary or malicious behaviour.

PBFT operates through a three-phase protocol: pre-prepare, prepare, and commit. In the

pre-prepare phase, a designated primary (leader) node receives a client request and proposes

it to the other replicas by broadcasting a pre-prepare message, which includes a sequence

number and a cryptographic digest of the request. In the prepare phase, each replica echoes

the proposal to all other replicas via a prepare message. A replica considers the request

prepared once it has received matching pre-prepare and 2 𝑓 prepare messages (where 𝑓 is

the maximum number of faulty replicas). This ensures that a quorum of 2 𝑓 + 1 replicas has

seen the same request at the same sequence number. Finally, in the commit phase, replicas

exchange commit messages, and upon receiving 2 𝑓 +1 matching commits, each replica safely

executes the request. This final phase guarantees that all non-faulty replicas will eventually

execute the same request in the same order, even in the presence of Byzantine faults.

PBFT emphasizes both safety, ensuring that non-faulty nodes agree on the same order

of operations, and liveness, guaranteeing that the system eventually makes progress under

the assumption of eventual message delivery. One of the major contributions of PBFT is its

practical performance, achieving consensus with 𝑂 (𝑛2) communication complexity where 𝑛

is the number of replicas [7]. This made PBFT a foundational model for the design of many

subsequent Byzantine fault-tolerant systems, including permissioned blockchain platforms

such as Hyperledger Fabric [38] and Tendermint [39].

Despite its strengths, PBFT also has several notable limitations. The quadratic commu-

nication cost becomes a bottleneck as system size increases, limiting its scalability to small

or moderate-sized networks [40] [41]. Moreover, PBFT assumes static membership, requir-

ing a fixed set of known participants, which makes it unsuitable for open or permissionless

environments [42]. Additionally, while PBFT guarantees liveness under partial synchrony,

it can stall under prolonged network partitions or under active denial-of-service attacks tar-

geting leader nodes [7]. Recent research has proposed various improvements and extensions

to PBFT, including techniques such as optimistic execution [43] [44], and integration with

trusted execution environments to reduce communication overhead [45]. Nonetheless, PBFT

remains a critical foundation in the study of Byzantine fault-tolerant consensus, and continues

to influence both theoretical advances and practical system designs in distributed computing.

Raft

Raft is a consensus algorithm introduced by Ongaro and Ousterhout in 2014 [31], designed

to manage replicated logs in distributed systems. Unlike BFT protocols such as PBFT, Raft

assumes a CFT model, where nodes may fail by stopping but not by behaving arbitrarily or
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maliciously. Its primary goal is to offer both safety (agreement on a consistent log order) and

liveness (continued progress in the presence of failures) under partial synchrony.

Raft divides the consensus process into three key components: leader election, log repli-

cation, and safety guarantees. In each term, one node is elected as the leader through a

randomized timeout and voting process. Once elected, the leader handles all client requests,

appending them to its local log and replicating them to follower nodes. A log entry is con-

sidered committed once it is stored on a majority of nodes and the leader has appended it to

its own log. This approach simplifies the reasoning about correctness by centralizing control,

while still ensuring fault tolerance.

The leader election process is illustrated in Fig. 2.3, where followers independently ini-

tiate an election upon timeout, request votes from peers, and a new leader is elected after

receiving a majority of votes. Once elected, the leader maintains its authority by period-

ically sending heartbeat messages (empty AppendEntries RPCs) to followers to prevent

them from starting new elections.

Follower Candidate Leader

Starts up times out,
starts election

times out,
starts election

receives votes from a
majority of servers

discovers server with
higher term

discovers current
leader or new term

Figure 2.3: Raft leader election process [2]

The log replication process, illustrated in Fig. 2.4, begins when the elected leader receives

a new client command and appends it as a log entry to its local log. The leader then issues

AppendEntries RPCs to all followers, which contain the new entries along with metadata

specifying the index and term of the entry preceding the new entries (for consistency checks).

Upon receiving the AppendEntries request, a follower will verify that its log matches the

leader’s at the specified previous index and term. If the consistency check passes, it appends

the new entries to its own log and acknowledges the leader. Once the leader receives suc-

cessful acknowledgments from a majority of the servers (including itself), it safely advances

its commit index to include the newly replicated entries. These committed entries are then

applied to the replicated state machines of the leader and followers. Heartbeat messages are

also used to carry commit information and maintain log synchronization even when no new
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entries are being proposed.

Client Leader

Follower

Follower

Follower

Follower

Reply failed

Send
Return

Figure 2.4: Raft log replication

Raft’s design emphasizes understandability and modularity. Each component (e.g., elec-

tions, log replication) is designed to be separable and independently understandable. This has

made Raft especially popular in industry and education, and it is widely used in production

systems such as etcd [46] and RethinkDB [47].

2.1.6 Consensus Mechanisms in the Era of Blockchain

The emergence of blockchain technology, beginning with Bitcoin in 2008 [48], ushered in

a groundbreaking era for distributed consensus. This innovation fundamentally redirected

the focus from traditional centralized or permissioned settings, where participants are known

and often trusted, to open, decentralized, and potentially untrustworthy environments [49,

50]. Unlike classic consensus protocols like PBFT, designed for a closed group of known

participants [29], blockchain consensus mechanisms strive to achieve agreement among a vast

and anonymous network of nodes [22]. This profound shift necessitated novel approaches to

overcome challenges like Sybil attacks [51, 52], ensure security without central authority

[53], and incentivize broad participation through crypto-economic mechanisms [54]. In the

following sections, two primary categories of blockchain consensus algorithms, Proof-based

mechanisms (e.g., Proof-of-Work, Proof-of-Stake) and BFT variants adapted for blockchain

contexts [36] are briefly introduced.
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Proof-based Consensus

Proof-based mechanisms, exemplified by Bitcoin’s Proof-of-Work (PoW), rely on partici-

pants expending computational resources (or other scarce resources) to demonstrate their

eligibility to propose and validate blocks [48].

In PoW, nodes (miners) compete to solve a cryptographic puzzle. The first to find a solu-

tion proposes a new block to the network [48]. This process, often referred to as Nakamoto

Consensus, provides a probabilistic guarantee of agreement and security against malicious

actors, assuming a majority of computational power is controlled by honest participants

[53, 55]. The “longest chain rule" ensures eventual consistency: honest nodes always ex-

tend the longest valid chain, which implicitly achieves agreement on the transaction order

[48, 56]. While highly robust against Byzantine faults in open networks [57], PoW suffers

from high energy consumption [58, 59] and limited transaction throughput [60]. Other proof-

based mechanisms include Proof-of-Stake (PoS), where validators are chosen based on the

amount of cryptocurrency they “stake" as collateral [61, 62], and Proof-of-Authority (PoA),

where a limited set of trusted validators are pre-approved [63]. PoS aims to be more energy-

efficient and scalable than PoW, but introduces new challenges like “nothing-at-stake" attacks

[64] and stake centralization concerns [57, 65].

Table 2.2: Comparison of Representative Distributed Consensus Mechanisms

Feature PBFT Raft PoW BFT-Blockchain

System Model Partially
synchronous

Partially
synchronous

Asynchronous
(probabilistic)

Partially
synchronous

Fault Tolerance BFT CFT BFT BFT
Max Faulty Nodes ⌊(𝑛−1)/3⌋ ⌊(𝑛−1)/2⌋ >50% honest

compute
⌊(𝑛−1)/3⌋

Consistency Strong
(deterministic)

Strong
(deterministic)

Eventual finality Strong finality

Communication
Complexity

𝑂 (𝑁2) 𝑂 (𝑁) 𝑂 (𝑁) 𝑂 (𝑁2)

Scalability Small 𝑁 Moderate 𝑁 Low throughput Moderate to high

Leader Election Fixed primary
with view change

Randomized
timeout

Mining
competition

Rotating primary

Network Environment Permissioned Permissioned Permissionless Permissioned
Key Mechanism 3-phase commit,

quorums
Log replication,
heartbeats

Cryptographic
puzzle

Multi-round
voting

Energy Efficiency High High Low High

Example Systems Hyperledger,
Zyzzyva

etcd, ZooKeeper,
Consul

Bitcoin,
Ethereum

Tendermint,
Cosmos,
Polkadot
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BFT-inspired Consensus in Blockchains

While classical BFT protocols like PBFT were originally designed for permissioned environ-

ments, many modern blockchain systems, particularly permissioned blockchains and some

public blockchains, have adapted and evolved BFT principles to achieve stronger consistency

and higher throughput than proof-based methods [66, 67]. These BFT-inspired protocols typ-

ically operate with a known, often smaller, set of validators, which allows for deterministic

finality and higher performance [66, 68]. Examples include Tendermint [39], which employs

a variant of BFT for block finalization, and protocols used in Hyperledger Fabric [38]. These

systems often trade off the full decentralization of Nakamoto Consensus for improved perfor-

mance and immediate transaction finality, making them suitable for enterprise applications

[69]. Challenges include managing validator sets [70, 71], ensuring robust decentralization

in permissioned settings [69], and scaling their communication complexity for large validator

groups [69, 72]. The innovation brought by blockchain consensus mechanisms has signifi-

cantly expanded the landscape of distributed consensus, introducing new trade-offs between

decentralization, scalability, and security [23, 60, 66].

While each consensus mechanism presents distinct advantages and trade-offs, a compar-

ative analysis is essential to understand their applicability in different distributed settings.

Table 2.2 offers a detailed comparison of the representative consensus algorithms discussed

in this section, delineating their performance, security, and scalability properties under vary-

ing network and fault assumptions.

2.2 Probabilistic Models for Distributed Consensus

Traditional distributed consensus (DC) protocols are based on deterministic fault tolerance

assumptions, which typically impose a strict upper bound on the number of faulty nodes.

For example, BFT protocols assume that no more than 1/3 of the nodes may behave arbi-

trarily (maliciously or erroneously), while CFT protocols assume that no more than 1/2 of

the nodes may fail by crashing. However, in practical distributed systems such as wireless

networks [13] or connected autonomous systems [14], node behaviour is often probabilistic

due to hardware variability, environmental interference, and unpredictable communication

conditions [73]. These factors make rigid deterministic assumptions increasingly inadequate

for modelling real-world system behaviour.

In response to these challenges, a growing line of research focuses on probabilistic mod-

els for distributed consensus, which represent node reliability in probabilistic terms rather

than relying on fixed fault thresholds. In such models, each node is assigned a probability
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Table 2.3: Compare conventional and probabilistic model for distributed consensus

Fault Tolerance Aim of Consensus Typical Scenarios

Conventional
Model

System level:
𝑁 ≥ 3 𝑓 +1 (BFT)

Keep quorum alive,
consistency

Database

Probabilistic
Model

Node level: Node
reliability, 1− 𝑝𝑏

Reach high consensus
reliability

Autonomous
systems,

decentralized IIoT

𝑁 is the total number of nodes. 𝑓 is the number of faulty nodes tolerated. 𝑝𝑏 is the probability that a node
behaves non-faulty.

of correct behaviour during the consensus process, and the overall system reliability is as-

sessed based on the aggregate probability distribution across all nodes. This approach shifts

the focus from achieving deterministic guarantees through strict quorum rules to optimizing

consensus reliability under uncertainty. A conceptual comparison between traditional deter-

ministic models and probabilistic models is summarized in Table 2.3.

Several notable works contribute to the development of this probabilistic modelling paradigm.

[74] first introduced a probabilistic reliability framework for Raft-based consensus, esti-

mating the overall consensus success rate from node failure probabilities. [75] proposed a

dynamic fault model for PBFT using Bernoulli-distributed node behaviour to calculate the

likelihood of successful agreement. [13] extended these ideas by incorporating probabilis-

tic modelling for both nodes and communication links, analysing reliability, latency, and

throughput in wireless implementations of Raft and PBFT. [76] further examined how prob-

abilistic node failures influence consensus reliability in wireless environments. In addition,

[77] relaxed the assumption of uniform node reliability by introducing heterogeneous relia-

bility distributions, enabling a more realistic and flexible modelling framework. These stud-

ies reflect a growing recognition of the limitations of deterministic assumptions and lay the

foundation for more adaptable and robust probabilistic approaches to distributed consensus

in uncertain environments.

Building on this body of research, this thesis further investigates two fundamental prob-

lems in probabilistic modeling of distributed consensus in Chapter 3: (1) the analysis of

non-deterministic consensus outcomes caused by probabilistic node reliability, with a focus

on consistency and correctness, and (2) the design of a reliability-aware quorum selection

strategy that guarantees a target level of system reliability.
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2.3 DAO Governance and Typical voting mechanisms

While fault-tolerant consensus mechanisms focus on ensuring consistency and reliability

among machines through deterministic coordination, human-centric decision-making pro-

cesses follow fundamentally different principles. These processes often involve voluntary

participation, heterogeneous preferences, and collective judgment. With the advancement of

blockchain technology and the emergence of Web 3 [78] [79], DAOs have emerged as a new

organizational form that embodies these human-oriented characteristics within digital envi-

ronments [80]. They have attracted increasing attention across a wide range of application

domains. Initially introduced in the Ethereum white paper, DAOs are blockchain-based or-

ganizations that operate through smart contracts and collective voting rather than centralized

control. Since the launch of the first DAO in 2016 [81], more than 10,000 DAOs [82] have

been created for purposes such as investment, philanthropy, and decentralized platform gover-

nance [83–86]. Examples include LAO [83] and MetaCartel Ventures [84] for venture capital,

Ecorise [85] for environmental stewardship, and Decentraland [86] for community-managed

virtual platforms. These use cases reflect the broad applicability of DAOs and their abil-

ity to replace traditional hierarchical structures with decentralized, autonomous alternatives.

In contrast to traditional hierarchical institutions, DAOs are structured in a non-hierarchical

manner, with ownership and authority distributed among all participants [87]. Major activ-

ities, including the creation and modification of rules as well as the management of shared

funds, are collectively determined by the members [88] [89]. This decentralized model of

governance provides the foundation for a range of voting mechanisms that support decision-

making within DAOs.

As an emerging organizational paradigm in the Web3 era, DAOs enable diverse forms

of community-driven collaboration and decision-making. To understand how these decen-

tralized entities function and evolve, it is essential to examine both their broader ecosystem

structure and the governance mechanisms that support collective action. The following sec-

tions provide a structured overview of the DAO ecosystem within Web3, focusing on the core

of DAO governance, the voting mechanisms, by presenting a unified framework and several

representative implementations.

2.3.1 DAO Under Web3 Infrastructure

DAOs represent a pivotal component of the Web3 ecosystem, with their operations funda-

mentally underpinned by a robust technical architecture. As illustrated in Figure 2.5, the

overall structure of a DAO can be abstracted into several critical layers, each serving specific

functions and collectively supporting the decentralized operational paradigm of DAOs. The
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synergy among these layers ensures the transparency, immutability, and autonomy of DAOs,

distinguishing them from traditional centralized organizational structures.

Blockchain
Layer

Infrastructure
Layer

Governance
Layer

Identity Storage Transaction
Tool

Developer
Tool

Communication
Tool

Written	Regulations	in	Smart
Contracts

Voting	Scheme

Blockchain	Platform	(eg.	Ethereum)

Smart
Contracts Tokens

Figure 2.5: DAOs in Web 3 ecosystem

Blockchain Layer

The blockchain layer forms the foundational stratum of the DAO ecosystem and is the pri-

mary enabler of its decentralized characteristics. This layer is generally categorized into

Layer 1 and Layer 2 solutions.

Layer 1 refers to the foundational layer of a blockchain, essentially the main chain itself.

It encompasses the blockchain’s native protocols and network infrastructure, responsible for

core transaction processing, data storage, and the execution of consensus mechanisms. A

blockchain fundamentally operates as a shared distributed ledger, cryptographically secured

to ensure its unforgeable, traceable, and transparent nature. Unlike traditional systems that

rely on a central institution to establish trust, blockchain platforms build trust in a trustless

environment through a decentralized network of nodes executing these consensus algorithms,

thereby ensuring system consistency [50].

Consequently, blockchain platforms possess distributed computing power and are not

controlled by any single entity. As such, the blockchain platform serves as the bedrock for

DAOs, responsible for storing, verifying, and protecting transactions and data, thereby ensur-

ing their immutability and traceability [90]. These inherent properties form the fundamen-

tal characteristics of all blockchain applications, including DAOs. Ethereum stands as the

most prominent and widely adopted scalable blockchain platform, with a substantial number

of DAOs built upon it. Ethereum’s introduction of smart contracts brought programmabil-

ity and extensibility to blockchain, fostering the emergence of numerous Turing-complete

blockchain platforms [62]. As detailed in Buterin’s whitepaper [62], one of the earliest DAO

instances, The DAO, was constructed on Ethereum via smart contracts. DAOs maintain a de-
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centralized model by encoding their organizational rules directly into smart contracts, which

then execute autonomously based on pre-defined conditions. Transaction records and asset

transfer histories are permanently recorded on the blockchain. The immutable and trace-

able nature of the blockchain prevents users from forging their own assets or tampering with

others’ assets, thus providing a foundational layer of security.

Layer 2 refers to network layers built on top of Layer 1, designed to enhance efficiency

and scalability by processing transactions and data off the main chain. Layer 2 solutions

achieve this without directly modifying the underlying blockchain protocol, instead employ-

ing additional protocol layers [91]. Exemplary Layer 2 technologies include sidechains, state

channels [92], Plasma [93], and Rollups (such as Optimistic Rollups and ZK-Rollups) pow-

ered by Zero-Knowledge Proofs [94]. For instance, sidechains enable asset transfers and

interactions with the main chain through a two-way peg mechanism. They process a large

volume of transactions off-chain and then periodically aggregate or submit the final results

back to the main chain, thereby alleviating the load on the main chain and increasing overall

throughput. These technologies are crucial for DAOs in scenarios requiring high-frequency,

low-value transactions or faster finality, significantly reducing transaction costs and improv-

ing user experience.

Infrastructure Layer

The infrastructure layer is built upon the blockchain platform, comprising various tools and

components meticulously designed to facilitate the development and operation of DAOs.

Many of these essential tools are Decentralized Applications (DApps) built on blockchain

technology, which not only enhance DAO functionality but also uphold the core tenets of

blockchain, such as transparency, security, and decentralization. A summary of these key

components is presented in Table 2.4.

For instance, identity and authentication tools are paramount for securing transactions

and managing users’ digital identities and private keys within a DAO. Common examples

include various cryptocurrency wallets like MetaMask, Ledger, and Trezor, which form the

bedrock of participation in DAO activities [50]. Beyond these, emerging technologies such

as Decentralized Identifiers (DIDs) and Verifiable Credentials (VCs) promise more private

and sovereign identity management solutions for DAO members [95].

When it comes to storage solutions, DAOs commonly leverage distributed file systems

such as the InterPlanetary File System (IPFS) [96] for non-transactional data like documents

and media, enabling decentralized storage and retrieval through content addressing and a

peer-to-peer network. For more complex queries and large volumes of structured data, some

DAOs may also opt for decentralized database solutions like BigchainDB [97] or Arweave
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[98], which combine traditional database efficiency with blockchain’s immutability and per-

manence.

Transaction and asset management tools are equally critical, providing functionalities for

executing and managing on-chain transactions, including automated execution, tracking, and

auditing. These are vital for ensuring a DAO’s financial transparency and accountability. This

category notably includes multi-signature wallets [99], alongside integrations with various

DeFi protocols for efficient treasury management [100]. Meanwhile, developer tools are

indispensable for creating, testing, and deploying smart contracts, offering environments and

libraries such as Truffle, Hardhat, and OpenZeppelin Contracts [101]. Some of these have

evolved into comprehensive DAO development platforms like DAOstack [102] and Aragon

[103], simplifying DAO creation and management for even non-technical users.

For effective DAO governance, communication and collaboration tools are pivotal. While

traditional options like Discord and Telegram are common, more Web3-native decentral-

ized communication protocols and platforms, are emerging to provide censorship-resistant

and privacy-preserving environments. Finally, oracles serve as crucial conduits, allowing

blockchains to securely interact with external data. In many DAO operations, smart contracts

rely on real-time external information, like market prices or event outcomes, to trigger be-

haviour. Oracles, such as Chainlink [104], securely obtain and verify this off-chain data in a

decentralized manner, transmitting it on-chain to extend the functional boundaries of smart

contracts and enable DAOs to respond to real-world events.

All these tools and components are meticulously designed around the core principles

of decentralization, leveraging blockchain infrastructure to ensure transparent and traceable

operations while adhering to the spirit of decentralization, meaning no single central entity

exerts control. Through such a robust infrastructure layer, DAOs can operate within a dis-

tributed structure, realizing a self-managing and decentralized organizational framework.

Governance Layer

The foundation of a DAO begins with the creation of smart contracts, which are essentially

programs stored on a blockchain that run when predetermined conditions are met [105]. Pro-

grammers develop these contracts, embedding within them the rules of the organization as

well as the mechanisms for executing decisions autonomously. Once the foundational smart

contracts are established, a DAO typically initiates funding through a token sale, a common

mechanism for decentralized capital formation within the Web3 ecosystem [106]. These

tokens represent voting power and potentially a share in the profits of the DAO [107]. Own-

ership of these governance tokens directly grants members the right to vote on important

decisions, such as the usage of funds, project development, and changes to the DAO’s rules,
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Table 2.4: Web3 Ecosystem Components for DAOs

Category Description Examples / Key Technologies

Identity &
Authentication

Tools for managing digital identities,
private keys, and securing interactions
within a DAO.

Cryptocurrency wallets (MetaMask,
Ledger, Trezor), Decentralized
Identifiers (DIDs), Verifiable
Credentials (VCs)

Storage Solutions Decentralized systems for storing
non-transactional data (documents, media)
and structured data.

InterPlanetary File System (IPFS),
BigchainDB, Arweave

Transaction & Asset
Management

Functionalities for executing, tracking,
and auditing on-chain financial operations
and managing DAO treasuries.

Multi-signature wallets, DeFi protocol
integrations, asset management
dashboards

Developer Tools Environments, frameworks, and libraries
for building, testing, and deploying smart
contracts and DAO functionalities.

Truffle, Hardhat, OpenZeppelin
Contracts, DAOstack, Aragon

Communication &
Collaboration

Platforms and protocols enabling
decentralized and secure communication
and collective decision-making among
DAO members.

Status, decentralized messaging
DApps

Oracles External data feeds that securely bring
off-chain information onto the blockchain
for smart contract execution.

Chainlink

forming the bedrock of token-based governance [108]. This voting process is critical as it

embodies the decentralized governance model of DAOs, where no single entity has control,

and decisions are made collectively by the community [109].

The operation of a DAO is heavily reliant on these tokens and the associated smart con-

tracts. When a proposal is made within a DAO, token holders cast their votes proportional

to their holdings. These votes are then tallied automatically by the smart contracts, and if

consensus is achieved, the contracts execute the decision autonomously on-chain. This might

include releasing funds, starting new projects, or altering the DAO’s operational framework.

All actions taken within a DAO are recorded transparently on the blockchain, providing a

tamper-proof ledger of decisions and executed tasks. This level of transparency ensures that

all members have access to the same information and can trust in the immutability of the

records, which reinforces security and accountability within the organization.

Although the DAO voting process is fundamentally part of the governance layer, its suc-

cessful implementation relies on the support of both the blockchain and infrastructure lay-

ers. Blockchain infrastructure ensures the immutability, security, and automation of vot-

ing through smart contracts, while tools in the infrastructure layer, such as wallets, DApps,

and oracles, provide the necessary interfaces and data connectivity. Therefore, DAO voting
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mechanisms are deeply integrated across the full technical stack, with their logic residing in

the governance layer and their operations enabled by the lower layers. Building upon these

fundamental principles, the following section delves into the specific framework governing

voting mechanisms within DAOs, detailing how these concepts translate into actionable de-

centralized decision-making processes.

2.3.2 Voting Mechanism Framework

While the voting mechanism serves as the core decision-making component in DAOs, its

structure and operational flow are distinct from traditional voting systems due to the inte-

gration of decentralization principles and blockchain infrastructure. Fig. 2.6 demonstrates

the interaction of the DAO voting mechanism with the blockchain infrastructure. First, DAO

members start proposing and voting. Once a proposal is successfully submitted, it remains

open for voting until it either attains the required approval condition or reaches a specified

time limit. After the voting period ends, the ballot is uploaded to the blockchain for storage.

Then, the ballot is checked by the written smart contracts to verify whether it satisfies the

proposal approval requirements and to determine the voting result, and the voting result is

uploaded to the blockchain. Finally, implementations, including writing new smart contracts,

are carried out according to the voting result.

Blockchain

A proposer

Member Pool

Valid voters

Enable
proposing and

voting

Upload the
ballot to the
blockchain

Implement
by smart
contracts

Upload the voting
results to the
blockchain

ImplementationWrite new smart
contracts by
voting results

Voting Process
/Mechanism

Propose a
proposal

Approval
condition

The proposal
passed

Ignore the
proposal

Approval
condition

Collecting voting
power

Yes

Yes

NoNo

Figure 2.6: Framework of the DAO voting system

Membership and Proposal: DAOs are typically characterized by their permissionless

and inclusive nature, allowing anyone from the entire network to participate. Although a few
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DAOs have more stringent entry requirements like MetaCartel [84], in most DAOs, member-

ship is tied to token ownership, meaning that possessing the native tokens of a DAO automati-

cally grants one membership. The rights to make proposals and cast votes are typically linked

to membership, which is a common feature. Proposals serve as the direct subjects of voting,

encompassing all the ideas, viewpoints, plans, and actions presented by DAO members re-

garding rules and activities within the organization. The scope of proposals is extensive,

covering aspects such as management, financial expenditures, and the development of new

community initiatives. Given the diverse and rigorous nature of proposals, some DAOs cat-

egorize them and employ distinct voting procedures for different categories. In the majority

of DAOs, all members have the privilege to submit proposals.

Voting Power: Voting power is the number of votes of a member, and the voting power

allocation largely impacts the voting results in DAOs [110]. One person one vote (1P1V)

is a typical voting power allocation scheme that assigns equal voting rights/powers to each

voter but is rarely used in DAOs. Although 1P1V aligns with the decentralization advocated

by DAOs, it increases the risk of low-cost manipulation of DAOs in a permissionless entry

environment. It can easily lead to irresponsible voting behavior by voters with few tokens.

In contrast with 1P1V, the most widely use method is one token one vote (1T1V), which

is mostly applied in current DAOs due to the financial support requirements in a large number

of proposals. The most widely use method is one token one vote (1T1V) which means that

1 token can be converted into 1 unit of voting power. Although this method seems fair,

effective, and simple, plutocracy in which a large number of voting power is in the hands

of a few members is basically inevitable under this scheme [110], which runs counter to the

DAO’s pursuit of decentralization. In order to compare the decentralized effectiveness of the

most commonly used DAO voting mechanisms, the 1T1V is used in the analysis of this paper.

However, by adding a conversion relationship between tokens and voting power, our model

is also applicable to evaluating other voting power conversion schemes.

Approval Conditions: Fig. 2.6 illustrates a common voting process in DAO with ap-

proval conditions as criteria for the approval of proposals. The criteria for approval in the

voting process differ among various voting mechanisms. In this context, common approval

conditions are presented, which will be illustrated as examples in the voting model discus-

sion.

Decision-making thresholds are essential for evaluating whether a proposal should be

approved in various voting mechanisms. Two commonly used conditions are the relative

majority (RM) and the absolute majority (AM). The relative majority (RM) is defined as the

number of voting power for which a majority (more than 50%) of all voting power (excluding

abstentions) favours [111]. RM is effective but also carries risks, as it can lead to the approval
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of harmful proposals without the knowledge of the majority of members. In contrast, the

absolute majority (AM) is defined as the amount of the cast vote power in favour of a proposal

surpassing half of the total eligible voting power (including abstentions) [112]. This method

is a safer option but can be more challenging to achieve, especially on large-scale platforms.

Promoting adequate participation is an effective strategy for maintaining the decentral-

ization effectiveness of DAO voting. Unlike decision-making thresholds, which are feasible

for a voting process, attention thresholds do not always exist in all DAO voting mechanisms,

but attention thresholds play a crucial role in ensuring that a proposal garners sufficient at-

tention from the required number of voters to be approved. There are two common attention

thresholds: the Voting Power Threshold (VT) and the Quorum Threshold (QT). VT sets the

minimum voting power required for a proposal to pass, while QT specifies a specific number

of voters needed to participate in the voting. Both attention thresholds aim to increase the

participation rate, but they may also impact the efficiency of the voting process [113].

2.3.3 Representative DAO Voting Mechanisms

Then, several representative DAO voting mechanisms are presented, highlighting their un-

derlying design principles, as well as their respective strengths and limitations.

Permissioned Relative Majority (PRM): PRM is the simplest and the most widely used

voting mechanism so far. The mechanism is remarkably highly efficient, clarifying the ap-

proval condition as a majority supporting voting power, which means a voting pass threshold

is clearly notified as 50% among all the voted power spent in this voting. However, the

mechanism can be easily manipulated when dangerous proposals do not get enough atten-

tion from members. Without any attention requirement, PRM has a high-security risk of the

slip-through passed proposal threat proposed in Sec. 4.2.2. This problem may be alleviated

in small-scale organizations with high activity, but its low security will certainly affect the

long-term development of the organization.

Token Based Quorum Mechanism (TBQ): TBQ is another major mechanism applied

in DAOs. The core rule is the same as PRM, which is to listen to the majority, but it re-

quires a higher level of participation from the organization. Participation can be enhanced by

adding an attention threshold to a relative majority or simply substituting the relative majority

threshold with the absolute majority threshold. The participation requirement largely reduces

the slip-through passed proposal threat which increases the security of the voting with the

member’s attention playing a safeguard role. However, it is a trade-off that the voting process

likely extends the time to collect sufficient attention, and the proposal passing rate may be

reduced due to the more strict approval conditions, thereby, the voting efficiency will largely
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decline compared to PRM. In addition, the attention requirement involves more members in

voting which increase the decentralization feature to some extent.

Quadratic Voting: Quadratic Voting is an improved voting power allocation scheme that

balance 1T1V and 1P1V with a marginal cost increase design. The original quadratic voting

was proposed by Edward H. Clarke [114] and applied in democratic politics. Quadratic

voting in DAOs applied the same method that Edward proposed: the marginal cost increases

as a user repeatedly votes on the same option [114]. For example, for the same option voting

choice from one user, 1 vote requires 1 token, 2 votes require 4 tokens, 3 votes require 9

tokens, etc. The number of votes from each user equals the square root of the tokens paid.

Compared with the commonly used 1T1V, the decentralized metric is significantly improved

by mitigating the overwhelming voting power of a small number of enormous token holders.

At the same time, it is more reasonable and flexible compared to the 1P1V.

Liquid Democracy: Liquid Democracy is a voting scheme commonly discussed in polit-

ical science, which can also benefit voting in DAOs. In Liquid Democracy scheme, voters are

allowed to vote directly or delegate their voting rights to a representative who is usually an

expert in the community, which can improve the effectiveness of the voting. It is also notable

that the delegation is allowed to be multi-level, which means representatives can also delegate

to other representatives with all the votes they have been delegated as well. The represen-

tative is normally much more active than ordinary voters, so the efficiency of voting will be

greatly improved due to the rapid processing of a large number of delegated votes. However,

delegation may cause a setback for decentralization since a delegation voting structure tends

to be hierarchical and centralized. Fortunately, the liquid feature is designed to emphasize

that voters can change their delegation at any time, and voters can delegate different issues to

different experts or partially delegate their voting rights. Thereby the trend of centralization

can be alleviated. However, the impact of liquid democracy on decentralization cannot be

ignored, which is a trade-off for improved efficiency.

Weighted Voting: Weighted Voting is a typical way to increase effectiveness. As the

name suggests, Weighted Voting add extra weight to the calculation of the utility of the voting

power of each member. Usually, reputation and knowledge are the main sources of weight

calculation. Knowledge-Extractable Voting is an example that gives experts in a certain field

more voting power by increasing their voting weight, which is decided by the knowledge to-

ken each user has [89]. The knowledge tokens will reward users if their voting choices match

the winning result [89]. On the contrary, the knowledge tokens will deduce if their voting

choice is different from the winning result [89]. Basically, the Weighted Voting tends to allo-

cate more voting power to experts or experienced members, which increases the possibility

of making informed decisions. Therefore, the effectiveness of voting is greatly improved.
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Rage Quitting: Rage Quitting is very popular in investment DAOs as the mechanism

ensures that everyone’s interests are not harmed by others. In these DAOs, members are

allowed to withdraw from the organization at any time and retrieve their funds in tokens.

In Rage Quitting, a passed proposal will stay in a grace period before the voting results are

executed. In this grace period, the members who are extremely unsatisfied with the result can

withdraw from the organization in anger. Giving members a more relaxed right to choose

is also a manifestation of the decentralization in voting. Each member is not bound by a

collective choice, and it is difficult for an owner with overwhelming voting power to control

the assets of others which increases the decentralization of members’ rights. However, a

grace period clearly slows down the voting process, which has a noticeable negative impact

on voting efficiency.

Holographic Consensus: Holographic Consensus was developed by DAO stack, an

open-source full software stack for building and running DAOs [115]. Holographic Con-

sensus associates each proposal with a prediction market and introduces a betting token GEN

specifically for prediction markets [115]. DAO members or the general public can bet on

proposals they think will pass or fail by up staking or down staking GENs [115]. Bettors

who make predictions consistent with the voting results gain more GENs for reward [115].

Holographic Consensus is designed to believe that the voting participation threshold can be

reasonably reduced when obtaining great attention from the prediction market. Therefore,

proposals have two paths to reaching a valid voting result. In one path, the proposals collect-

ing advocating GENs above a threshold are boosted and enter the boosted state [115]. Then

the proposals are only required a relative majority to pass. On the other path, proposals with-

out collecting enough advocating GENs stay in Queued state and require an absolute majority

in all voting power voting to pass [115].

The use of GEN is a financial incentive mechanism, which makes the voting flexible and

efficient. In terms of decentralization, GENs help people to show their opinions on proposals

that they do not have large voting power. However, Holographic Consensus is not flawless.

Although the quorum participating in voting is very likely to be different from the quorum

betting, it is inevitable that people who pay GENs on a proposal have higher motivation

to vote on a pass, which may distort the voting results. High approval in the prediction

market is considered confidence in the proposal. However, it is difficult to determine whether

this confidence reflects an assessment of the bettor’s own benefits or an evaluation of the

organization’s development.
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Table 2.5: A comparison of DAO voting and conventional voting

DAO Voting Conventional Voting

Equal position among members. Hierarchical positions.

Generally, proposals can be initiated by any
member in any aspect.

Proposals are for typical issues and most mem-
bers do not have the right to make proposals.

Usually, all members have voting rights. Voting may not be open for everyone in the or-
ganization.

Voting processes are automated through smart
contracts.

Voting processes usually require manual han-
dling and rely on internal trust.

Voting powers are usually token-based and
democratic distributed.

Voting powers are heavily influenced by status
and wealth.

Voting processes are all transparent. Voting processes are limited to the public.

2.3.4 Compare DAO Voting and Conventional Voting

DAO voting shares similarities with voting in conventional organizations, such that they have

similar decision-making goals and similar entities. However, following the ethos of decen-

tralization, DAO voting is very different from conventional voting. First of all, affected by

decentralization, DAO voting is featured with equal positions among members, while con-

ventional voting usually has hierarchical positions. Second, proposals in DAO voting can

be initiated by any member in any aspect generally. In contrast, most members do not have

the right to make proposals in conventional voting and proposals are limited to typical is-

sues. Usually, all members have voting rights, while voting may not be open for everyone

in conventional organizations. In terms of voting powers, they are usually token-based and

democratically distributed in DAO voting, while voting powers are heavily influenced by sta-

tus and wealth in conventional voting. Supported by distributed ledgers, voting processes are

transparent in DAO voting, while they are limited to the public in conventional voting. A

comparison is shown in TABLE 2.5.

2.3.5 Existing Evaluations of DAO Voting Mechanisms

While existing literature has primarily focused on categorizing DAO voting mechanisms

and describing their operational principles, comparative analyses of their governance per-

formance have also emerged. Existing studies have increasingly sought to compare and

evaluate DAO voting mechanisms across multiple dimensions of governance performance.

A common line of analysis focuses on decentralization and fairness. Empirical investiga-
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tions into leading DeFi DAOs, including Uniswap, Aave, and Compound, consistently reveal

that despite their claims of decentralization, voting power tends to be highly concentrated in

practice [116]. This concentration has led scholars to describe a “decentralization illusion,”

where a small number of large stakeholders dominate outcomes and expose DAOs to col-

lusion risks and governance attacks [117]. Beyond fairness, comparative research has also

examined efficiency and participation. Cross-platform analyses show significant divergence:

while DAOs in the Internet Computer ecosystem exhibit participation rates above 60% due to

the absence of gas costs, DAOs operating on Ethereum frequently report participation rates

below 10% [118], reflecting the prohibitive impact of transaction fees on small token holders.

High proposal approval rates, often exceeding 90% across platforms, have been interpreted

as evidence of community alignment but may also reflect low contestation, strategic pro-

posal filtering, or disengaged voter bases [119]. These findings highlight that DAO voting

outcomes are shaped not only by mechanism design but also by the underlying blockchain

infrastructure and incentive models. However, despite these efforts, existing comparative

studies remain fragmented, lack standardized evaluation metrics, and often fail to capture the

interplay between decentralization, efficiency, and security. This motivates the need for a

more systematic and reproducible framework, as developed in Chapter 4.



Chapter 3

Probabilistic Model for DFT Consensus

With rapidly growing scale, connectivity and inherent heterogeneity, distributed architectures

play a crucial role as the foundational structure in a variety of modern connected systems.

Examples include autonomous systems [120] [121], Web 3 infrastructure [122] [123], de-

centralized Industrial Internet of Things (IIoT) [124] [74], and decentralized supply chain

networks [125]. Each entity in such connected systems is often designed to operate indi-

vidually while they remain interconnected, making reliable information exchange and syn-

chronization with other entities essential for system-level cohesive operation and effective

coordination. Centralized control can be applied to distributed structures but may potentially

lead to bottlenecks such as critical single-point failures due to the underlying network dynam-

ics and unpredictable communication performance [126], as well as delayed response from

the server due to its resource constraint [127]. In contrast, distributed synchronization and

joint decision-making eliminate reliance on any single point, enhancing system resilience,

performance and flexibility [13]. Distributed consensus (DC), as a key enabling technique

for distributed operations, is crucial for maintaining coordination for a system in dynamic,

decentralized environments.

DC mechanisms, has been extensively studied in computer networks, from early work on

fault-tolerant distributed databases to recent advancements in blockchain technology [128]

[129]. However, using traditional DC mechanisms in these distributed systems leads to sev-

eral new challenges. DC mechanisms usually have a theoretical assumption on the maximum

number of faulty nodes that can be tolerated. Specifically, BFT and CFT protocols are de-

signed to tolerant less than 1/3 [9] [7] and 1/2 [130] faulty nodes, respectively. However,

faults and failures are common and unpredictable in real-world connected systems, where no

node can be guaranteed to remain reliably operational at all times. This unpredictability is es-

pecially problematic in safety-critical scenarios and makes deterministic assumptions about

the maximum number of faulty nodes in entire systems impractical. Moreover, deterministic

36
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fault tolerance assumptions are inflexible. Such fixed boundaries can neither guarantee ab-

solute security nor ensure the efficiency of consensus. In highly reliable systems, the fault

tolerance design may incur unnecessary computational and communication overheads. Con-

versely, in less reliable systems, the number of faulty nodes may exceed the threshold, leading

to system failures.

To address this challenge, probabilistic model has been proposed to change the fault tol-

erance assumption from a deterministic limit on the number of faulty nodes to a probabilistic

model of node reliability, which is evaluated as the probability of non-faulty behaviour. De-

spite extensive studies [74] [13] [76] [75] [77] analysing the performance metrics of the

probabilistic model, they fail to address how the assumption of probabilistic node failures

fundamentally challenge the design of consensus protocols, as all existing research relies on

original consensus principles. This leads us to propose two critical issues that have been

previously ignored. First, the full range of outcomes from the execution of the probabilistic

model for distributed consensus has not been thoroughly examined. Since each node oper-

ates with a certain level of reliability, extreme conditions may lead to a significant number

of faulty nodes, making consensus achievement not always guaranteed. This can result in

undesirable outcomes such as partial consensus, consensus forks, or even incorrect consen-

sus. Previous studies have only focused on the probability of reaching an ideal consensus and

neglected the discussion of other consensus outcomes.

To address this, in this chapter, the entire range of potential consensus outcomes across the

dimensions of correctness and consistency is systematically analyzed. Consistency ensures

agreement among participating nodes, while correctness ensures that consensus decisions

reflect the opinions of non-faulty nodes and are not affected by faulty nodes. To narrow the

scope of possible outcomes, the interaction between different numbers of faulty and non-

faulty nodes with various quorum values is examined. This analysis yields three consensus

states: safe (where all non-faulty nodes consistently reach correct consensus), risky (where

correct consensus cannot always be guaranteed), and compromised (where correct consensus

can never be achieved). This state-based view provides a rapid way to estimate possible

outcomes. Building on that, an analytical approach is developed to calculate the precise

probabilities of each consensus outcome.

The second issue arises from changes in the fault tolerance assumption, which critically

affect quorum designs that depend on it. Quorum refers to the minimum subset of nodes

required to make a decision or verify an operation in a distributed system. In BFT, quorum

is traditionally defined as 2 𝑓max + 1, where 𝑓max =
⌊
𝑛−1

3
⌋

is the maximum number of faulty

nodes. With the 1/3 maximum faulty node boundary, the quorum ensures the consistency of

the decision of all non-faulty nodes. However, in the probabilistic model, this quorum rule is
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no longer effective, as the probabilistic assumption about the faulty behaviour of each node

can result in an nondeterministic faulty node number and the number can exceed 𝑓max. Unfor-

tunately, previous studies on probabilistic model for distributed consensus directly adopted

this conventional quorum value 2 𝑓max + 1 in the protocol as a key indicator for determining

whether a node has received enough confirmations from other nodes, which is inappropriate.

To address this issue, the reliability quorum is introduced to define the minimum subset

of nodes required to ensure a specified level of system reliability in the consensus process,

rather than enforcing a rigid, deterministic threshold. The optimal reliability quorums are

derived either by maximizing the probability of a safe consensus or by assigning weights

to different consensus outcomes, thereby tailoring the quorum choice to application-specific

priorities. The reliability quorum provides a more reasonable threshold for nodes to evaluate

whether they have received adequate confirmation from other nodes during the consensus

process. Our conclusions on the two reliability quorum approaches are broadly applicable to

most BFT algorithms.

Beyond the probabilistic nature of node failures, many modern distributed systems are

increasingly deployed in environments where wireless communication is indispensable, yet

inherently unreliable. Consider safety-critical applications like cooperative autonomous driv-

ing, drone swarms for search and rescue, or decentralized industrial control systems. In these

scenarios, distributed consensus is crucial for joint decision-making, but its robustness is

directly tied to the underlying communication channels. Unlike stable wired connections,

wireless links are prone to unpredictable and dynamic impairments: signal fading, interfer-

ence, path loss, and intermittent connectivity are common occurrences that can lead to packet

loss, increased latency, and even complete link disruptions.

While our analysis of probabilistic node reliability offers a more nuanced understanding

of consensus under faulty nodes, it has implicitly assumed perfectly reliable or ideal com-

munication channels. This simplification is often inadequate for accurately evaluating and

designing robust distributed systems that operate over wireless links. The unique challenges

of wireless propagation introduce an independent and significant layer of uncertainty that

traditional consensus models, even those considering probabilistic node failures, often over-

look. Therefore, understanding the interplay between probabilistic node behaviour and prob-

abilistic link reliability is paramount for achieving genuine reliability in wireless distributed

consensus (WDC).

This chapter not only analyses how probabilistic node failures impact consensus outcomes

and quorum design but also independently extends this framework to comprehensively incor-

porate the probabilistic nature of wireless communication links. By jointly considering both

probabilistic node behaviour and probabilistic link reliability, a more holistic and accurate
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model for distributed consensus in truly heterogeneous and dynamic environments is pro-

vided. This dual perspective is critical for designing robust and resilient distributed systems

in challenging wireless settings. While the framework offers a comprehensive understanding

of consensus behaviour under probabilistic assumptions, it should be noted that the focus

of this chapter remains at the analytical level rather than algorithmic implementation. This

chapter therefore aims to provide an improved theoretical foundation: it formalises reliability

conditions and examines their implications, clarifying the limitations and potential of exist-

ing approaches. No new algorithmic implementation is introduced at this stage; instead, the

models and propositions presented are intended to prepare the ground for future algorithmic

design.

3.1 Probabilistic Byzantine Node Model

A distributed network of entities is considered, characterized by nodes with relatively inde-

pendent and autonomous control, yet requiring consensus for collaboration.

3.1.1 Nodes Behaviour

The consensus system is assumed to contain faulty nodes, adopting the worst-case Byzantine

behaviour model, in which nodes may exhibit arbitrary errors or malicious actions. Nodes in

the network exhibit either reliable or Byzantine behaviour. Reliable nodes make consistent

evaluations and follow protocol rules, while Byzantine nodes behave arbitrarily, whether due

to faults or malicious intent. During request proposal, reliable nodes submit valid requests,

whereas Byzantine nodes may submit invalid ones, disrupting consensus. Throughout the

consensus process, reliable behaviour follows the protocol and ensures evaluations align with

those of other reliable nodes. In contrast, Byzantine behaviour includes any malicious or

faulty actions that deviate from the expected protocol norms.

Let Ω = {𝑁1, 𝑁2, . . . , 𝑁𝑛} be the set of 𝑛 nodes in a consensus network. Each node 𝑁𝑖

exhibits either Byzantine (𝐵𝑖 = 1) or reliable (𝐵𝑖 = 0) behaviour. Byzantine behaviour is mod-

elled probabilistically by defining 𝑃𝐵,𝑖 ∼ 𝐷 as a random variable representing the probability

that node 𝑁𝑖 is Byzantine, i.e., 𝑃(𝐵𝑖 = 1) = 𝑝𝐵,𝑖, 𝑃(𝐵𝑖 = 0) = 1− 𝑝𝐵,𝑖, 𝑝𝐵,𝑖 ∈ [0,1]. Each 𝑃𝐵,𝑖

follows an independent distribution with a probability density function 𝑓𝑃𝐵,𝑖
(𝑝𝐵,𝑖), chosen

based on application needs. The primary node, initiating the consensus request, is always

denoted as 𝑁1, with a Byzantine probability of 𝑃𝐵,1. Since nodes fail probabilistically, the

total number of Byzantine nodes, 𝐹, is a random variable determined by all 𝑃𝐵,𝑖. The sample

space is defined as Sf = {S 𝑓 ,1, . . . ,S 𝑓 ,(𝑛𝑓) }, where each subset S 𝑓 , 𝑗 = {𝑁𝑖 | 𝐵𝑖 = 1} contains
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exactly 𝑓 Byzantine nodes. The total number of possible Byzantine sets is |Sf | =
(𝑛
𝑓

)
. The

probability mass function (PMF) of 𝐹 is then given by

𝑃(𝐹 = 𝑓 ) =
∫ 1
0 · · ·

∫ 1
0 𝑃(𝐹 = 𝑓 | 𝑝𝐵,1, 𝑝𝐵,2, . . . , 𝑝𝐵,𝑛)

∏𝑛
𝑖=1 𝑓𝑃𝐵,𝑖

(𝑝𝐵,𝑖) 𝑑𝑝𝐵,1 𝑑𝑝𝐵,2 · · · 𝑑𝑝𝐵,𝑛,
(3.1)

where

𝑃(𝐹 = 𝑓 | 𝑝𝐵,1, 𝑝𝐵,2, . . . , 𝑝𝐵,𝑛) =
∑

S 𝑓 , 𝑗∈Sf

∏
𝑁𝑖∈S 𝑓 , 𝑗

𝑝𝐵,𝑖
∏

𝑁𝑖∈Ω\S 𝑓 , 𝑗
(1− 𝑝𝐵,𝑖). (3.2)

Since the behaviour of the primary node profoundly impacts consensus, the probability

that the system contains 𝐹 = 𝑓 Byzantine nodes while the primary node remains reliable is

of particular interest and can be derived as

𝑃((𝐹 = 𝑓 ) ∩ (𝐵1 = 0)) =
0, if 𝑓 = 𝑛,∫ 1
0

∫ 1
0 · · ·

∫ 1
0
∑

S′
𝑓 , 𝑗

∈S′
f

∏
𝑁𝑖∈S′

𝑓 , 𝑗
𝑝𝐵,𝑖

∏
𝑁𝑖∈Ω\S′

𝑓 , 𝑗
(1− 𝑝𝐵,𝑖)

×∏𝑛
𝑖=1 𝑓𝑃𝐵,𝑖

(𝑝𝐵,𝑖) 𝑑𝑝𝐵,1 𝑑𝑝𝐵,2 · · ·𝑑𝑝𝐵,𝑛,
otherwise,

(3.3)

where S′
𝑓 , 𝑗

denotes a subset containing exactly 𝑓 Byzantine nodes selected from Ω \ {𝑁1}
(with 𝐵1 = 0, so that the primary node is reliable), and S′

𝑓
= {S′

𝑓 , 𝑗
: 1 ≤ 𝑗 ≤

(𝑛−1
𝑓

)
} is the

sample space of all such subsets.

Similarly, the probability that the system has 𝐹 = 𝑓 Byzantine nodes while the primary

node is Byzantine can be written as

𝑃((𝐹 = 𝑓 ) ∩ (𝐵1 = 1)) =
0, if 𝑓 = 0,∫ 1
0

∫ 1
0 · · ·

∫ 1
0
∑

S′′
𝑓 −1, 𝑗∈S′′

f−1

∏
𝑁𝑖∈S′′

𝑓 −1, 𝑗
𝑝𝐵,𝑖

∏
𝑁𝑖∈Ω\S′′

𝑓 −1, 𝑗\{𝑁1} (1− 𝑝𝐵,𝑖) × 𝑝𝐵,1

×∏𝑛
𝑖=1 𝑓𝑃𝐵,𝑖

(𝑝𝐵,𝑖) 𝑑𝑝𝐵,1 𝑑𝑝𝐵,2 · · ·𝑑𝑝𝐵,𝑛,
otherwise,

(3.4)

where S′′
𝑓−1, 𝑗 denotes a subset containing exactly 𝑓 −1 Byzantine nodes selected from 𝑁2 to

𝑁𝑛 (i.e., excluding the primary node 𝑁1), and S′′
𝑓−1 = {S′′

𝑓−1, 𝑗 : 1 ≤ 𝑗 ≤
(𝑛−1
𝑓−1

)
} is the sample

space of all such subsets.
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3.1.2 Reliability Quorum and Intersection Quorum

As discussed, the concept of reliability quorum, denoted as 𝑄𝑟 , is proposed. It is defined as

the minimum quorum size necessary to ensure a specified level of system reliability, serving

as the threshold for nodes to wait for sufficient confirmations during the consensus process.

𝑄𝑟 can be an integer within [0, 𝑛]. In contrast, the conventional quorum is typically defined

by the intersection rule, ensuring that any two quorums share at least one reliable node.

This interaction rules results in the conventional BFT quorum being
⌈
𝑛+ 𝑓 +1

2

⌉
= 2 𝑓 + 1 [131],

when 𝑛 = 3 𝑓 + 1. While the focus is placed on the reliability quorum for consensus, the

conventional quorum remains important for analysing consensus states (see Sec. 3.2.1). For

clarity, the conventional quorum is referred to as the intersection quorum, denoted as 𝑄𝑖𝑛𝑡 .

Since the number of Byzantine nodes is a variable 𝐹, the intersection quorum is also treated

as a variable,

𝑄𝑖𝑛𝑡 =

⌈
𝑛+𝐹 +1

2

⌉
. (3.5)

From (3.5), the crucial inequality can be easily derived as

𝑄𝑖𝑛𝑡 > 𝐹. (3.6)

The intersection quorum is used for analysing the consensus state and reliability but does not

directly impact the consensus protocol design. The reliability quorum serves as the threshold

for nodes to collect enough confirmation messages during the consensus process.

3.1.3 Consistency Threshold

Probabilistic failures disrupt State Machine Replication (SMR) in conventional BFT [28],

making it very likely that in probabilistic model non-Byzantine nodes reach an inconsistent

result. Theoretically, based on the relationship between 𝑄𝑟 and 𝑄𝑖𝑛𝑡 , the following property

on system-wide consensus is given.

Specifically, when 𝑄𝑟 ≥𝑄𝑖𝑛𝑡 , consensus reached by any reliable node implies that system-

wide consensus is guaranteed. In contrast, when 𝑄𝑟 <𝑄𝑖𝑛𝑡 , consensus reached within a subset

of reliable nodes does not necessarily extend to the whole system, creating the possibility of a

consensus fork. This observation is consistent with classical consensus theory and is included

here to validate that the proposed probabilistic framework remains aligned with established

deterministic principles. The reasoning follows from the fact that, if two sets of nodes confirm

consensus with sizes satisfying 𝑄𝑟 ≤ |D1 | < 𝑄𝑖𝑛𝑡 and 𝑄𝑟 ≤ |D2 | < 𝑄𝑖𝑛𝑡 , then in the worst-

case scenario all Byzantine nodes may be distributed between these two sets. As a result, the

sets may contain no common reliable node, allowing them to reach different outcomes and
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thus jeopardising system-wide consensus. Conversely, if both sets satisfy |D1 | ≥ 𝑄𝑖𝑛𝑡 and

|D2 | ≥ 𝑄𝑖𝑛𝑡 , then by definition they must share at least one reliable node, ensuring consistent

results across the system.

While this result provides a theoretical foundation for analysing consensus under proba-

bilistic failures, it is not directly applicable to system design because 𝑄𝑖𝑛𝑡 is a random variable

and its exact relationship with 𝑄𝑟 is uncertain. To address this, we introduce the consistency

threshold 𝑡, defined as the minimum number of reliable nodes required for successful consen-

sus. In practice, 𝑡 can be tuned according to system requirements, but is typically set above

half of the total nodes, i.e., 𝑡 ≥
⌊
𝑛
2
⌋
+1, in order to prevent Byzantine nodes from dominating

the decision process. This assumption ensures that at least half of the nodes share a consistent

state, thereby preserving consensus validity.

3.1.4 BFT Consensus under Probabilistic Model

Based on the assumption of Byzantine behaviour from an individual perspective, the opera-

tion of distributed consensus under a probabilistic model is described within the framework of

BFT algorithms, using PBFT [29] as an illustrative example. Note that the similar approaches

in this thesis apply to most BFT algorithms.

Request

Since consensus is designed for self-operating systems requiring collaboration or group decision-

making, any node can initiate a consensus request, which is then broadcast across the net-

work. The initiating node acts as the primary node, while others evaluate the request’s valid-

ity, as defined below.

Definition 1. Validity is the property of a request in a consensus system that ensures it con-

forms to system regulations, is correctly formatted, and is authenticated as legitimate and

compliant with operational rules.

Note that it is assume the standards and understanding of request validity are consistent

among at least all the reliable nodes in the system. Any faulty behaviour caused by deviations

from these validity standards is also regarded as a Byzantine fault. Following the consensus

protocol, each node interacts with others to determine whether to approve the request.

Consensus Process

Fig. 3.1 illustrates the consensus process, which consists of three phases: pre-prepare, pre-

pare, and commit. The primary node initiates the process by broadcasting a pre-prepare mes-
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Figure 3.1: PBFT-based probabilistic consensus

sage with the consensus request. Replicas verify its validity and reject invalid messages. If

the message is valid, they proceed to the prepare phase, where each node (except the primary)

broadcasts a prepare message to all other nodes. A node enters the commit phase when it re-

ceives at least the reliability quorum 𝑄𝑟 of identical and valid prepare messages. During this

phase, all nodes, including the primary, broadcast commit messages. Consensus is reached

when a node receives at least 𝑄𝑟 identical and valid commit messages. However, in proba-

bilistic model, individual nodes may reach different conclusions on consensus. System-wide

consensus is considered achieved when at least the consistency threshold 𝑡 of nodes reach

the same outcome. Throughout the consensus process, reliable nodes strictly follow validity

rules and the protocol, while Byzantine nodes may exhibit arbitrary behaviour due to faults,

such as incorrect requests, or malicious actions, such as disrupting consensus with fraudulent

messages.

3.2 Analysis of Non-Deterministic Outcomes in Probabilis-

tic Consensus

This section begins with a qualitative analysis of consensus outcomes under various sce-

narios. To enable more efficient quantitative analysis, the notion of consensus states is in-

troduced, allowing for rapid estimation of consensus outcomes based on node and quorum

configurations. Finally, a detailed method is presented for quantitatively calculating the prob-

abilities of different consensus outcomes. Key parameters used in quantitative analysis are

listed in Table 3.1. Note that, we adhere to a specific notational convention where lower-

case letters denote invariant parameters, and uppercase letters represent random variables to
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clearly distinguish between system design constants and variables for our analysis. 𝑓𝑚𝑎𝑥 rep-

resents the maximum number of Byzantine nodes the system can tolerate, which is a constant

determined by the protocol’s fault-tolerance properties. 𝐹 is a random variable represent-

ing the actual number of Byzantine nodes present in a given simulation run, a value that is

drawn from a probability distribution within the range of 0 to 𝑁 . This approach allows us to

systematically evaluate the system’s performance under various fault conditions.

Table 3.1: Frequently used notations

Notation Definition

𝑝𝐵,𝑖 The probability of node 𝑁𝑖 is a Byzantine node
𝑛 Number of nodes in the consensus network
𝐹 Number of Byzantine nodes
𝑄𝑟 Reliability Quorum
𝑄𝑖𝑛𝑡 Intersection Quorum
𝑝𝑠 The probability that a Byzantine node sends an invalid message rather

than no message
𝑡 Consistency Threshold
E𝑆 The event of safe state
E𝑅1 The event of risky state with 𝐹 < 𝑄𝑟 < min(𝑄𝑖𝑛𝑡 , 𝑛−𝐹)
E𝑅2 The event of risky state with 𝑄𝑟 ≤ 𝐹 < 𝑡 ≤ 𝑛−𝐹 and 𝑡 ≤ 𝑛−𝐹

E𝐶1 The event of compromised state with 𝐹 < 𝑡 ≤ 𝑛−𝐹 < 𝑄𝑟

E𝐶2 The event of compromised state with 𝑛−𝐹 < 𝑡

OCA The event of CA
OCR The event of CR
OCF The event of CF
OCFk The event of CFk

3.2.1 Qualitative Analysis of Consensus Outcomes

The consensus outcome of the probabilistic model can be evaluated along two dimensions:

correctness and consistency. Correctness, from an individual perspective, refers to whether

each reliable node agrees on a valid consensus outcome or correctly rejects an invalid request.

Consistency, from a system-wide perspective, refers to whether all reliable nodes reach the

same consensus outcome and meet the consistency threshold required by the system, which

may vary depending on system requirements. Based on these two dimensions, four types of

consensus outcomes are categorized, illustrated in Fig. 3.2. Since correctness is a property of

each node and consistency is a system property, when Fig. 3.2 evaluates outcomes from the

system’s perspective, correctness is represented as a spectrum (with the quadrants divided by

the dashed line), while consistency is binary (with the quadrants divided by the solid line).
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The four types of outcomes are explained in detail below.

Correctness

Consensus Correctly

Affirmed (CA)

Consistency

Consensus Fork

(CFk-II)

Consensus Fork

(CFk-I)

Consensus

Fail (CF-III)

Consensus Fail

(CF-II)
Consensus

Fail (CF-I)

Consensus

Correctly Rejected
(CR)

Consensus outcomes range of Safe State

Consensus outcomes range of Risky State

Consensus outcomes range of Compromised State

Figure 3.2: Consensus outcomes of probabilistic consensus in nondeterministic autonomous
system

1. Consensus Correctly Affirmed (CA) is satisfied if: (1) all reliable nodes reach a con-

sistent consensus on the same valid request, and (2) reliable nodes meet the consistency

threshold of the network.

2. Consensus Correctly Rejected (CR) is satisfied if the invalid or inconsistent request

is unanimously rejected by all reliable nodes, who also meet the consistency threshold

of the network.

3. Consensus Fork (CFk) is satisfied if the reliable nodes meet the consistency threshold

of the network but arrive at inconsistent conclusions.

4. Consensus Fail (CF) is satisfied if (1) Byzantine nodes exceed the required consistency

threshold for controlling the consensus process, or (2) none of the reliable nodes affirm

a valid consensus request, even though the number of reliable nodes surpasses the

consistency threshold for consensus.
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It is important to note that, apart from the CA and CR outcomes, which fully guarantee

both correctness and consistency, CFk and CF exhibit varying behaviors in terms of correct-

ness, as the correctness of the system cannot always be classified in a binary manner. For

CFk, there are cases where the consensus outcomes of all reliable nodes are valid but in-

consistent (CFk-I), as well as cases where the consensus outcomes are partially valid and

partially invalid but inconsistent (CFk-II). The CF can be categorized into three scenarios

in terms of correctness and consistency, as illustrated in Fig. 3.2. The first scenario (CF-

I) occurs when most reliable nodes fail to reach consensus or reach an incorrect consensus

outcome, while a small portion of reliable nodes correctly accept or reject the consensus re-

quest even in Byzaninte nodes are in majority control. The second scenario (CF-II) is when

all nodes either obtain incorrect consensus outcomes or fail to reach consensus altogether.

The third scenario (CF-III) is less common, where an incorrect but consistent consensus is

reached under the influence of Byzantine nodes.

3.2.2 Rapid Estimation of Consensus Outcomes Using Consensus States

Non-determinism in probabilistic consensus largely comes from the uncertain relationship

between reliable nodes (𝑛− 𝐹), Byzantine nodes (𝐹), the reliability quorum (𝑄𝑟), and the

intersection quorum (𝑄𝑖𝑛𝑡). To better assess consensus outcomes, the concept of consensus

states—namely safe, risky, and compromised, is introduced. These states enable rapid esti-

mation of outcomes based on quorum and node configurations without requiring analysis of

the full consensus process. This approach simplifies evaluation and provides a foundation for

a more precise probability analysis of consensus outcomes.

Firstly, consensus outcomes can be determined by whether reliable nodes meet the con-

sistency threshold, 𝑡. Typical cases 𝑡 ≥
⌊
𝑛
2
⌋
+ 1 are taken for this detail analysis. Therefore,

when 𝑛−𝐹 < 𝑡, the system will always result in CF. For all cases where 𝑛−𝐹 ≥ 𝑡, the PBFT

protocol requires each node to collect a number of valid and consistent messages that at least

reach the threshold (𝑄𝑟). It can be easily observed that a CF outcome always occurs when

𝐹 < 𝑡 ≤ 𝑛−𝐹 < 𝑄𝑟 . However, if 𝑄𝑟 ≤ 𝐹 < 𝑡 ≤ 𝑛−𝐹, all four consensus outcomes are possible

because the threshold 𝑄𝑟 for each node can be met either by a collection of valid messages

or invalid messages, depending on what constitutes the first sufficient messages for a reli-

able node to make a judgment. Additionally, as discussed earlier, system-wide consensus

requires 𝑄𝑟 ≥ 𝑄𝑖𝑛𝑡 to avoid the risk of inconsistent outcomes or consensus forks, CFk in this

case becomes an unavoidable scenario. For cases where 𝑄𝑟 lies between 𝐹 and 𝑛−𝐹 when

𝑡 ≤ 𝑛−𝐹, if 𝐹 < 𝑄𝑖𝑛𝑡 ≤ 𝑄𝑟 ≤ 𝑛−𝐹, consensus is always reliable, and CA and CR are the only

possible outcomes. However, if 𝐹 < 𝑄𝑟 < min(𝑄𝑖𝑛𝑡 , 𝑛− 𝐹), CFk may occur. The results of
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Table 3.2: Classification of consensus outcomes based on relationships between 𝑛, 𝑄𝑟 , 𝑡, and
𝐹

Consensus
State

Consensus
Outcome Condition Relation Explanation

Safe State CA, CR
𝐹 < 𝑄𝑖𝑛𝑡 ≤ 𝑄𝑟 ≤ 𝑛−𝐹

𝑡 ≤ 𝑛−𝐹

Valid PBFT
conditions.

Sufficient
messages to
tolerate 𝐹

Byzantine nodes,
ensuring safe

results.

Risky State
CA, CR,
CFk, CF

𝐹 < 𝑄𝑟 < 𝑚𝑖𝑛(𝑄𝑖𝑛𝑡 , 𝑛−𝐹)
𝑡 ≤ 𝑛−𝐹

𝑄𝑟 is between
reliable and

Byzantine nodes
but below the

quorum.

Depends on
whether the

primary node
sends an

inconsistent
request.

𝑄𝑟 ≤ 𝐹 < 𝑡 ≤ 𝑛−𝐹

𝑄𝑟 is less than or
equal to both
reliable and

Byzantine nodes.

Depends on the
first 𝑄𝑟 messages

and primary
node’s behaviour.

Compromised
State

CF

𝐹 < 𝑡 ≤ 𝑛−𝐹 < 𝑄𝑟

𝑄𝑟 exceeds both
the number of
reliable and

Byzantine nodes.

𝑄𝑟 always
consists of a mix
of reliable and

Byzantine nodes.

𝑛−𝐹 < 𝑡

Reliable nodes
cannot meet the

consistency
threshold.

Byzantine nodes
control

consensus.

Note: 𝑄𝑟 and 𝐹 are non-negative integers where 0 ≤𝑄𝑟 ≤ 𝑛, 0 ≤ 𝐹 ≤ 𝑛, 𝑄𝑖𝑛𝑡 =
⌈
𝑛+𝐹+1

2
⌉
> 𝐹, and 𝑡 ≥

⌊
𝑛
2
⌋
+1.
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this exploration are summarized in Table 3.2.

According to Table 3.2, before executing the consensus algorithm, the system’s key pa-

rameters help narrow the range of possible outcomes. The conditions are categorized into

three states: safe, risky, and compromised. The relationship of outcomes and the states is

indicated in Fig. 3.2.

Safe State

A Safe State ensures all reliable nodes consistently reach a valid consensus or reject invalid

requests, with their count exceeding the consistency threshold. In this state, consensus out-

comes are always reliable, correct, and consistent. Specifically, CA and CR are the only

possible outcomes. The Safe State corresponds to the relationship 𝐹 < 𝑄𝑖𝑛𝑡 ≤ 𝑄𝑟 ≤ 𝑛− 𝐹

with 𝑡 ≤ 𝑛−𝐹. Let E𝑆 represent the event where the system achieves consensus in the Safe

State. According to the relationship constraint, the probability of system maintaining Safe

State, denoted as the safe state probability is derived as

𝑃(E𝑆 | 𝑄𝑟 = 𝑞) =∑𝑛−𝑡
𝑓=0 𝑃(E𝑆 | 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞)𝑃(𝐹 = 𝑓 ), (3.7)

where 𝑃(𝐹 = 𝑓 ) is defined in equation (3.1), and

𝑃(E𝑆 | 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) =


1 if
⌈
𝑛+ 𝑓 +1

2

⌉
≤ 𝑞 ≤ 𝑛− 𝑓 ,

0 otherwise.
(3.8)

Risky State

Risky State is a state when neither a valid consensus nor the rejection of an invalid request

can be consistently ensured. However, since reliable nodes meet the consistency threshold,

a correct consensus remains possible. This state arises when reliable nodes are the majority,

but the reliability quorum is not set or cannot exceed the intersection quorum, leading to

potential inconsistencies among reliable nodes. Notably, this state encompasses all possible

consensus outcomes, corresponding to the conditions 𝐹 < 𝑄𝑟 < min(𝑄𝑖𝑛𝑡 , 𝑛−𝐹), denoted as

E𝑅1 and 𝑄𝑟 ≤ 𝐹 < 𝑡 ≤ 𝑛− 𝐹 with 𝑡 ≤ 𝑛− 𝐹, denoted as E𝑅2. The probability of the system

being in the Risky State, denoted as the risky state probability, is

𝑃(E𝑅1 ∪E𝑅2 | 𝑄𝑟 = 𝑞) =∑𝑛−𝑡
𝑓=0 𝑃(E𝑅1 ∪E𝑅2 | 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞)𝑃(𝐹 = 𝑓 ), (3.9)
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where 𝑃(𝐹 = 𝑓 ) is defined in equation (3.1), and

𝑃(E𝑅1 ∪E𝑅2 |𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) =


1 if 0 ≤ 𝑞 <

⌈
𝑛+ 𝑓 +1

2

⌉
,

0 otherwise.
(3.10)

Compromised State

Compromised State is a state when valid consensus is impossible, typically because reliable

nodes fail to meet the consistency threshold, allowing Byzantine influence. It can also arise

if the reliability quorum 𝑄𝑟 is set too high, preventing consensus and paralyzing decision-

making. Compromised State only results in the CF outcome. The events in which the system

enters the Compromised State are defined as E𝐶1 when 𝐹 < 𝑡 ≤ 𝑛−𝐹 < 𝑄𝑟 , and as E𝐶2 when

𝑛− 𝐹 < 𝑡. The probability that the system is in the Compromised State, referred to as the

compromised state probability, can be derived as

𝑃(E𝐶1 ∪E𝐶2 | 𝑄𝑟 = 𝑞) =∑𝑛−𝑡
𝑓=0 𝑃(E𝐶1 | 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) ×𝑃(𝐹 = 𝑓 ) +∑𝑛

𝑓=𝑛−𝑡+1 𝑃(𝐹 = 𝑓 ),
(3.11)

where 𝑃(𝐹 = 𝑓 ) is defined in equation (3.1), and

𝑃(E𝐶1 | 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) =


1 if 𝑞 > 𝑛− 𝑓 ,

0 otherwise.
(3.12)

3.2.3 Quantitative Analysis of Consensus Outcomes

Based on the rapid estimation enabled by the three consensus states, the detailed probability

of each consensus outcome can be calculated.

Consensus Correctly Achieved Probability

Let the event that consensus has a CA outcome as O𝐶𝐴. The 𝑃(OCA |𝑄𝑟 = 𝑞) under different

𝑄𝑟 = 𝑞 is derived as

𝑃(OCA |𝑄𝑟 = 𝑞) =
𝑛−𝑡∑
𝑓=0

[𝑃(E𝑆 ∪E𝑅1 | 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) +𝑃(E𝑅2 |𝐹 = 𝑓 ,𝑄𝑟 = 𝑞)

·𝑃(OCA |E𝑅2 ∩ (𝐵1 = 0) ∩ (𝐹 = 𝑓 ) ∩ (𝑄𝑟 = 𝑞))]𝑃((𝐹 = 𝑓 ) ∩ (𝐵1 = 0)),
(3.13)
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where

𝑃(E𝑆 ∪E𝑅1 |𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) =


1 if 𝑓 < 𝑞 ≤ 𝑛− 𝑓 ,

0 otherwise,
(3.14)

𝑃(E𝑅2 |𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) =


1 if 0 ≤ 𝑞 ≤ 𝑓 ,

0 otherwise,
(3.15)

are the two indicator functions specify the valid ranges for E𝑆 ∪ E𝑅1 and E𝑅2 respectively.

𝑃((𝐹 = 𝑓 ) ∩ (𝐵1 = 0)) is provided in (3.3). 𝑃(OCA | E𝑅2 ∩ (𝐵1 = 0) ∩ (𝐹 = 𝑓 ) ∩ (𝑄𝑟 = 𝑞))
represents the condition in the Risky State E𝑅2 where consensus can only be correctly af-

firmed if all reliable nodes consistently receive a sufficient number of valid messages before

receiving enough invalid messages. Therefore,

𝑃(OCA |E𝑅2 ∩ (𝐵1 = 0) ∩ (𝐹 = 𝑓 ) ∩ (𝑄𝑟 = 𝑞))

= 𝐺count(𝑀𝑝 = 𝑛− 𝑓 , 𝑀𝑐 = 𝑛− 𝑓 , 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞),
(3.16)

where 𝐺count(𝑀𝑝 =𝑚𝑝, 𝑀𝑐 =𝑚𝑐, 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) indicate the probability in E𝑅2 with 𝑚𝑝 alive

nodes in prepare stage and 𝑚𝑐 alive nodes in commit stages respectively. The detail of 𝐺count

is given in Appendix A.1.

Consensus Correctly Rejected Probability

Let the event that consensus has a CR outcome as OCR. As the safe state and the risky state

result in CR when the primary node is the Byzantine node, the total probability of OCR is

given by

𝑃(OCR |𝑄𝑟 = 𝑞) =∑𝑛−𝑡
𝑓=0 [𝑃(E𝑆 | 𝑓 , 𝑞) +𝑃(E𝑅1 ∩E𝑅2 | 𝑓 , 𝑞)] ·𝑃((𝐹 = 𝑓 ) ∩ (𝐵1 = 1)), (3.17)

where 𝑃(E𝑆 | 𝑓 , 𝑞), 𝑃(E𝑅1∩E𝑅2 | 𝑓 , 𝑞) and 𝑃((𝐹 = 𝑓 )∩ (𝐵1 = 1)) are given in (3.12) (3.9) (3.4).

Consensus Fail Probability

Let the event that consensus has a CF outcome as OCF. As the compromised state always

result in CF and the risky state can result in CF when the primary node is reliable but message

exchange fails, the total probability of OCF is

𝑃(OCF |𝑄𝑟 = 𝑞) = 𝑃(E𝐶1 ∩E𝐶2 |𝑄𝑟 = 𝑞)

+∑𝑛−𝑡
𝑓=0 𝑃(OCF |E𝑅2 ∩ (𝐵1 = 0) ∩ (𝐹 = 𝑓 ) ∩ (𝑄𝑟 = 𝑞)) ·𝑃((𝐹 = 𝑓 ) ∩ (𝐵1 = 0)),

(3.18)
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where 𝑃(E𝐶1∩E𝐶2 |𝑄𝑟 = 𝑞) and 𝑃((𝐹 = 𝑓 )∩ (𝐵1 = 0)) is given in (3.11) and (3.3). 𝑃(OCF |E𝑅2∩
(𝐵1 = 0) ∩ (𝐹 = 𝑓 ) ∩ (𝑄𝑟 = 𝑞)) is derived as primary node is reliable but all the reliable nodes

fail in event E𝑅2,

𝑃(OCF |E𝑅2 ∩ (𝐵1 = 0) ∩ (𝐹 = 𝑓 ) ∩ (𝑄𝑟 = 𝑞)) = 𝐺count(𝑀𝑝 = 𝑚𝑝, 𝑀𝑐 = 0, 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞).
(3.19)

Consensus Fork Probability

Let the event that consensus has a CFk outcome as OCFk. The 𝑃(OCFk |𝑄𝑟 = 𝑞) is

𝑃(OCFk |𝑄𝑟 = 𝑞) = 1−𝑃(𝐸𝐶𝐴 |𝑄𝑟 = 𝑞) −𝑃(OCR |𝑄𝑟 = 𝑞) −𝑃(OCF |𝑄𝑟 = 𝑞). (3.20)

3.3 Quantitative Analysis of Reliability Quorum

From Table 3.2, it can be observed that how the reliability quorum 𝑄𝑟 impacts consensus

outcomes and states. To design a high-reliability distributed consensus under probabilistic

model, this section quantitatively analyses the optimal 𝑄𝑟 settings for robust consensus. The

optimal 𝑄𝑟 can be determined by balancing the probabilities of different consensus outcomes

and states, with variations depending on the chosen optimization strategy. An example is

first presented to demonstrate the optimization of 𝑄𝑟 through the assignment of different

weights to consensus outcomes. Subsequently, a theoretical proof is provided showing that

the commonly used intersection quorum (2 𝑓max +1), under the setting 𝑛 = 3 𝑓max +1, remains

a strong choice for distributed consensus within the probabilistic model.

3.3.1 Balancing Consensus Outcomes for an Optimized Reliability Quo-
rum

Determining the optimal reliability quorum requires balancing correctness, consistency, and

efficiency based on system requirements. An example approach is to assign different weights

to consensus outcomes, tailoring the quorum selection to specific application needs. An

objective function incorporating weighted probabilities of all possible outcomes is defined as

𝑞𝑎,opt = argmax
𝑞

[
𝑤1𝑃(O𝐶𝐴 | 𝑄𝑟 = 𝑞) +𝑤2𝑃(O𝐶𝑅 | 𝑄𝑟 = 𝑞)

−𝑤3𝑃(O𝐶𝐹𝑘 | 𝑄𝑟 = 𝑞) −𝑤4𝑃(O𝐶𝐹 | 𝑄𝑟 = 𝑞)
]
,

(3.21)
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where 𝑤1,𝑤2,𝑤3,𝑤4 denote the weights assigned to the outcomes CA, CR, CFk, and CF, re-

spectively. These weights represent the system’s priorities by quantifying the relative impor-

tance of different consensus outcomes. For safety-critical applications such as autonomous

systems, minimizing consensus forks is crucial, since conflicting decisions can lead to seri-

ous consequences. To reduce this risk, a higher CFk penalty (𝑤3) can be set to optimize the

reliability quorum. For example, setting 𝑤1 = 𝑤2 = 1,𝑤3 = 5,𝑤4 = 1 prioritizes consistency

by strongly discouraging forks. This emphasis on stability helps avoid conflicting states that

would compromise the safety of the system. Conversely, efficiency-focused systems (e.g.,

non-safety-critical data synchronization) may prioritize achieving consensus quickly. As-

signing a higher weight to CA (𝑤1) while moderating penalties for other outcomes (e.g.,

𝑤1 = 3,𝑤2 = 1,𝑤3 = 1,𝑤4 = 1) optimizes for consensus success. This approach enables flex-

ible quorum selection tailored to specific reliability and efficiency trade-offs. Several cases

with different weight choice are provided in Sec. 4.4.5.

3.3.2 Intersection Quorum Remain a Safe Choice

This section proves that the optimal reliability quorum coincides with the intersection quorum

(2 𝑓max + 1) under the condition 𝑛 = 3 𝑓max + 1, when adopting the strategy of maximizing

the safe state probability. Specifically, 𝑞𝑠,opt is defined as the value of 𝑄𝑟 that maximizes

𝑃(E𝑆 | 𝑄𝑟 = 𝑞).
𝑞𝑠,𝑜𝑝𝑡 = argmax

𝑞
𝑃(E𝑆 |𝑄𝑟 = 𝑞)

s.q. 𝑞 ∈ {0,1,2, . . . , 𝑛}
(3.22)

Proposition 1. For BFT-like consensus protocol, the optimal reliability quorum 𝑞𝑜𝑝𝑡 for max-

imizing Safe State reliability is

𝑞𝑠,𝑜𝑝𝑡 =


2𝑛
3 or 2𝑛

3 +1, if 𝑛 mod 3 = 0,
2𝑛+1

3 , if 𝑛 mod 3 = 1,
2𝑛+2

3 , if 𝑛 mod 3 = 2.

(3.23)

Proof. According to (3.9), 𝑃(E𝑆 | 𝑄𝑟 = 𝑞) is a sum of 𝑃(E𝑆, 𝐹 = 𝑖 | 𝑄𝑟 = 𝑞)𝑃(𝐹 = 𝑖), where

𝑃(E𝑆, 𝐹 = 𝑖 | 𝑄𝑟 = 𝑞) is an indicator function. Each 𝑃(E𝑆, 𝐹 = 𝑖 | 𝑄𝑟 = 𝑞) represents a scenario

where, for each value of 𝐹 = 𝑖, the condition 𝑄𝑝𝑖 ≤ 𝑄𝑟 ≤ 𝑛−𝐹𝑖 is satisfied.

The corresponding parameters is denoted as 𝐹𝑖, 𝑄𝑝𝑖 , and 𝑛−𝐹𝑖 when 𝐹 = 𝑖. For 𝑖 < 𝑗 , the

relationships 𝐹𝑖 < 𝐹𝑗 , 𝑄𝑝𝑖 < 𝑄𝑝 𝑗
, and 𝑛−𝐹𝑖 > 𝑛−𝐹𝑗 always hold. Therefore, if (3.12) always

yields 𝑃(E𝑆 | 𝐹 = 𝑖,𝑄𝑟 = 𝑞) = 1 whenever 𝑄𝑝𝑖 ≤ 𝑄𝑟 ≤ 𝑛− 𝐹𝑖, and 𝑃(E𝑆 | 𝐹 = 𝑖,𝑄𝑟 = 𝑞) = 0
otherwise, the effective range for 𝑄𝑟 of each summation term 𝑃(E𝑆, 𝐹 = 𝑖 | 𝑄𝑟 = 𝑞)𝑃(𝐹 =
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𝑖) extends outward, independent of the value of 𝑃(𝐹 = 𝑖). This effective interval always

encompasses the narrowest interval. When 𝑛 mod 3 = 1 or 2, the narrowest interval lies

between [𝑄𝑝𝑖 , 𝑛−𝐹𝑖], where 𝑄𝑝𝑖 = 𝑛−𝐹𝑖 holds. In this case, 𝑞𝑠,𝑜𝑝𝑡 = argmax𝑡 𝑃(E𝑆 | 𝑄𝑟 = 𝑞)
when 𝑞𝑠,𝑜𝑝𝑡 = 𝑄𝑝𝑖 = 𝑛−𝐹𝑖. When 𝑛 mod 3 = 0, the narrowest interval lies between [𝑄𝑝𝑖 , 𝑛−
𝐹𝑖], where 𝑄𝑝𝑖 +1 = 𝑛−𝐹𝑖 holds. In this case, 𝑞𝑠,𝑜𝑝𝑡 = argmax𝑡 𝑃(E𝑆 | 𝑄𝑟 = 𝑞) when 𝑞𝑠,𝑜𝑝𝑡 =

𝑄𝑝𝑖 or 𝑛−𝐹𝑖. Therefore, (3.23) is proved.

□

This alignment of 𝑞𝑠,opt with the intersection quorum arises because the intersection rule

inherently ensures absolute consistency. Thus, under certain conditions, the BFT quorum

selection (𝑛 ≤ 3 𝑓 + 1) is not only optimal for its Byzantine fault tolerance assumptions but

also remains effective for maximizing the safe state probability under more relaxed Byzantine

node assumptions.

3.4 Probabilistic Model for Wireless Distributed Consensus

(WDC)

While our probabilistic modelling of node behaviour offers a significant step towards more

accurate reliability analysis, real-world distributed systems often contend with an additional,

independent, and equally critical source of unreliability: the communication medium itself.

This is particularly true for many modern applications where wireless communication is in-

dispensable yet inherently unreliable.

WDC specifically refers to distributed consensus mechanisms operating where inter-node

communication primarily occurs over wireless channels. This is critical because, unlike more

stable wired connections, wireless links are susceptible to signal fading, interference, path

loss, and intermittent connectivity. These factors frequently result in message loss, increased

latency, and even complete link disruptions, introducing a significant layer of uncertainty that

profoundly impacts consensus achievement.

In WDC, the underlying consensus protocol, such as PBFT, must operate robustly despite

these unreliable wireless links. As illustrated in Fig. 3.3, PBFT consensus relies heavily on

frequent, multi-phase inter-node communications (Pre-prepare, Prepare, Commit, Reply, and

Sync). The success of each phase, and thus the overall consensus, is directly tied to the relia-

bility of these numerous wireless message exchanges. For example, in scenarios like cooper-

ative autonomous driving, where backup sensors (potentially faulty or "Byzantine-like" due

to perception errors) provide conflicting readings, the PBFT quorum must make a Byzantine-

proof decision requiring reliable communication even when facing misinformation. While
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traditional PBFT tolerates less than 1/3 Byzantine nodes, its performance and safety in a

wireless environment are further compounded by unreliable links, which can mimic or exac-

erbate node failures from a communication perspective.

Figure 3.3: PBFT-based wireless distributed consensus

In this section, the reliability of WDC based on PBFT consensus under non-perfect com-

munication links and nodes is provided. The reliability of such a system is critical for

mission-critical decision-making, where the process consists of many components, subsys-

tems, and external elements, e.g., computing nodes, physical connectors, and wireless chan-

nel quality for wireless connected systems. Specifically, in WDC, the following three cases

are considered, node failure only, communication link failure only, and both node and com-

munication link failure. A node failure is described as Byzantine-like behaviour in PBFT

in probability, and the communication link reliability is defined as the statistical probability

of success of the point-to-point wireless communication at the given time, which is also a

simplified value for a set of network and traffic environment with considerations on channel

modelling and interference. As a general assumption, each node’s reliability 𝑃𝑛 is consid-

ered under a node failure model with a given total of 𝑛 nodes, along with the communication
link probability of success 𝑃𝑙 for each wireless channel between nodes. It is assumed that

the leader node is always available at the first round of communication for reliability analysis

for simplicity, upon the assumption that this very node is the initiator of the consensus.

3.4.1 Consensus reliability based on PBFT

PBFT consensus system provides safety and liveness against malicious attacks up to 𝑓 =

⌊ 𝑛−1
3 ⌋ faulty nodes [29], where 𝑓 is the number of faulty nodes, among number of 𝑛 nodes.

According to the consensus requirements of the original PBFT protocol, the number of nodes

that successfully participated in all consensus phases should not be less than 𝑛− 𝑓 [29]. The
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consensus reliability model for PBFT consists of PBFT node failure (P-N) model, PBFT link

failure (P-L) model, and PBFT node and link failure (P-N-L) model, respectively, detailed in

the following subsections.

Theorem 1. Given 𝑃𝑛, 𝑃𝑙 and 𝑛, the probability of success of the DC 𝑃𝑃−𝑁−𝐿 can be obtained

by

𝑃𝑃−𝑁−𝐿 =
𝑛∑︁

𝑚=𝑚𝑝𝑝

𝑛∑︁
𝑚𝑝𝑝=𝑚𝑝

𝑛∑︁
𝑚𝑝=𝑚𝑐

𝑛∑︁
𝑚𝑐=𝑛− 𝑓

(𝑃𝑛𝑜𝑑𝑒 (𝑛,𝑚)·

𝑃𝑝𝑝 (𝑚,𝑚𝑝𝑝) ·𝑃𝑝 (𝑚𝑝𝑝,𝑚𝑝) ·𝑃𝑐 (𝑚𝑝,𝑚𝑐)),
(3.24)

where 𝑃𝑛𝑜𝑑𝑒 (𝑛,𝑚), 𝑃𝑝𝑝 (𝑚,𝑚𝑝𝑝), 𝑃𝑝 (𝑚𝑝𝑝,𝑚𝑝) and 𝑃𝑐 (𝑚𝑝,𝑚𝑐) are given below.

𝑃𝑛𝑜𝑑𝑒 (𝑎, 𝑏) =
(
𝑎−1
𝑏−1

)
𝑃𝑏−1
𝑛 (1−𝑃𝑛)𝑎−𝑏 (3.25)

𝑃𝑝𝑝 (𝑎, 𝑏) =
(
𝑎−1
𝑏−1

)
𝑃𝑏−1
𝑙 (1−𝑃𝑙)𝑎−𝑏 (3.26)

𝑃𝑐 (𝑎, 𝑏) =
(
𝑎

𝑏

)
𝑃𝑠 (𝑎)𝑏 (1−𝑃𝑠 (𝑎))𝑎−𝑏 (3.27)

𝑃𝑝 (𝑎, 𝑏) =𝑃𝑠 (𝑎)
(
𝑎−1
𝑏−1

)
𝑃𝑠 (𝑎−1)𝑏−1(1−𝑃𝑠 (𝑎−1))𝑎−𝑏

+ (1−𝑃𝑠 (𝑎))
(
𝑎−1
𝑏

)
×𝑃𝑠 (𝑎−1)𝑏 (1−𝑃𝑠 (𝑎−1))𝑎−1−𝑏

(3.28)

𝑃𝑠 in equation (3.27) and (3.28) are denoting

𝑃𝑠 (𝑎) =
𝑎−1∑︁
𝑘=2 𝑓

(
𝑎−1
𝑘

)
𝑃𝑘
𝑙 (1−𝑃𝑙)𝑎−1−𝑘 . (3.29)

PBFT Model with Node and Link Failure (P-N-L)

In this model, node failure (i.e., 1− 𝑃𝑛) and link failure (i.e., 1− 𝑃𝑙) are considered at the

same time. The following theorem is provided to show the relationship between them and the

consensus reliability 𝑃𝑃−𝑁−𝐿 , as seen in Theorem 1.

Theorem 1 provides a precise equation of the overall reliability of the PBFT system in the

real world, where the reliability of nodes or communication links is not guaranteed. Derived

by successive summation and multiplication in Theorem 1, the computational complexity of

the P-N-L model is 𝑂 (𝑛5). The high computational complexity is justified as the derivation

equations are precise, and the computational complexity cannot be reduced as the accurate

equations cannot be optimized. The proof of Theorem 1 is given in Appendix A.2.
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PBFT Model with Node Failure (P-N)

In the P-N model, only the node failure rate 𝑃𝑛 is considered. In contrast, the P-N-L model

assumes that communication channels within the consensus system are always reliable when

𝑃𝑙 = 1. By substituting 𝑃𝑙 = 1 into equation (3.24), the following remark establishes the

relationship among the node reliability 𝑃𝑛, the number of nodes 𝑛, and the WDC reliability.

Remark 1. Given 𝑃𝑛, 𝑛 and 𝑃𝑙 = 1, the probability of successful consensus of the system

𝑃𝑃−𝑁 can be obtained by

𝑃𝑃−𝑁 =

𝑛∑︁
𝑚=𝑛− 𝑓

𝑃𝑛𝑜𝑑𝑒 (𝑛,𝑚). (3.30)

The expression of 𝑃𝑛𝑜𝑑𝑒 (𝑛,𝑚) is denoted in equation (3.25) in Theorem 1.

Remark 1 provides a straightforward answer to node failure mode for PBFT consensus,

and it is useful to estimate the reliability of the system while the communication link is

stable, e.g., wired connected scenario or when sufficient spectrum resource is used in wireless

communications (e.g., repeat transmission).

PBFT Model with Link Failure (P-L)

For P-L model, it is also a special case that all the nodes are reliable in P-N-L model. By

taking 𝑃𝑛 = 1, the relation between link probability of success 𝑃𝑙 , the number of nodes in the

system 𝑛 and the consensus rate of P-L model 𝑃𝑃−𝐿 is illustrated.

Remark 2. Given 𝑃𝑙 , 𝑛 and 𝑃𝑛 = 1, the probability of successful consensus of the system can

be calculated in the following equation:

𝑃𝑃−𝐿 =
𝑛∑︁

𝑚𝑝𝑝=𝑚𝑝

𝑛∑︁
𝑚𝑝=𝑚𝑐

𝑛∑︁
𝑚𝑐=𝑛− 𝑓

[𝑃𝑝𝑝 (𝑚,𝑚𝑝𝑝)·

𝑃𝑝 (𝑚𝑝𝑝,𝑚𝑝) ·𝑃𝑐 (𝑚𝑝,𝑚𝑐)] .
(3.31)

The expressions of 𝑃𝑝𝑝 (𝑚,𝑚𝑝𝑝), 𝑃𝑝 (𝑚𝑝𝑝,𝑚𝑝) and 𝑃𝑐 (𝑚𝑝,𝑚𝑐) are denoted in equation

(3.26), equation (3.28) and equation (3.27) in Theorem 1.

The analytical and simulated results of the relationship of consensus failure rates 1−
𝑃𝑃−𝑁 , 1− 𝑃𝑃−𝐿 or 1− 𝑃𝑃−𝑁−𝐿 and total number of nodes 𝑛 are detailed in Section 3.5.4,

it provides a theoretical mitigation on weak nodes, weak communication links or combined

scenarios. Note that in the case of perfect communication links or nodes, Remark 1 and 2 are

the special cases of Theorem 1.
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3.4.2 Reliability of Full Consensus with Synchronization

A complete and successful round of consensus requires all non-faulty nodes to sync up to

actuate the outcome of consensus. However, the faulty nodes of the current round will be

left out and prohibited from entering the next consensus round. Hence, it is important to

sync up the previously failed nodes to maintain the liveness of the whole system, shown as

Sync in Fig. 3.3. To achieve full consensus, a synchronization phase is added to help all the

nodes who failed due to link failures to update the latest log from the successful nodes and

ready them for future requests. To extend the protocol, an alive-node broadcast phase, similar

to the original 𝑐𝑜𝑚𝑚𝑖𝑡 phase, is added as 𝑠𝑦𝑛𝑐 phase to PBFT. The following is a detailed

description of the 𝑠𝑦𝑛𝑐 phase in PBFT.

In the case of PBFT, for the nodes which do not experience any node or communication

link failures during the consensus process, they enter the synchronization phase by multicast-

ing synchronization messages 𝑠𝑦𝑛𝑐 to all other nodes. When a node receives 𝑠𝑦𝑛𝑐 messages,

it will check if it has both 𝑝𝑟𝑒𝑝𝑎𝑟𝑒 and 𝑐𝑜𝑚𝑚𝑖𝑡 certificates with the same view number,

sequence number and request digest as the synchronization message provided. If the request

in the synchronization message has not been committed, it accepts the message and waits for

a weak certificate via 𝑠𝑦𝑛𝑐 consensus, which requires fewer message counts than the normal

consensus process with at least 𝑓 + 1 𝑠𝑦𝑛𝑐 messages with the same view, sequence number

and request’s digest from different nodes. Otherwise, the node remains unchanged. This

weak certificate is named as the synchronized certificate. Nodes with this certificate execute

the request and update their logs without replying to the client. Similar to the reply certificate

in PBFT model, the synchronized certificate with 𝑓 + 1 messages from different nodes aims

to ensure the synchronization operation is valid since there is at least one reliable message

which indicates that the request has been accepted by a quorum. To calculate the reliabil-

ity of full consensus with synchronization, the following remarks show the probability of

successful consensus in the P-N-L model with 𝑠𝑦𝑛𝑐 phase.

Remark 3. Given 𝑃𝑛, 𝑃𝑙 and 𝑛, the probability of success of the DC with 𝑠𝑦𝑛𝑐 phase in

P-N-L model can be calculated by

𝑃𝑃−𝑁−𝐿 =
𝑛∑︁

𝑚=𝑚𝑝𝑝

𝑛∑︁
𝑚𝑝𝑝=𝑚𝑝

𝑛∑︁
𝑚𝑝=𝑚𝑐

𝑛∑︁
𝑚𝑐=𝑛− 𝑓

[𝑃𝑛𝑜𝑑𝑒 (𝑛,𝑚)·

𝑃𝑝𝑝 (𝑚,𝑚𝑝𝑝) ·𝑃𝑝 (𝑚𝑝𝑝,𝑚𝑝) ·𝑃𝑐 (𝑚𝑝,𝑚𝑐) ·𝑃𝑠𝑦𝑛 (𝑚,𝑚𝑐)],
(3.32)

where 𝑃𝑛𝑜𝑑𝑒 (𝑛,𝑚), 𝑃𝑝𝑝 (𝑚,𝑚𝑝𝑝), 𝑃𝑝 (𝑚𝑝𝑝,𝑚𝑝) and 𝑃𝑐 (𝑚𝑝,𝑚𝑐) are provided in Theorem 1
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while 𝑃𝑠𝑦𝑛 (𝑚,𝑚𝑝𝑝) is given below.

𝑃𝑠𝑦𝑛 (𝑎, 𝑏) = (
𝑏∑︁

𝑘= 𝑓 +1

(
𝑏

𝑘

)
𝑃𝑘
𝑙 (1−𝑃𝑙)𝑏−𝑘 )𝑎−𝑏 (3.33)

Added 𝑠𝑦𝑛𝑐 phase adds additional requirements to the consensus completion, which

means synchronization has a negative impact on probability of successful consensus. The

analysis of the impact is described in Section 3.5.4.

By defining the probability of success of consensus synchronizations, the overall proba-

bility of success can be concluded. Note that, in all scenarios, when one of the components

(node or link) reliability reaches 1 or failure rate reaches 0, it matches up with the conclusion

stated in Remark 3.

3.5 Numerical Results Analysis

This section validates the theoretical analysis presented in Sections 3.2.2 and 3.2.3 through

a series of Monte Carlo simulations. These simulations are designed to accurately model

the consensus process and provide a statistical estimation of the system’s performance across

various typical scenarios. For each scenario, we performed iterations to ensure statistical

significance, with key parameters such as the number of replica nodes (𝑁) and Byzantine

nodes ( 𝑓 ) being systematically varied.

The core of our simulation models a PBFT-based consensus protocol, with a specific

focus on the prepare phase. To reflect the standard PBFT requirements and the integrity of

the protocol, our simulation incorporates a critical condition: a replica node cannot transition

to the next state without receiving confirmations from at least 𝑄𝑟 other nodes, where we set

the threshold to 𝑄𝑟 ≥ 3. This condition is strictly enforced throughout all simulated scenarios.

By repeatedly executing the consensus process, we were able to statistically estimate the

probability of the system being in each consensus state and the probability of achieving each

consensus outcome. Furthermore, the simulations were used to examine the performance

of our proposed optimal reliability arbitration parameter, 𝑞𝑎,opt, under different weighting

strategies and in the presence of varying Byzantine behaviours. The results and detailed

analysis of these simulations will be presented in the following subsections.

3.5.1 Consensus State Probability Analysis

The probabilities of the three consensus states: safe, risky, and compromised are illustrated.

In Fig. 3.4 and Fig. 3.5, the reliability of Byzantine and reliable nodes is modelled using dif-
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Figure 3.4: Consensus outcome probabilities with varying byzantine node proportion. (𝑛 =

10, highly reliable nodes: 𝜇𝑃𝐵
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ferent values of the mean (𝜇𝑃𝐵
) and variance (𝜎𝑃𝐵

) of their failure probability distributions.

The highly reliable nodes are assigned lower mean values (𝜇𝑃𝐵
= 0.01,𝜎𝑃𝐵

= 0.005) with

relatively small variance to reflect their generally stable and reliable behaviour, while highly

Byzantine nodes are assigned larger mean values (𝜇𝑃𝐵
= 0.5,𝜎𝑃𝐵

= 0.05) with larger vari-

ance to capture the uncertainty and unpredictability of adversarial behaviour. These choices

are consistent with the modelling assumptions commonly adopted in probabilistic reliabil-

ity studies of distributed consensus and wireless systems [13, 74, 77], where reliable nodes

are considered predominantly reliable and Byzantine nodes exhibit much lower probability

of correct operation. Three scenarios are analysed: (1) 90% highly reliable nodes and 10%

highly Byzantine nodes, (2) 80% highly reliable nodes and 20% highly Byzantine nodes,

and (3) 70% highly reliable nodes and 30% highly Byzantine nodes. The simulation results

closely align with the analytical results, confirming the accuracy of the derived probability

expressions for consensus states (in Sec. 3.2.2).

As shown Fig. 3.5, an increasing proportion of Byzantine nodes reduces the probability

of reaching a safe state. However, the highest safe state probability is achieved at the optimal

reliability quorum, 𝑞𝑠,𝑜𝑝𝑡 = 2𝑛+1
3 = 13, verifying Proposition 1. At this point, the probabilities

of risky and compromised states remain minimal. Additionally, state transitions become

more pronounced as the reliability quorum (𝑞) deviates from 𝑞𝑠,𝑜𝑝𝑡 . A lower 𝑞 results in a

significantly higher probability of the risky state, while an excessively high 𝑞 increases the

likelihood of the compromised state. This analysis highlights that consensus state reliability

is highly dependent on node composition, but appropriate quorum selection can enhance

system stability and maintain a reliable safe state.

3.5.2 Consensus Outcome Probability Analysis

The probabilities of the four consensus outcomes, namely CA, CR, CFk, and CF, are illus-

trated in Fig. 3.4. These outcome probabilities are compared across three reliability scenarios

in a network consisting of 𝑛 = 10 nodes, where the proportion of highly reliable nodes to

highly Byzantine nodes is varied. Highly reliable nodes are characterized by a low Byzantine

failure rate (𝜇𝑃𝐵
= 0.01,𝜎𝑃𝐵

= 0.005), while highly Byzantine nodes exhibit a significantly

higher failure rate (𝜇𝑃𝐵
= 0.5,𝜎𝑃𝐵

= 0.05). Three specific configurations are examined in

detail. First, all nodes are highly reliable. This setup reflects a highly reliable, homogeneous

system, where the likelihood of Byzantine behaviour is minimal. In the second, 80% are

highly reliable and 20% highly Byzantine, and in the third, 60% are highly reliable and 40%
highly Byzantine. These two systems simulate a realistic, heterogeneous environment where

both trustworthy and malicious nodes coexist. As shown in Fig. 3.4, increasing the propor-
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tion of Byzantine nodes significantly reduces the probability of reaching CA, since a larger

number of highly Byzantine nodes introduces greater disruption into the negotiation process.

Meanwhile, the probability of CFk becomes more prominent when the reliability quorum

𝑄𝑟 is set too low, whereas CF is more pronounced when 𝑄𝑟 is set too high. This aligns with

the intuition that an excessively small 𝑄𝑟 triggers more inconsistencies (partial agreement

among some but not all reliable nodes). In contrast, an overly large 𝑄𝑟 makes it difficult for

any node to collect enough valid confirmations, thus exacerbating CF. CR occurs more fre-

quently only if the primary node happens to be Byzantine; in scenarios where most nodes are

reliable, the CR probability remains relatively low. Our simulation results closely match the

theoretical curves, confirming the accuracy of the derived outcome probabilities. Moreover,

these findings underscore that the precise choice of 𝑄𝑟 and the system’s node composition

can significantly affect each of the four consensus outcomes.

Figure 3.6: Reliability quorum selection based on weights, 𝑛 = 10

3.5.3 Reliability Quorum Results under Weighted Priorities

The impact of different priority settings on the selection of 𝑄𝑟 is evaluated in a system com-

prising 𝑛 = 10 nodes, each with a failure probability of 𝑝𝐵,𝑖 = 0.001. For each candidate value

of 𝑄𝑟 , the probabilities of four consensus outcomes (CA, CR, CF, and CFk) are computed.

Since achieving CA is often a primary objective in consensus systems, any value of𝑄𝑟 that re-

sults in a CA probability below 0.999 is excluded to ensure a high likelihood of valid consen-

sus. Among the remaining candidates, a weighted score is calculated using equation (3.21),
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Figure 3.7: Reliability performance of PBFT consensus with combined failure rate (a: left),
node failure rate (b: middle), link failure rate (c: right)

under six different weight configurations. They are Maximize CA (1.0, 0.0, −1.0, −1.0),
Balance CA and CR (0.6, 0.4, −1.0, −1.0), CF Averse (0.7, 0.0, −2.0, −0.5), CFk Averse

(0.7, 0.0, −0.5, −2.0), CR Primary (0.4, 0.6, −0.5, −1.0), Balance CA, CR, CF, CFk (0.5,
0.5, −1.0, −1.0). Figure 3.6 plots these weighted scores against 𝑄𝑟 , with each scenario shown

as a separate curve and red markers denoting the optimal 𝑄𝑟 that achieves the highest overall

score while maintaining CA above 0.999. As shown, even though different priorities shift the

peak location, most scenarios favour a moderately high 𝑄𝑟 . In safety-critical settings (e.g.,

Maximize CA or CF/CFk Averse), the optimal 𝑄𝑟 tends to be higher, ensuring a more strin-

gent level of consensus correctness. Overall, these results demonstrate selecting the quorum

that best balances correctness, consistency, and efficiency for each application context.

3.5.4 Simulations of WDC Reliability

To verify Theorem 1 and it special cases of Remarks 1 and 2. Successive sets of values for

𝑛, 𝑃𝑛, and 𝑃𝑙 are configured to evaluate the performance of each model and to illustrate the

relationship between the consensus failure rate and the number of nodes. The results for

PBFT are shown in Fig. 3.7.

In the P-N model, it is assumed that a failed node does not respond in any phase of

the consensus process. The outcome of each simulated consensus instance is determined by

verifying whether the number of failed nodes exceeds the upper limit ⌊ 𝑛−1
3 ⌋, which is the fault
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tolerance threshold of PBFT. The consensus failure rate, 1−𝑃𝑃−𝑁 can be seen in Fig. 3.7 (b),

where the reliability of PBFT nodes are assumed to be 0.99 and 0.9 respectively (a realistic

assumption for the consumer-grade product, e.g., iPhone 6 in 2017 has been reported with

less than 700 hours Mean Time Between Failures (MTBF) of non-self recoverable failures,

and less than 10 hours of MTBF for temporarily occurred glitches [132]). The proven remarks

of P-N can be used in a fast validation of WDC when the wireless links are not involved.

In P-L model, a link failure leads to the failure in the corresponding communication phase,

and only the live nodes enter the next round of consensus, as illustrated Remark 2. According

to the behaviour of the PBFT at each step of consensus processes, each link is applied with a

uniformly distributed random number to simulate the uncertainty of every transmission. The

number of valid messages is counted for every live node in each phase. If the number of the

live nodes after the commit phase is more than 𝑛− 𝑓 , the consensus process is successful. In

the simulation, 𝑃𝑙 = 0.99 is set for PBFT, as seen in Fig. 3.7 (c). Note that the 𝑃𝑙 values are

carefully crafted for a comparable WDC reliability range according to earlier results of P-N

model instead of the consistent values from P-N-L simulation. The P-L model can be used

in a fast validation of WDC when the nodes are considered reliable, which is particularly

useful for transient WDC evaluations that only involve a small amount of time. It can also

be deduced that transient evaluations are not sensitive to node reliability but wireless link

reliability.

To build the simulation of P-N-L model, the same method is leveraged as before and

combine P-N and P-L models. The relationship between the number of nodes 𝑛 in WDC

and the consensus failure rate in P-N-L model 1−𝑃𝑃−𝑁−𝐿 is shown in Fig. 3.7 (a). In these

two figures, 𝑃𝑙 = 0.99 and 𝑃𝑛 = 0.999 are set for P-N-L model. The results are of significant

importance to the practical system design for two reasons. Firstly, given the communication

network or node reliability, the size of the consensus network can be adjusted to achieve

the required consensus reliability in different application scenarios. Moreover, the confident

correlation between analytical and simulated results guides the future distributed network

deployment where less reliable COTS and wireless connection may be adopted for high-

reliability applications.

It can be seen from Fig. 3.7 that the simulation and analysis results match each other,

indicating that the analysis of node and link failure by each model is reliable. It’s worth noting

that the number of nodes in different cases are grouped by a consistent upper boundary (the

worst case). The zigzag shape of red lines are induced by the different remainder of security

threshold, for instance, 𝑛 = 3 𝑓 +1, 𝑛 = 3 𝑓 +2 and 𝑛 = 3 𝑓 +3 for PBFT. The number of faulty

nodes cannot be divided into consecutive integers, which leads to the discontinuity in the

trend of the failure rate of the consensus. According to the relation of the security threshold
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𝑓 and the total number of nodes 𝑛 in each group with the same remainder, it can be observed

that the proportion of 𝑓 in 𝑛 grows as 𝑛 increases, which means the faulty tolerance of the

consensus system increases as the total number of nodes increases. This matches the tendency

of the case in Fig. 3.7, i.e., the failure rate of a consensus process decreases gradually as the

number of nodes increases. Moreover, the group with 𝑛 = 3 𝑓 + 1 in Fig. 3.7 is indicated, as

the number of nodes shows a linear relationship with the consensus failure rate in log scale.

To analyse the impact of 𝑠𝑦𝑛𝑐 on the reliability of consensus systems, the analytical

results by applying equation (3.32) in Remarks 3 is shown, with a set of simulations. To

compare the result of scenarios with 𝑠𝑦𝑛𝑐 phase with P-N-L, the same 𝑃𝑛, 𝑃𝑙 are set, and 𝑛

as in the original P-N-L model and plot a set of analysis and simulation results in Fig. 3.7 (a)

using lines coloured in blue.

Comparing the lines of cases with and without 𝑠𝑦𝑛𝑐 phase, it is clear that the final prob-

ability of successful consensus of P-N-L does not significantly decrease. As the 𝑠𝑦𝑛𝑐 phase

shown in Fig. 3.3 and protocol details described in Section 3.4.2, all live nodes broadcast to

help sync up in PBFT case to yield a high chance of success for each link-failed node sync

up.

3.6 Case Study: Autonomous Systems

The case of autonomous systems is used as an example to analyse situations where the prob-

abilistic model is suitable for explicit consensus requirements. Autonomous systems, such as

robotic swarms, connected and autonomous vehicle (CAV) networks, and underwater explo-

ration systems, operate in complex environments with sensor noise, communication delays,

and entity failures. Consensus in these contexts facilitates cooperation and improves decision

accuracy by integrating diverse perspectives and data. Deterministic consensus, with its fixed

fault assumptions, can be ineffective in adapting to uncertainty and rapid system changes,

risking exceeding fault-tolerance limits. In contrast, the probabilistic model offers a more

flexible and efficient solution in following ways.

The the probabilistic model can adjust consensus criteria based on dynamic changes in the

consensus network. For example, on the network side, issues such as physical obstructions

or distance may weaken or block wireless communication [133] [134], and the probabilistic

model can adapt to changes in communication quality by dynamically adjusting consensus

thresholds when safety is not a critical concern. On the node side, nodes may unpredictably

join or leave the network, altering its topology [135], and the probabilistic model can ad-

just consensus conditions based on different network structures and evaluate node reliability

through probabilistic models to ensure consensus stability.
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The the probabilistic model consensus framework can also offer different types of con-

sensus strategies based on varying needs. Taking the CAV network as an example, for non-

safety-critical tasks (such as route optimization or traffic flow coordination), an efficiency-

oriented consensus strategy [136] can be adopted to improve overall system efficiency, even

if suboptimal or incorrect decisions may be reached in some cases. For safety-critical tasks

(such as emergency obstacle avoidance or collision prevention), a safety-oriented consensus

strategy must be employed, even if it requires longer decision-making times or additional

communication overhead[137].

Furthermore, the the probabilistic model model in this paper can assign different relia-

bility values to each node, thereby better addressing the heterogeneity of nodes in consensus

systems. Nodes may differ in their ability to perceive changing conditions accurately, respond

in a timely manner, and process complex information, leading to varying levels of reliability

[138]. For example, in CAV systems, vehicles may have different levels of autonomous driv-

ing capabilities, ranging from fully automation to those with limited automation [139]. This

diversity in capabilities highlights the importance of the ability in the probabilistic model to

adapt to node reliability changes and support diverse reliability levels in decision-making. On

the other hand, the introduction of AI increases the complexity of consensus in autonomous

systems [140]. While AI enhances decision-making and adaptability, it also introduces more

diverse consensus strategies [20]. Entities with varying intelligence levels may behave un-

predictably, adding to consensus complexity. The node heterogeneity fault-tolerance feature

offers a reliability-based consensus framework that ensures adaptability and resilience in dy-

namic environments.

Here several autonomous system scenarios are presented that have a clear consensus de-

mand and their features different from traditional distributed consensus.

3.6.1 Consensus in Vehicle to Vehicle Network

Although current autonomous driving primarily relies on individual vehicles making au-

tonomous judgments and decisions, with the advancement of vehicle-to-everything (V2X)

technology, it is becoming increasingly promising for vehicles to connect with each other

and make collective decisions on certain actions [13] [141]. For example, decisions related

to lane changes, speed adjustments, or route planning could be more efficient when coordi-

nated among multiple vehicles rather than being handled by a single vehicle. Such collective

decision-making demands cannot be met without a robust consensus mechanism. It is worth

noting that the consensus process faces challenges due to the high mobility of vehicles and

the dynamic changes in network composition as vehicles enter and exit the network. The
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behaviour of nodes may become unpredictable, and in this open and evolving network, there

could be an uncertain number of faults or even Byzantine behaviours. For instance, au-

tonomous driving systems might experience sensor malfunctions, leading to incorrect object

detection, or software glitches that result in erroneous decision-making, such as a vehicle

mistakenly accelerating when it should brake. Therefore, a reliable consensus mechanism

must account for these variables to ensure that all vehicles reach an agreement on critical

decisions, despite potential inconsistencies or failures within the network.

3.6.2 Consensus in Drone Swarms

A drone swarm is another typical example of a non-deterministic autonomous system with a

need for consensus [142]. In operations such as search and rescue missions, drones must work

together to cover large areas, avoid collisions, and optimize their search patterns. Although

most current drone swarms rely on centralized control, where a central controller coordinates

the actions of all drones, this approach can encounter limitations in dynamic environments or

unexpected situations. For example, if the central controller fails or communication is inter-

rupted, the drone swarm may no longer be able to operate cohesively. In such cases, adopting

a distributed consensus mechanism would allow the drones to autonomously reach an agree-

ment and continue their mission without the central controller. Therefore, even though drone

swarms currently depend on centralized control, it is still important to consider a consensus

mechanism to enhance the system’s flexibility and robustness. The dynamic environment of

a drone swarm, along with the possibility of unforeseen obstacles or environmental changes,

demands a flexible and robust consensus protocol. Similar to vehicular networks, drones

may experience malfunctions or malicious attacks, which requires the consensus mechanism

to handle non-deterministic faults.

3.6.3 Consensus between Intelligent Robots

With the continuous advancement of AI and machine learning (ML), machines are increas-

ingly equipped with intelligent capabilities [143], and the rise of intelligent robots is a prime

example. In the future, collaboration among these robots is expected to become a major trend

in both production and daily life. For instance, in intelligent manufacturing environments,

groups of robots will need to coordinate their actions to accomplish complex tasks, requiring

consensus on issues such as task allocation, path planning, and collision avoidance [20].

The autonomy granted by AI significantly amplifies the challenge of reaching consen-

sus. Unlike traditional automation, intelligent robots can independently assess and adapt to

their environments, leading to diverse data interpretations and strategic decisions. This au-
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tonomy introduces complexity into the consensus process compared to traditional models.

Furthermore, AI may endow nodes with strategic behaviour, making their actions more com-

plex and less predictable. From a decision-making perspective, robots might make different

choices based on varying circumstances or encounter unforeseen interactions. These factors

demand more sophisticated consensus mechanisms to address the complex challenges posed

by intelligent, autonomous agents working together.

The model presented in this paper is not a complete solution to all the potential issues

mentioned above. Instead, it is a foundational reliability consensus framework designed to

address probabilistic fault among consensus nodes and link within the system.

3.7 Conclusion

This chapter addresses key challenges in applying probabilistic model to distributed systems

under probabilistic Byzantine behaviour assumptions. Two main research gaps are tackled:

analysing non-deterministic consensus outcomes and redesigning the reliability quorum to

align with probabilistic fault tolerance assumptions. A spectrum of non-deterministic out-

comes is established and a theoretical model is built to evaluate probabilities of each out-

comes. To enhance system reliability, a quorum selection framework is introduced tailored

to probabilistic Byzantine behaviour and propose an optimal quorum computation based on

a weighted scheme. Furthermore, the probabilistic framework is extended to account for un-

reliable communication links inherent in WDC, illustrating how node failures and link unre-

liability jointly affect overall system reliability. Our findings, validated through simulations,

provide a foundation for more resilient and adaptable consensus mechanisms in dynamic,

real-world wireless distributed systems.



Chapter 4

Decentralized Voting in DAOs

In decentralized systems, consensus is not confined to algorithmic coordination among ma-

chines. It also takes the form of collective decisions made by human participants. DAOs re-

flect this broader understanding of consensus. Rather than relying on distributed fault-tolerant

protocols, DAOs primarily achieve consensus through voting among members. While smart

contracts [144] and distributed ledgers [145] are essential for automating operations and

maintaining transparency, voting mechanisms play a central role in determining decisions

and guiding organizational changes. However, compared to these technical components, vot-

ing mechanisms have received much less systematic analysis. In particular, their role and

performance in supporting decentralization, which is a fundamental feature of DAO gover-

nance, has not been thoroughly examined.

This chapter aims to address these gaps by systematically analysing voting as a form of

consensus in DAOs. First, a governance triangle is introduced to clarify the interplay between

voting, smart contracts, and distributed ledgers. Next, a stochastic model of DAO voting is

developed to quantify decentralization performance, and the Decentralization Coefficient is

proposed to provide a technical method for analysing and comparing governance mecha-

nisms in real-world DAOs. Finally, the SEED metrics (Security, Efficiency, Effectiveness,

Decentralization) are defined to support comprehensive evaluation of DAO voting schemes.

4.1 DAO Governance Triangle

In the extensive discussion of DAOs, voting receives little attention and is recognized as

a decision-making method that naturally emerges from decentralization. In contrast, smart

contracts and distributed ledger technology applied in DAOs have received much attention.

However, as the primary decision-making method of DAOs, voting deeply affects the sound-

ness of the entire DAO network. Therefore, the role and impact of the voting mechanism

68
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within the overall DAO system are first discussed, and a DAO governance triangle is pro-

posed.

The two prominent governance functional entities in DAO are the smart contract and the

distributed ledger. Featured as automatic execution, predictable outcomes, public records,

privacy protection, and visible terms, smart contracts can convert the rules and contracts

based on human maintenance in conventional organizations into programs writing contracts

as codes that are automatically executed. The distributed ledger is responsible for recording

key activities in DAOs to the blockchain, ensuring that the recorded information is immutable.

The smart contract and the distributed ledger release the human maintenance require-

ments and reputation-based trust in the governance. However, they are not sufficient for

all governance tasks, especially when it comes to decision-making. On the one hand, the

requirements and transactions of DAOs are complex and vary over time and environment.

Smart contracts are rules for predictable situations that are hard to cope with changing cir-

cumstances. On the other hand, due to the strict execution of smart contracts, leaving no

room for change can create enormous pressure when contracts are set. Therefore, human de-

cisions are inevitable and crucial in most DAOs to deal with unpredictable events and bring

flexibility to the written stipulations in smart contracts. To maintain the decentralization in

DAOs, all events requiring human decisions are decided by collective votes managed by vot-

ing mechanisms in current DAOs.
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Figure 4.1: The DAO governance triangle: the relationship between distributed ledger, smart
contracts and voting mechanisms in DAOs

Voting mechanisms importantly complement the smart contract to maintain non-hierarchy

governance in DAOs. The governance architecture of DAOs can be described as a triangle
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between distributed ledger, smart contracts, and voting mechanisms. Their relationship is

shown in Fig. 4.1. Smart contracts are responsible for overseeing and implementing all

the rules and contracts in DAOs, which of course, include rules and procedures in voting

mechanisms. However, conversely, voting is the only formal way to change the rules already

defined by smart contracts and add new rules to smart contracts. Smart contracts and voting

mechanisms not only jointly build management in DAOs, but also co-constraint each other,

and they are both critical to the healthy operation of DAOs. Critical activities performed by

voting mechanisms and smart contracts are recorded in a distributed ledger database. The

distributed ledger is not only aligned with the requirements of decentralization but also pro-

vides consistent and immutable records. The interactions and constraints between distributed

ledger, smart contracts, and voting mechanisms form a stable governance system for DAOs.

4.2 SEED: A Multi-Dimensional Metric for Evaluating DAO

Voting

Decentralization is a foundational principle in DAO voting, but it alone does not fully cap-

ture the qualities required for a robust and sustainable governance mechanism. To support

effective decision-making in diverse DAO environments, additional performance dimensions

must be considered. This study proposes a comprehensive evaluation framework comprising

four critical aspects: Security, Efficiency, Effectiveness, and Decentralization, collectively

referred to as the SEED framework. As illustrated in Fig. 4.2, this multi-dimensional metric

provides a structured approach for analysing and comparing different voting mechanisms,

offering both theoretical guidance and practical benchmarks for design.

4.2.1 Decentralization

Although DAO voting mechanisms may take inspiration from traditional voting systems, they

cannot adopt them without significant adaptation. The essential difference lies in the principle

of decentralization, which must be carefully preserved throughout the design and implemen-

tation of DAO governance. While DAO voting is often regarded as inherently decentralized

due to its open participation, individual autonomy, and tolerance for partial engagement, these

characteristics alone do not ensure truly decentralized outcomes.

In practice, various structural components of DAO voting carry the risk of introducing

centralization. Aspects such as the allocation of voting power, the criteria for membership,

and the rules governing decision thresholds can all produce imbalances that undermine the

intended collective nature of governance. These risks are frequently overlooked when tech-
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Figure 4.2: SEED: four dimensions to evaluate DAO voting

nical decentralization—such as transparent smart contracts and public ledgers, is assumed to

be equivalent to governance decentralization. For example, although voting rights are typi-

cally granted to all token holders, empirical evidence reveals severe inequality in influence.

In many DAOs employing a one-token-one-vote model, fewer than 1% of members control

over 90% of the total voting power [146]. This concentration of power directly contradicts

the non-hierarchical ideals that DAOs aim to uphold.

Some alternative mechanisms, such as quadratic voting [114], have been proposed to

alleviate such imbalances. However, their effectiveness in practice remains uncertain due

to a lack of consistent evaluation criteria. Recent studies have identified the persistence of

centralized control in DAO governance as one of the key shortcomings of existing voting

designs [110, 147]. Many existing improvements target isolated governance elements without

addressing the broader systemic interactions that shape voting outcomes.

To address these challenges, it is necessary to move beyond qualitative discussion and

adopt a more formal approach to evaluating decentralization. The following Sec. 4.3 intro-

duces a quantitative framework that models DAO voting as a stochastic process and defines

measurable indicators for assessing decentralization performance. This framework aims to

provide a more objective foundation for comparing voting mechanisms and informing future

design choices.

4.2.2 Security

For organizations like DAOs that own digital assets and conduct a large number of trans-

actions, security is an indispensable basic condition [148]. The notion of security in DAO



CHAPTER 4. DECENTRALIZED VOTING IN DAOS 72

voting considered in this study does not involve the security of transactions and verification

of digital assets, as these concerns are typically addressed by underlying cryptocurrency and

non-fungible token (NFT) infrastructures. Instead, the focus is on potential security risks

arising from vulnerabilities in the voting mechanism and the possible ways in which an at-

tacker may manipulate voting outcomes. In conjunction with the current design of DAOs,

three representative security issues are identified.

The first threat is the slip-through passed proposals, meaning that a proposal may pass

without the knowledge of most members. Since DAOs are causal participant communities, it

can be difficult for members to keep an eye on every proposal, especially in large-scale DAO

organizations with a large number of proposals. An attacker could exploit this vulnerability

to pass harmful proposals. If the harmful proposal is related to public digital assets, the

consequences are severe for DAOs. The security threat of the slip-through passed proposals is

often caused by voting mechanisms not designed to require sufficient voting participation and

attention. The most typical example is Permissioned Relative Majority (details refer to Sec.

2.3.2), which only relies on the relative majority to decide whether a proposal is approved

or not without any requirement on the participant amount in each voting process. Adding

a requirement for adequate attention in approval conditions is a straightforward method to

avoid the slip-through passed proposals. Several specific methods can refer to Sec. 2.3.2.

The second security issue is voting power lending. Although the voting power in DAOs

cannot be transferred, a secondary voting power lending market may be created. An attacker

can gain a large number of voting powers in a short period by renting them. To avoid such a

situation, some token-based DAOs link voting power conversion with time, which means the

longer a member holds a token, the higher the corresponding voting power of the token.

The reversal result is the third security issue, which indicates a dramatic reversal of voting

results at the end of the voting period. While a reversal of voting results before the end of the

voting period may be reasonable, it cannot be ruled out that malicious members deliberately

retain substantial voting power to change the voting results near the end of the voting period

without allowing other members to act on the reversed results. Therefore, requiring the voting

result to remain unchanged for a period before the voting closes to be a valid result is a safety

measure that can be considered.

Although these three security issues may not cover all the vulnerabilities of DAO voting,

it is obvious that the current design of the DAO voting mechanism has obvious security loop-

holes. Since the consequences of security issues are serious, security should be the primary

consideration when designing a DAO voting mechanism. A secure voting mechanism is the

basis of the stability in DAOs.
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4.2.3 Efficiency

The efficiency of the voting mechanism can be measured from two aspects: the approval rate

of proposals and the duration of voting. The quality of proposals in current DAOs is mixed,

so a high proposal approval rate is unreasonable and cannot be used as a symbol of high

efficiency. However, a low proposal approval rate does affect the decision-making efficiency

of an organization works. Although the overall quality of the proposal and the voting habits

of members can affect the proposal approval rate, a low voting participation rate with a high

attention threshold and the limited attention of each member on the large number of proposals

in large-scale DAOs increase the difficulty for proposals to pass.

The duration of voting is usually specified, but a reasonable voting duration is affected

by the level of activity of DAOs. As organizations with no obvious entity, DAOs cannot

easily maintain close ties between members and the organization. An inadequate voting du-

ration may largely decrease the approval rate of proposals. However, the duration of voting

directly affects efficiency, and short-duration voting is necessary for time-sensitive and op-

portunistic decision-making. Since voting is the most important way to adjust and promote

DAOs, insufficient and untimely changes caused by low proposal approval rates and long

voting duration can profoundly limit the development of the organizations. The efficiency

quantification analysis is provided in Sec. 4.4.

4.2.4 Effectiveness

Decentralization, security and efficiency in voting do not guarantee the decision voted by the

member is a good decision for the development of the organization. Therefore, effectiveness

which emphasizes the quality of the voting is also indispensable for DAOs. Limited by per-

ceptions of information, knowledge, and expertise, it is difficult to make effective judgments

when members are faced with issues in unfamiliar territory. Therefore, it is not convinced that

collective decision-making made under a decentralized, secure and efficient voting mecha-

nism is wise, especially when voting right is easily available in most DAOs. Therefore, only

informed and professional decision-making is more likely to make effective decisions that

can sustainably contribute to the development of DAOs. A feasible way to improve the ef-

fectiveness of voting is to assign more voting weight to professional members in proposals

related to their expertise, which is a typical approach used in Knowledge-Extractable Voting

[149] to solve this problem.
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Figure 4.3: Voting system based on DAO Infrastructure

4.3 Quantify Decentralization Performance

Building on the SEED framework, which identifies key performance dimensions of DAO

voting mechanisms, this section introduces a formal model to enable quantitative analysis of

decentralization performance based on the DAO voting process. The voting process varies

across different DAOs, and new voting mechanisms are continuously created in personalized

DAO projects. However, proposing a proposal, collecting votes, verifying with approval con-

ditions, and executing results should be the backbone of all DAO voting processes (detailed

in Sec. 2.3.2).

Specifically, each voting process starts with a proposal. After the proposal is successfully

submitted, it remains open for voting until it reaches the target voting power threshold or

the time limit. The final voting result is automatically generated according to the proposal

passing criteria, referred to as approval conditions, which are written into the smart contract.

The voting mechanisms discussed in this paper are all based on this fundamental voting pro-

cess. A generalized model representing the DAO voting process is developed to capture core

elements such as voter behaviour, token-weighted influence, and probabilistic participation,

following the voting process of DAOs introduced in Fig. 4.3.

The model assumes a set of 𝑛 eligible voters, denoted by the set U = {𝑁1, 𝑁2, 𝑁3, . . . , 𝑁𝑛}.
For simplicity, a one-token-one-vote (1T1V) scheme is adopted, in which each voter’s voting

power is proportional to the number of tokens held. The voting power of voter 𝑖 is represented

by 𝑣𝑖, and the set of voting powers is denoted as V = {𝑣1, 𝑣2, 𝑣3, . . . , 𝑣𝑛}. The key parameters

used in the quantitative analysis are summarized in Table 4.1.
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Table 4.1: Frequently used notations

Notation Definition

𝑛 Total number of voters in the DAO voting process
U Set of all voters, i.e., {𝑁1, 𝑁2, ..., 𝑁𝑛}
𝑣𝑖 Voting power held by voter 𝑁𝑖

V Voting power distribution vector, i.e., {𝑣1, 𝑣2, ..., 𝑣𝑛}
𝑋𝑖 Voting preference of voter 𝑖, with 𝑋𝑖 = 1 (support), −1 (oppose)
𝑌𝑖 Voting participation choice of voter 𝑖, with 𝑌𝑖 = 1 (participate), −1 (ab-

stain)
𝑞𝑖 Probability that voter 𝑖 supports a proposal
𝑝𝑖 Probability that voter 𝑖 participates in the vote
Q Voting preference probability vector, i.e., {𝑞1, 𝑞2, ..., 𝑞𝑛}
P Participation probability vector, i.e., {𝑝1, 𝑝2, ..., 𝑝𝑛}
𝜔 𝑗 A specific voting profile in the sample space Ω

Ω Sample space of all possible voting profiles
Ω𝑣 Valid sample space satisfying all approval conditions
𝑅 Voting result: 𝑅 = 1 (proposal approved), 𝑅 = −1 (rejected)
𝑃𝐶
𝑖

Consistency Rate: probability that voter 𝑖’s preference aligns with the
result

𝐶𝑖 Controlling Ability of voter 𝑖, normalized from 𝑃𝐶
𝑖

𝐷 Decentralization Coefficient measuring overall decentralization
𝐴𝑘 (𝜔 𝑗 ) Evaluation of the 𝑘-th approval condition on voting profile 𝜔 𝑗

𝐹 (𝜔 𝑗 ) Overall approval function determining whether 𝜔 𝑗 is valid
ℎ𝑣 Voting power threshold (used in VT)
ℎ𝑞 Quorum threshold (used in QT)
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4.3.1 The Stochastic Process of DAO Voting

Given the option for voters to abstain from voting, the voting behaviour of each participant is

partitioned into two distinct aspects. The first is their voting preference choice, while the sec-

ond is their voting participation choice. It is assumed that each individual has a unique voting

preference, irrespective of their participating choices in the voting procedure. This voting

preference is encapsulated by their binary selection between supporting (Yes) and opposing

(No), quantified as numerical values 1 and −1 correspondingly. Hence, the set of available

preference choices is denoted as C1 = {1,−1}. As for the engagement, similarly, the set of

participating choices is established as C2 = {1,−1}, where 1 indicates active participation and

−1 indicates abstention.

For each voter 𝑖, let the random variable 𝑋𝑖, 𝑋𝑖 = {𝑥𝑖 |𝑥𝑖 ∈ C1} represents the voter’s voting

preference. For each voter 𝑖, let the random variable 𝑌𝑖, 𝑌𝑖 = {𝑦𝑖 |𝑦𝑖 ∈ C2} represents the

voter’s participating choice. The voting behaviour of all voters make up the overall voting

profile denoted as an n-tuple B= ({𝑋1,𝑌1}, {𝑋2,𝑌2}, ..., {𝑋𝑛,𝑌𝑛}). Clearly, there are four types

of voting behaviours: support and participate (𝑋𝑖 = 1,𝑌𝑖 = 1), oppose and participate (𝑋𝑖 =

−1,𝑌𝑖 = 1), support and abstain (𝑋𝑖 = 1,𝑌𝑖 = −1), and oppose and abstain (𝑋𝑖 = −1,𝑌𝑖 = −1). It

is assumed that each user behaves independently. It is also defined the set of voting supporting

preference probability and the set of participating probability are Q = {𝑞1, 𝑞2, ..., 𝑞𝑛} and

P = {𝑝1, 𝑝2, ..., 𝑝𝑛} respectively, where the probability for each voter 𝑖 to have a supporting

voting preference is 𝑞𝑖, and the probability for each voter 𝑖 to participate in the voting is 𝑝𝑖.

A sample space is denoted as Ω = {𝜔1,𝜔2, ...,𝜔4𝑛}, with 4𝑛 basic events describing all

the cases of the voting profile in one voting process. Each basic event 𝜔 𝑗 of the sample

space Ω describes a unique voting profile numbered 𝑗 . According to the four types of be-

haviour in voting, voters are divided into four sets M𝑌
𝜔 𝑗

= {𝑖 |𝑋𝑖 (𝜔 𝑗 ) = 1,𝑌𝑖 (𝜔 𝑗 ) = 1, 𝑖 ∈ U},
M𝑁

𝜔 𝑗
= {𝑖 |𝑋𝑖 (𝜔 𝑗 ) = −1,𝑌𝑖 (𝜔 𝑗 ) = 1, 𝑖 ∈ U}, M𝐴𝑌

𝜔 𝑗
= {𝑖 |𝑋𝑖 (𝜔 𝑗 ) = 1,𝑌𝑖 (𝜔 𝑗 ) = −1, 𝑖 ∈ U}, M𝐴𝑁

𝜔 𝑗
=

{𝑖 |𝑋𝑖 (𝜔 𝑗 ) = −1,𝑌𝑖 (𝜔 𝑗 ) = −1, 𝑖 ∈ U} containing voters in event 𝜔 𝑗 who are in favour and

participated, against and participated, in favour and abstained, and against and abstained re-

spectively. Therefore, the probability of event 𝜔 𝑗 can be written as

𝑃𝑟 (𝜔 𝑗 ) = 𝑃𝑟 (M𝑌
𝜔 𝑗
,M𝑁

𝜔 𝑗
,M𝐴𝑌

𝜔 𝑗
,M𝐴𝑁

𝜔 𝑗
)

=
∏

𝑎∈𝑀𝑌
𝜔𝑗

𝑞𝑎𝑝𝑎

∏
𝑏∈𝑀𝑁

𝜔𝑗

(1− 𝑞𝑏)𝑝𝑏
∏

𝑐∈𝑀𝐴𝑌
𝜔𝑗

𝑞𝑐 (1− 𝑝𝑐)
∏

𝑑∈𝑀𝐴𝑁
𝜔𝑗

(1− 𝑞𝑑) (1− 𝑝𝑑). (4.1)

It is assumed that there will always be a validated voting result, which is whether the

proposal is passed or not. This voting result is denoted as a random variable following the

Bernoulli distribution as 𝑅 = {1,−1}, where 1 indicates the proposal is approved and −1
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indicates the proposal is rejected. The proposal passing rate is the sum of the probability of

all voting profile cases that enable the proposal to pass. Obviously, not all the voting profiles

in Ω satisfied the approval conditions in the voting process. Therefore, those voting profiles

can satisfy all the conditions in the voting process are concluded in a valid sample space Ω𝑣

(Ω𝑣 ⊆ Ω). Therefore, the probability for a proposal to pass in one voting process is

𝑃𝑟 (Ω𝑣) =
∑︁

𝜔 𝑗∈Ω𝑣

𝑃𝑟 (𝜔 𝑗 ). (4.2)

With the expression of the proposal passing rate, the probability mass function (p.m.f ) of

voting result 𝑅 is

𝑓𝑅 (𝑟) =

𝑃𝑟 (Ω𝑣) (𝑟 = 1)

1−𝑃𝑟 (Ω𝑣) (𝑟 = −1).
(4.3)

Since the valid sample space Ω𝑣 cannot be defined unless the voting process, approval

conditions and the token distribution are clear. To provide a specific analysis of the sample

spaces, the typical voting procedures is discussed as follows.

4.3.2 The Analysis of the Valid Sample Space

To determine the sample space Ω𝑣, each valid event 𝜔 𝑗 in Ω𝑣 has to be evaluated by specific

approval conditions in the voting process. The key to evaluating whether an event 𝜔 𝑗 meets

the approval conditions is the comparison of the number of voters or the amount of voting

power in the different voter groups divided by their voting behaviours, such as participating

voters, abstaining voters, participating voters who support, and participating voters who op-

pose. Such groups are named as critical voter clusters. Therefore, to assess whether an event

𝜔 𝑗 meets approval conditions, the critical voter clusters are key analysis objects.

In most cases, the critical voter clusters and their corresponding number and voting power

are the keys to determining whether the approval conditions in a voting process are met.

The four critical voter clusters are the participated voter sets, the abstained voter sets, the

participating and supporting voter sets and the participating and opposing voter sets. To

determine the valid sample space is to evaluate the critical voter clusters according to approval

conditions. To be consistent with the voting result 𝑅 = {1,−1}, a sign function is defined to

indicate all the results in binary numbers as

𝑆(𝑟) =


1 𝑟 > 0

0 𝑟 ≤ 0.
(4.4)
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The number and voting power of the critical voter clusters of a voting profile case 𝜔 𝑗 can be

summarized as TABLE 4.4.
Table 4.2: Number and voting power of critical voter clusters

Critical groups Number of voters Sum of voting power

Participated voters
∑
𝑖∈U

𝑆(𝑌𝑖 (𝜔 𝑗 ))
∑
𝑖∈U

𝑆(𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖

Abstained voters
∑
𝑖∈U

𝑆(−𝑌𝑖 (𝜔 𝑗 ))
∑
𝑖∈U

𝑆(−𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖

Favour in participated voters
∑
𝑖∈U

𝑆(𝑋𝑖 (𝜔 𝑗 ))𝑆(𝑌𝑖 (𝜔 𝑗 ))
∑
𝑖∈U

𝑆(𝑋𝑖 (𝜔 𝑗 ))𝑆(𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖

Against participated voters
∑
𝑖∈U

𝑆(−𝑋𝑖 (𝜔 𝑗 ))𝑆(𝑌𝑖 (𝜔 𝑗 ))
∑
𝑖∈U

𝑆(−𝑋𝑖 (𝜔 𝑗 ))𝑆(𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖

In the valid sample space Ω𝑣, all the voting profiles of 𝜔 𝑗 ∈Ω𝑣 must satisfy each approval

condition. According to the voting process in Fig. 4.3, approval conditions are added in

sequence during the voting process. Each approval condition is denoted in the voting process

as 𝐴𝑘 , where 𝑘 refers to its sequence in the voting process. In Fig. 4.3, each link of the

approval condition is a 𝐴𝑘 . Each 𝐴𝑘 is also a function of 𝜔 𝑗 , representing whether the 𝜔 𝑗

satisfy the approval condition 𝐴𝑘 . In one voting process, all the approval conditions are

denoted in the approval condition set A = {𝐴1, 𝐴2, ...𝐴𝑘 }. To be consistent with the definition

of voting result 𝑅, the fulfilled approval condition is defined as 𝐴𝑘 = 1, while failing to achieve

approval condition 𝐴𝑘 = 0.

Most approval conditions can be expressed with the number and the voting power from

critical voter clusters. Four examples of typical approval conditions are provided, including

RM, AM, VT and QT and list their expressions in TABLE 4.5.

Table 4.3: Encoded expressions of approval conditions

Approval
Condition Expression

RM 𝐴𝑟𝑚 (𝜔 𝑗 ) = 𝑆(∑
𝑖∈U

𝑆(𝑋𝑖 (𝜔 𝑗 ))𝑆(𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖 −
∑
𝑖∈U

𝑆(−𝑋𝑖 (𝜔 𝑗 ))𝑆(𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖)

AM 𝐴𝑎𝑚 (𝜔 𝑗 ) = 𝑆(∑
𝑖∈U

𝑆(𝑋𝑖 (𝜔 𝑗 ))𝑆(𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖 −50%
∑
𝑖∈U

𝑣𝑖)

VT 𝐴𝑣𝑡 (𝜔 𝑗 ) = 𝑆(∑
𝑖∈U

𝑆(𝑌𝑖 (𝜔 𝑗 ))𝑣𝑖 − ℎ𝑣)

QT 𝐴𝑞𝑡 (𝜔 𝑗 ) = 𝑆(∑
𝑖∈U

𝑆(𝑌𝑖 (𝜔 𝑗 )) − ℎ𝑞)

ℎ𝑣 is voting power threshold and ℎ𝑞 is quorum threshold.
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Combining all the approval conditions in the voting process, an approval function 𝐹 (𝜔 𝑗 )
is defined to judge whether the voting profile in 𝜔 𝑗 can enable the proposal to pass, which

means 𝜔 𝑗 ∈ Ω𝑣. The approval function is expressed by connecting all the encoded approval

conditions in the voting process as

𝐹 (𝜔 𝑗 ) = 𝐴1(𝜔 𝑗 ) · 𝐴2(𝜔 𝑗 ) · ... · 𝐴𝑘 (𝜔 𝑗 ). (4.5)

Therefore, the valid sample space can be defined as Ω𝑣 = {𝜔 𝑗 |𝐹 (𝜔 𝑗 ) = 1}.
With the approval function, equation (4.2) can be expressed as

𝑃𝐴 ≜ 𝑃𝑟 (Ω𝑣) =
∑︁

𝜔 𝑗∈Ω𝑣

∏
𝑎∈𝑀𝑌

𝜔𝑗

𝑞𝑎𝑝𝑎

∏
𝑏∈𝑀𝑁

𝜔𝑗

(1− 𝑞𝑏)𝑝𝑏 ×
∏

𝑐∈𝑀𝐴𝑌
𝜔𝑗

𝑞𝑐 (1− 𝑝𝑐)
∏

𝑑∈𝑀𝐴𝑁
𝜔𝑗

(1− 𝑞𝑑) (1− 𝑝𝑑).

(4.6)

where Ω𝑣 = {𝜔 𝑗 |𝐹 (𝜔 𝑗 ) = 1}. Here, 𝑃𝐴 denotes the approval rate, i.e., the probability that

a proposal is approved in a single voting process, and also helps to define the Bernoulli

distribution in the voting result 𝑅∼B(1, 𝑃𝑟 (Ω𝑣)).
This voting model provides a versatile framework for quantitative analysis of DAO voting.

The impact of different voting processes and conditions on the entire voting system can be

integrated into the model for analysis. In addition, it can reflect the performance of the entire

voting system rather than a single mechanism since the model includes a description of the

entire voting process.

4.3.3 Consistency Rate and Controlling Ability

To evaluate the decentralization performance of the overall system, the initial step is quanti-

fying the impact of each voter’s preference on the collective voting outcome. This influence

can be equated with the degree of control each voter holds over the voting results. Therefore,

the probability that each voter’s voting preference (𝑋𝑖) aligns with the final voting result (𝑅)

is first analysed. This probability is referred to as the Consistency Rate. The Consistency

Rate for voter 𝑖 is denoted by 𝑃𝐶
𝑖

, defined as the sum of two probabilities: the probability

that voter 𝑖 prefers to support the proposal when the final result is passed, and the probability

that voter 𝑖 prefers to oppose the proposal when the final result is rejected. Accordingly, the

expression for 𝑃𝐶
𝑖

is given as

𝑃𝐶
𝑖 = 𝑃𝑟 (𝑅 = 1, 𝑋𝑖 = 1) +𝑃𝑟 (𝑅 = −1, 𝑋𝑖 = −1). (4.7)

As for the 𝑃𝑟 (𝑅 = 1, 𝑋𝑖 = 1), a sample space Ω
𝑝𝑎𝑠𝑠

𝑖𝑐
is assumed containing all cases
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of the voting profile that the proposal passes while the voting preference of voter 𝑖𝑐 is in

favour. Each basic event in the sample space Ω
𝑝𝑎𝑠𝑠

𝑖𝑐
is 𝜔

𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
, 𝑗 is used to distinguish dif-

ferent events. Due to the additional condition that the voter 𝑖𝑐 is in favour of the proposal,

Ω
𝑝𝑎𝑠𝑠

𝑖𝑐
= {𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
|𝐹 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) · 𝑋𝑖𝑐 (𝜔

𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = 1}. All the voters in each event 𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
are divided

into the voter set that is in favour and participated M𝑌

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

, the voter set that is against and

participated M𝑁

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

, the voter set that is favour and abstained M𝐴𝑌

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

, and the voter set that is

against and abstained M𝐴𝑁

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

. Then, the probability of each basic event 𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
is

𝑃𝑟 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = 𝑃𝑟 (M𝑌

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

,M𝑁

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

,M𝐴𝑌

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

,M𝐴𝑁

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

)

=
∏

𝑎∈𝑀𝑌

𝜔
𝑝𝑎𝑠𝑠
𝑖𝑐 , 𝑗

𝑞𝑎 · 𝑝𝑎
∏

𝑏∈𝑀𝑁

𝜔
𝑝𝑎𝑠𝑠
𝑖𝑐 , 𝑗

𝑞𝑏 · 𝑝𝑏
∏

𝑐∈𝑀𝐴𝑌

𝜔
𝑝𝑎𝑠𝑠
𝑖𝑐 , 𝑗

𝑞𝑐 · (1− 𝑝𝑐)
∏

𝑑∈𝑀𝐴𝑁

𝜔
𝑝𝑎𝑠𝑠
𝑖𝑐 , 𝑗

𝑞𝑑 · (1− 𝑝𝑑), (4.8)

where M𝑌

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

= {𝑖 |𝑋𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = 1,𝑌𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = 1}, M𝑁

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

= {𝑖 |𝑋𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = −1,𝑌𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = 1},

M𝐴𝑌

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

= {𝑖 |𝑋𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = 1,𝑌𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = −1} , M𝐴𝑁

𝜔
𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗

= {𝑖 |𝑋𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = −1,𝑌𝑖 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = −1}.

The probability of 𝑃𝑟 (𝑅 = 1, 𝑋𝑖 = 1), which is also the probability of all the basic event

in the sample space Ω
𝑝𝑎𝑠𝑠

𝑖𝑐
is

𝑃𝑟 (𝑅 = 1, 𝑋𝑖 = 1) = 𝑃𝑟 (Ω𝑝𝑎𝑠𝑠

𝑖𝑐
) =

∑︁
𝜔

𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
∈Ω𝑝𝑎𝑠𝑠

𝑖𝑐

𝑃𝑟 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
), (4.9)

where Ω
𝑝𝑎𝑠𝑠

𝑖𝑐
= {𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
|𝐹 (𝜔𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) · 𝑋𝑖𝑐 (𝜔

𝑝𝑎𝑠𝑠

𝑖𝑐 , 𝑗
) = 1}.

For the calculation of 𝑃𝑟 (𝑅 = 0, 𝑋𝑖 = 0), a sample space Ω
𝑟𝑒 𝑗

𝑖𝑐
is assumed containing

all cases of the voting profile that the proposal is rejected while the voter 𝑖𝑐 is against the

proposal. Each basic event for the sample space Ω
𝑟𝑒 𝑗

𝑖𝑐
is 𝜔

𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
, 𝑗 is used to distinguish

different events. Due to the additional condition that the voter 𝑖𝑐 is against the proposal,

Ω
𝑟𝑒 𝑗

𝑖𝑐
= {𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
|𝐹 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = 0, 𝑋𝑖𝑐 (𝜔

𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = −1}. All the voters in each event 𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
are divided

into the voter set that is in favour and participated M𝑌

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

, the voter set that is against and

participated M𝑁

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

, the voter set that is in favour and abstained M𝐴𝑌

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

, and the voter set that

is against and abstained M𝐴𝑁

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

. Then, the probability of each basic event 𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
is

𝑃𝑟 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = 𝑃𝑟 (M𝑌

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

,M𝑁

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

,M𝐴𝑌

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

,M𝐴𝑁

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

)

=
∏

𝑎∈𝑀𝑌

𝜔
𝑟𝑒 𝑗
𝑖𝑐 , 𝑗

𝑞𝑎 · 𝑝𝑎
∏

𝑏∈𝑀𝑁

𝜔
𝑟𝑒 𝑗
𝑖𝑐 , 𝑗

𝑞𝑏 · 𝑝𝑏
∏

𝑐∈𝑀𝐴𝑌

𝜔
𝑟𝑒 𝑗
𝑖𝑐 , 𝑗

𝑞𝑐 · (1− 𝑝𝑐)
∏

𝑑∈𝑀𝐴𝑁

𝜔
𝑟𝑒 𝑗
𝑖𝑐 , 𝑗

𝑞𝑑 · (1− 𝑝𝑑), (4.10)
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where M𝑌

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

= {𝑖 |𝑋𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = 1,𝑌𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = 1}, M𝑁

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

= {𝑖 |𝑋𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) =−1,𝑌𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = 1}, M𝐴𝑌

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

=

{𝑖 |𝑋𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = 1,𝑌𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = −1}, and M𝐴𝑁

𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗

= {𝑖 |𝑋𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = −1,𝑌𝑖 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = −1}.

The probability of 𝑃𝑟 (𝑅 =−1, 𝑋𝑖 =−1), which is also the probability of all the basic event

in the sample space Ω
𝑟𝑒 𝑗

𝑖𝑐
is

𝑃𝑟 (𝑅 = −1, 𝑋𝑖 = −1) = 𝑃𝑟 (Ω𝑟𝑒 𝑗

𝑖𝑐
) =

∑︁
𝜔
𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
∈Ω𝑟𝑒 𝑗

𝑖𝑐

𝑃𝑟 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
), (4.11)

where Ω
𝑟𝑒 𝑗

𝑖𝑐
= {𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
|𝐹 (𝜔𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = 0, 𝑋𝑖𝑐 (𝜔

𝑟𝑒 𝑗

𝑖𝑐 , 𝑗
) = −1}. With (4.9) and (4.11), the Consistency

Rate 𝑃𝐶
𝑖

of voter 𝑖𝑐 can finally obtained by (4.7).

The derivation of the Consistency Rate takes into account the voting process, providing a

comprehensive basis for evaluating the overall controlling ability of each voter on the voting

results. The Consistency Rate reflects the alignment of each voter’s voting preference with

the final result, regardless of whether they participated in the voting. Since the analysis does

not target a specific proposal (voting object) when evaluating the decentralized performance

of the voting mechanism, it is assumed that each voter’s preference is neutral. Specifically,

for each voter 𝑖, the probability of supporting the proposal is set to 𝑞𝑖 = 0.5. With this as-

sumption, even if a voter has no ability to influence the voting at all, their Consistency Rate

remains at 0.5. On the other hand, a dominant voter holding all the voting power approaches

a Consistency Rate of 1 (when a dominant voter is assumed to have a very small probability

of abstaining). Therefore, 𝑃𝐶
𝑖
∈ [0.5,1).

To more intuitively define Controlling Ability of each voter over DAO voting, the min-

max normalized Consistency Rate is introduced. By applying min-max normalization to the

Consistency Rate, the values to a range between 0 and 1 is rescaled. The min-max normalized

Consistency Rate serves as a clear and standardized measure of the Controlling Ability of each

voter in the DAO voting system. The Controlling Ability 𝐶𝑖 is defined as

𝐶𝑖 =
𝑃𝐶
𝑖
−0.5

1−0.5
= 2(𝑃𝐶

𝑖 −0.5), (4.12)

where 𝐶𝑖 ∈ [0,1). A Controlling Ability score of 1 indicates that the voter has the highest

ability to affect the voting outcome, while a score of 0 suggests that the voter has no influence

on the voting.

4.3.4 Decentralization Coefficient

The Controlling Ability can evaluate the ability of individual voters to control and influence

the vote in a voting process. However, to further evaluate the degree of decentralization
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in voting, it is necessary to conduct an overall assessment of the Controlling Ability of all

voters within the voting process. The Gini coefficient, first proposed by Corrado Gini in

1912, is extensively employed in economic and social science research to assess the level of

equality [150]. In the context of DAOs, where voting serves as the primary decision-making

mechanism, the equality level of the Controlling Ability can be interpreted as the level of

decentralization. In other words, the more equitable the distribution of controlling ability

among voters, the higher the decentralization of the voting process in the DAO. Therefore,

the decentralization performance of DAO voting can be assessed by quantifying the equality

level of each voter’s Controlling Ability, using the Gini coefficient.

The Gini coefficient is usually defined with the help of the Lorenz curve [151], sorting the

accumulated resource allocation ratio from low to high, but it can also be simply summarized

as the formula [151],

𝐺 =

∑𝑛
𝑎=1

∑𝑛
𝑏=1 |𝑆𝑎 − 𝑆𝑏 |
2𝑛2𝑆

, (4.13)

where 𝑆𝑎/𝑏 represents each partial of the resource allocated to 𝑎 or 𝑏, and 𝑆 is the average of

𝑆𝑎/𝑏.

To express the decentralized performance of DAO voting, an indicator, the decentraliza-

tion coefficient is defined as the Gini coefficient of the Controlling Ability to quantify the

decentralization performance of DAO voting mechanisms, which can be expressed as

𝐷 =


∑𝑛

𝑖1=1
∑𝑛

𝑖2=1 |𝐶𝑖1−𝐶𝑖2 |
2𝑛2𝐶

(𝐶 ≠ 0)

0 (𝐶 = 0)
(4.14)

where 𝐶 is the average of all the 𝐶𝑖 of all voters, and 𝐶𝑖1 and 𝐶𝑖2 denote arbitrary 𝐶𝑖.

Boundary of Decentralization Coefficient

The value of the Gini coefficient is always between 0 and 1. To determine the specific bound-

aries of the decentralization coefficient, the decentralization coefficient (𝐷) is calculated for

the most decentralized and most centralized voting cases.

In the most decentralized voting case, all voters hold an equal amount of voting power,

resulting in identical Controlling Abilities. As a result, the decentralization coefficient of the

most decentralized voting case is the lower boundary, 𝐷𝑚𝑖𝑛 = 0. In the most centralized vot-

ing case, a dominant voter possesses a significant amount of voting power, while all other

voters have no voting power, rendering their voting preferences ineffective. In this case,

only the dominant voter has the non-zero Controlling Ability, 𝐶𝑑 = 𝜆, (0 < 𝜆 < 1) (the value

of the Controlling Ability depends on the participating rate of the dominant voter), and the
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Controlling Abilities of all other voters are 𝐶𝑖 = 0. Accordingly, based on the definition of

the decentralization coefficient (4.14), the decentralization coefficient of the most centralized

voting case is the upper boundary, 𝐷𝑚𝑎𝑥 =
𝑛−1
𝑛

. Therefore, the decentralization coefficient

𝐷 ∈ [0, 𝑛−1
𝑛
] encompasses all possible values between the completely decentralized and com-

pletely centralized voting scenarios. A smaller decentralization coefficient indicates a more

pronounced decentralization.

The following sections analyse how various factors influence the decentralization perfor-

mance in DAO voting and illustrate the decentralization characteristics of several representa-

tive voting cases.

4.3.5 Simulation Results

Based on the DAO voting model, the decentralization performance of the voting system mea-

sured by the decentralization coefficient 𝐷 (V,P,A) is influenced by three key factors: the

distribution of tokens (V), the participating rate of each voter (P) and the voting process

made of approval conditions (A). To enable separate analysis of the three factors, the evalu-

ation begins with the assumption that all voters participate in the voting process (P = {1}𝑛),

allowing for an isolated examination of the impact of voting power distribution. The factor

of participation is then introduced to enable a more comprehensive analysis. Finally, various

voting processes with different approval conditions are compared.

Based on the commonly used approval conditions described in Sec. 2.3.2, four represen-

tative voting scenarios are considered: approval conditions based solely on RM, those based

solely on AM, those combining RM and QT, and those combining both RM and VT. These

typical cases are selected for detailed analysis and simulation-based evaluation. The choice

of a small value for 𝑛 does not alter the fundamental trends of our results.

Impact of Voting Power Distribution

To focus on voting power distribution, it is assumed all voters always participate in the voting

(P = 1𝑛). When voters fully participate, the AM becomes the same condition as the RM

under full participation, rendering the two attention thresholds (QT and VT) unnecessary,

which means the four typical voting schemes yield similar effects. Therefore, in the analysis

of fully participating cases, the RM is exclusively applied as the approval condition.

According to the investigation of [146], in the 10 major DAOs they investigated, more

than 90% voting power is held by less than 10% voters, which reflects that most of the DAOs

are facing the centralized threats of the dominant voting power control. To describe the ad-

justable dominant token distribution, the 𝑍𝑖𝑝 𝑓 distribution is applied to define the proportion
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Figure 4.4: The voting power proportion (a: left), the controlling ability (b: middle), the
Lorenz curve of the controlling ability (c: right) with different centralization levels of voting
power distribution when 𝑛 = 8

of voting power, 𝑉 held by each voter. Let 𝑉∼𝑍𝑖𝑝 𝑓 (𝜖, 𝑛),

𝑉 (𝑦) = 1
𝑦𝜖
∑𝑛

𝑖=1(1/𝑖)𝜖
𝑦 = 1,2, ..., 𝑛 (4.15)

where 𝜖 (𝜖 ≥ 0) denotes the centralized level of the voting power distribution, and 𝑛 is the

number of voters. The larger the 𝜖 , the more centralized/dominant the voting power distribu-

tion. Here, 𝜖 ≥ 0 denotes the Zipf exponent that controls the skewness of the ranked voting-

power distribution. When 𝜖 = 0, the distribution reduces to the uniform case𝑉 (𝑦) = 1/𝑛. As 𝜖

increases, voting power becomes increasingly concentrated among top-ranked voters, leading

to higher centralization; in the limit 𝜖 →∞, the top-ranked voter dominates the outcome.

The decentralization performance of typical voting power distribution cases, defined by

(4.15), is compared under varying levels of centralization, indicated by 𝜖 = {0,0.4,0.8,1.2,
1.6,2}, with the number of voters fixed at 𝑛 = 8. The comparison results are demonstrated

in Fig. 4.4. To facilitate the display of the results, the voters in the figure are deliberately

sorted from largest to smallest according to their voting power. Fig. 4.4 (a) shows the voting

power proportion of each voter with different 𝜖 . When 𝜖 = 0, the voting power is completely

decentralized, and all the voters hold the same amount of voting power. The centraliza-

tion/dominance of the voting power distribution increases with 𝜖 . As shown in Fig. 4.4 (b),

the controlling ability dominant trend increases as the voting power distribution is more cen-

tralized. However, the change in controlling ability is step-wise compared with the smooth

continuous change of the initial assumption of voting power proportion, and voters in a cer-

tain range of voting power proportion have the same controlling ability. In other words, when

voters increase or decrease their voting power, sometimes within a certain range, there will

be no change in anyone’s controlling ability (unless it is at a critical value that brings about

changes). Correspondingly, decentralization performance declined when the voting power

distribution is more centralized. As twice the area between the Lorenz curve and the diago-
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nal line is another way to calculate the Gini coefficient, the Lorenz curves of the controlling

ability are illustrated in Fig. 4.4 (c). The Lorenz curves are getting farther away from the

diagonal line (also the 𝜖 = 0), representing absolute decentralization as the 𝜖 increases. The

values of the decentralization coefficient are indicated as 𝐷 in Fig. 4.4 (c). It is observed that

the decentralization coefficient values increase until the voting power of the voter with the

largest amount of power to vote has exceeded the threshold of the absolute majority (0.5).

Since the most dominant voter can absolutely control the voting result, the decentralized

performance impacted by the voting power distribution has reached the worst case, which

explains the Lorenz curve of 𝜖 = 1.6 and 𝜖 = 2 overlap with each other, and their decentraliza-

tion coefficient equals to the upper limit 𝑛−1
𝑛

= 0.8750 (when 𝑛 = 8). A comparison between

the voting power proportion and the decentralization coefficient, as indicated by the Lorenz

curve of controlling ability, suggests that voting power distribution can partially reflect the

decentralization performance of DAO voting. However, for a comprehensive evaluation, the

decentralization coefficient provides a more accurate and reliable measure. The distribution

of voting power plays a crucial role in the decentralized performance of the voting system.

As the concentration of voting power increases, the system tends to centralize, potentially

undermining the ideal of decentralized decision-making. Conversely, a more decentralized

distribution of voting power promotes a higher degree of decentralization.

Remark 4. In general, as the concentration of voting power increases, the DAO voting tends

towards centralization and vice versa.
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Impact of Participating Rate

Participation plays a crucial role in the controlling ability and overall decentralization perfor-

mance of DAO voting since the participation of a DAO voting will naturally affect the result

of the voting. In most cases, a significant voting power proportion can motivate voters to ac-

tively participate in the voting process. Conversely, voters with low voting power might feel

their preferences have little influence on the voting outcomes, leading to reduced engagement

and potential withdrawal from voting. Overall, there is a positive correlation between voting

participation and voting rights. To analyse the impact of participation on the decentralization

performance of typical voting cases, a logarithmic relationship is assumed in the simulation

to describe the tendency of participation rate affected by the voting power,

𝑝𝑖 = 𝑙𝑜𝑔
𝑣𝑖+1
2 . (4.16)

(4.16) presents a method that estimates the probability of a voter’s participation in voting

using the proportion of their voting power. The positive correlation between voting power

and participation, as empirically observed in [152], supports our theoretical assumption of a

monotonic relationship. Our model further refines this by incorporating a logarithmic func-

tion, which aligns with the principle of diminishing marginal returns on incentives [153].

To demonstrate the decentralization performance with the participation rate taken into

account, three voting power distribution cases are considered as examples: the low decentral-

ized case (𝜖 = 0.5), the moderately centralized case (𝜖 = 1), and the highly centralized case

(𝜖 = 1.5). Fig. 4.5 illustrates the controlling abilities and their Lorenz curves, along with the

denoted decentralization coefficients. Comparing the voting cases of the full participation

RM and the RM with possible abstains, it is obvious from the comparison in Fig. 4.5 (a) that

all the voters in the full participation cases in low and moderate centralized voting power dis-

tribution cases have a higher value on the Controlling Ability, which means they have higher

control to the voting. However, when the voting power of the dominant voter is over half

of the voting power, all the non-dominant voters have a slightly higher controlling ability to

vote in the possible abstain case, and the situation is contrary for the dominant voter. This is

because the possible abstain of the dominant voter gives a small chance to the non-dominant

voter’s voting power to become effective.

Remark 5. Besides the extreme centralized cases with a dominant voter holding more than

half of the voting power, higher participation can increase the influence of a voter on voting.

From the comparison in Fig. 4.5 (b), it is observed that in cases where the voting power

distribution is low centralized or moderately centralized (no voter has more than half of the
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Figure 4.6: The Controlling Ability of four different voting mechanisms with low centraliza-
tion voting power distribution 𝜖 = 0.4 (a: left), moderate centralization voting power distri-
bution 𝜖 = 1.2 (b: middle), and high centralization voting power distribution 𝜖 = 2 (c: right)

voting power) with participation taken into account, the decentralization coefficients become

larger than those with full participation, which means the voting participation habit weakens

the decentralization performance. This finding is reasonable since highly motivated large vot-

ing power holders may gain more control over the voting process, while lower engagement

among low voting power holders can lead to reduced decentralization. The only different case

is when a dominant voter has more than half of the voting power (highly centralized case),

the decentralization coefficient decreases, and the decentralization performance slightly in-

creases. However, the increase is attributed to the dominant voter having a small chance to

withdraw voting. Regardless of the small chance of the withdrawal of the dominant voter,

the lack of full participation of low voting power voters consistently leads to a decline in

the overall voting decentralization performance. Their abstention results in more controlling

ability being concentrated in the hands of dominant voters.

Considering participation rates is crucial when evaluating decentralization performance.

It reveals the intricate interplay between voting power distribution and engagement levels,

emphasizing the importance of fostering active participation among all voters to maintain a

decentralized decision-making process.

Compare Voting Process with Different Approval Conditions

Although voting power allocation and participating rate largely affect the decentralization

performance of DAO voting. However, the primary design flexibility lies in the voting pro-

cess since the distribution of tokens and the participating rate of each voter are not easily

controlled in the voting mechanism design. A well-designed process can contrast or relieve

the dominant control caused by token allocation to some extent. The three typical voting

processes, the AM, the RM with the QT, and the RM with the VT, are claimed to boost the

security of the voting by getting adequate voters involved in the voting, which also improves
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the decentralization performance compared to the essential widely use voting process with

the RM as the only approval condition to some extent. However, it is not reliable to analyse

the possible benefits of an optimized voting process only from a qualitative point of view.

Surprisingly, the analysis of the simulation results in this section found non-consistent re-

sults in the decentralization performance of these advanced voting processes compared to

some qualitative discussions. For comparison purposes, RM is considered the fundamental

voting process, while AM, RM with QT, and RM with VT are regarded as advanced voting

processes.

Fig. 4.6 compares the controlling abilities of voters with low centralization (𝜖 = 0.4),

moderate centralization (𝜖 = 1.2) and high centralization (𝜖 = 2) voting power distribution.

Fig. 4.7 compares the performance of the Decentralization Coefficient of the four voting

mechanisms when 𝑛 = 8, and 𝜖 = [0,0.4,0.8,1.2,1.6,2] respectively. The values of the thresh-

olds of the QT and the VT, in this case, are 𝑛/2 (half of the number of voters) and 0.5 (half of

the total voting power), respectively. The values of Decentralization Coefficient of the four

voting mechanisms cases are illustrated in Fig. 4.7. In general, comparing the controlling

ability values of each voting process, the RM always has the highest controlling ability in all

cases, which implies that RM is the easiest voting process to control for all voters. The De-

centralization Coefficient always increases as 𝜖 increases, which confirms the analysis in Sec.

4.3.5 that the more centralized the voting distribution is, the worse the impact on the overall

decentralization of voting will be. However, interesting findings are illustrated in the com-

parison of different voting processes. The values of the Decentralization Coefficient of the

advanced voting processes are higher than the essential case RM in a large number of cases,

which is not consistent with the intuition of these so-called advanced approval conditions.

The detailed analysis is as follows.

AM: Based on Fig. 4.7, it can be observed that the Decentralization Coefficient, de-

noted as 𝐷, for the AM scheme is lower than that of the RM scheme when the value of 𝜖

remains below 1.2. Conversely, for the cases of 𝜖 exceeding 1.2, the 𝐷 value for the AM

scheme surpasses that of the RM scheme. This implies that the AM scheme only exhibits

improved decentralization performance in scenarios where voting power distribution is mod-

erately centralized or low. However, in highly centralized voting power distribution cases, the

AM scheme’s decentralization performance deteriorates in comparison to the RM scheme.

Based on the aforementioned simulation results, it becomes evident that the trend can

be attributed to the following reasons. The AM demands greater attention in the voting

process compared to the RM. This is achieved by requiring more than half of the voting

power for a proposal to pass, unlike the RM scheme, which has no requirement for voting

engagement. However, the attention requirement only benefits decentralization in voting
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when there is no obvious dominant voter. When the voting power is distributed relatively

equally among voters, this scheme ensures a broader representation of voter preferences,

which improves the decentralization performance. However, when the dominant voter exists

(especially when the voter holds more than half of the voting power), the AM scheme actually

benefits the dominant voter since the AM still can easily determine the voting results with the

overwhelming voter power and not obstructed by the requirement of half of the voting power

requirement in AM. Accordingly, the other voter with a very small amount of voting power

can hardly ever make an effectual opposite voting choice to the preference of the dominant

voter. Especially when all of the other voters’ voting power is less than half, they can never

achieve a valid approval choice as the AM scheme mandates a greater-than-half threshold for

approval. The new finding regarding the AM is concluded in the following remark.

Remark 6. The AM scheme improves decentralization in low or moderately centralized vot-

ing power distribution but falters against the RM scheme in highly centralized cases.

RM with QT: The voting process with RM and QT is adding an attention threshold QT

to the essential decision scheme RM, requiring the least amount of quorum to be involved in

the voting. According to the simulation result illustrated in Fig. 4.7, surprisingly, the value

of 𝐷 is quite close in low centralized voting power distribution cases, while in the highly

centralized voting power distribution cases, the value of 𝐷 for RM with QT is obviously

larger than that of RM alone. This reveals that QT does not benefit decentralization perfor-

mance and even worsens performance in highly centralized voting power distribution cases.

The results from the simulation are contrary to the function suggested in some of the voting

process designs with the QT as the QT commonly aims at getting adequate voters involved

in the voting and, along with some of the discussion that it can help with the decentraliza-

tion feature to some extent. However, with our simulation results, the qualitative discussion

may overlook the factor of participation. When the voting power is relatively equally held by

the voters, their participation rates are also similar, which results in a similar chance among

voters to influence the voting result compared to the essential case with RM alone. However,

when the voting power distribution becomes largely centralized, the incline to participate in

the voting among voters becomes considerably different. The voter with a large amount of

voting power is more likely to participate in the voting, which means they are more likely

to appear in the quorum that passes the QT condition. Consequently, the high motivation of

dominant voters to participate increases their influence on the voting result. Although RM

has similar decentralization performance with the RM with QT in the low centralized vot-

ing power distribution cases, the controlling ability of all voters in the RM with QT is much

lower than that in the RM in the same cases according to Fig 4.6, which implies that the extra
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Figure 4.7: The Decentralization Coefficient of different voting mechanisms

approval condition QT does not improve the decentralization performance but largely limit

the control of voting of all voters. The new finding regarding the RM with QT is concluded

in the following remark.

Remark 7. The RM scheme with QT demonstrates similar decentralization performance to

RM alone in cases of low centralized voting power distribution. However, in highly central-

ized scenarios, the decentralization performance of RM with QT diminishes, primarily due

to variations in participation rates.

RM with VT: RM with VT is adding the limit of the least amount of voting power

involved in the voting. However, in the case of the limit of 50% voting power, the RM with

VT has the worst decentralization performance compared to the other three voting processes

based on the results in Fig. 4.7. The effect of the VT is similar to the effect of the AM

since they all have extra requirements on the least of voting power involvement. However,

the difference is that the voting power involvement of AM is directly set for the approval of

voting power, but the VT only generally targets all the participation no matter whether it is

approved or against. Therefore, similar to AM, the approval condition tends to encourage

the involvement of a large amount of voting power holder since their involvement makes the

proposal easily pass the VT. Within the cases that fulfil the VT, there is a large probability that

a large amount of voting power holders participate in the voting. Consequently, the voting

result is more likely to follow the dominant voters’ preference. Therefore, the VT actually

benefits the voters with a large proportion of voting power and deteriorates the voters with a

small proportion of voting power, and this impact is obvious in all levels of centralization of

the voting power distribution.
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Remark 8. The voting process of the RM with VT generally worsens the decentralization

performance compared to the RM in all levels of centralization.

4.4 Quantify Efficiency Performance

In conventional voting systems, voting efficiency is commonly evaluated based on voter

turnout, processing time, resource utilization, accuracy, transparency, accessibility, cost, sim-

plicity, etc [154]. However, DAO infrastructure providers, such as DAO stack [102] pro-

vide automated, simplified, low human maintenance voting systems that leverage blockchain

technologies such as smart contracts and DLT [155]. This result in highly efficient resource

utilization, transparency, accessibility, cost and simplicity. Therefore, when analysing ef-

ficiency in DAO voting, the main focus is on voter turnout, processing time and accuracy.

Regarding voter turnout, decentralized and non-hierarchical management, and voluntary vot-

ing participation in DAOs bring greater obstacles to motivating voter participation. In terms

of processing time, since smart contracts automate the voting process, the primary time factor

depends on the voting period. Determining the right voting period, one that’s sufficient but

not excessive is a crucial aspect of the efficiency of DAO voting mechanisms. Due to the un-

certainty of voter turnout numbers and frequency, a lower voter participation probability may

necessitate a longer voting period, and vice versa. The accuracy of voting refers to the voting

results accurately showing the preference of voters. In a two-option (yes/no) voting system,

an accurate approval rate should be 50% if all voters are assumed to be neutral. A close-to-

accurate approval rate is likely to have adequate voter turnout, which means the participation

probability and the voting period both affect the approval rate.

To gauge the efficiency analysis of the DAO voting mechanism in terms of voter turnout,

processing time and accuracy, a model that analyses approval rates of different voting mech-

anisms regarding the participation probability and the voting period duration is built. We as-

sume that 𝑛 voters are valid for participating in the voting, with the voters are indicated in the

set 𝛀= {𝑁1, 𝑁2, 𝑁3, ..., 𝑁𝑛}. The amount of tokens own by each voter 𝑖 (𝑖 = 𝑁1, 𝑁2, 𝑁3, ..., 𝑁𝑛 ∈
Ω) is denoted as 𝑡𝑖, while the voting power proportion is 𝑣𝑖. Then, the voting power proportion

owned by each voter can be indicated in the set V = {𝑣1, 𝑣2, 𝑣3, ..., 𝑣𝑁 }.

4.4.1 Participation Behaviour in a Poisson Process

Since voting is not compulsory and voters voluntarily participate in the voting, we conduct a

preliminary analysis of the participation behaviour of the voters. We denote the probability

of voter 𝑖 participate in the voting as 𝑃𝑝

𝑖
. Our assumption is that a voter will participate in the
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voting for an open-for-voting proposal once they engage with the proposal pool in the DAO

platform. This implies that the frequency with which a voter checks the DAO platform and

reviews current proposals is a crucial factor influencing their participation probability 𝑃
𝑝

𝑖
.

To model this behaviour of checking and responding to open voting proposals, we assume

the probability of the voter 𝑖 engaging with the proposal pool during the very short time

interval Δ𝑡 is a constant, named as engagement probability, denoted as 𝜆𝑖 (𝜆𝑖 ∈ (0,1)), and

the probability of multiple engagements happening in Δ𝑡 is negligible. During the voting

period 𝑡, we represent the number of times voter 𝑖 checks and engages with the proposal pool

as 𝐸 (𝑡). We denote the probability of exactly 𝑘 engagements as 𝑃(𝐸 (𝑡) = 𝑘). As this process

conforms to a Poisson process, we can express 𝑃(𝐸 (𝑡) = 𝑘) as a Poisson distribution as

𝑃(𝐸 (𝑡) = 𝑘) = 𝑒−𝜆 (𝜆𝑖𝑡)𝑘
𝑘!

. (4.17)

We assume that once a voter have checked the open-for-voting proposal at least once, the

voter will participate in the voting. Therefore, the only case in which a voter does not partici-

pate is when 𝐸 (𝑡) = 0, while in all other cases, we assume the voter participated. Accordingly,

the participation probability of a voter 𝑖 can be expressed as

𝑃
𝑝

𝑖
(𝑡) = 1−𝑃(𝐸 (𝑡) = 0) = 1− 𝑒−𝜆𝑖𝑡 . (4.18)

Based on (4.18), we can clearly observe that increasing both engagement probability 𝜆𝑖 and

voting period duration 𝑡 enhances participation probability 𝑃
𝑝

𝑖
, consequently improving the

efficiency metric voter turnout performance. However, shorter voting period duration is also

remarked as an efficiency performance metric, Thus, (4.18) reveals a distinct trade-off be-

tween a shorter voting period and higher participation probability in pursuit of greater effi-

ciency.

4.4.2 The Approval Rate

To calculate the approval rate of the voting, we build a stochastic model of the voting process.

The behavior of each voter can be decomposed into two steps, choosing whether to participate

in voting and deciding to vote for (yes) or against (no) the proposal. In the initial participation

step, we assume that for a group of voters, the complete set of all possible combinations of

participated voters is denoted as the full sample space Sfull. We define the sub-sample space,

Sp (Sp ⊆ Sfull), consisting of participating voter sets that have the potential to approve the

proposal with their participation. We refer to this sub-sample space as the participating-valid

sample space. Note that the final decision on whether the proposal passes or not ultimately
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depends on the specific voting choices made.

Each element of the participating-valid sample space Sp is a set with participated voters,

denoted as 𝑀 𝑝. The participating choice of each voter 𝑖 is represented as a random variable

𝑋𝑖, 𝑋𝑖 = {1,0}, representing participation or non-participation respectively. 𝑋𝑖∼𝑏(1, 𝑃𝑝

𝑖
) fol-

lows the Bernoulli distribution where the participation probability, 𝑃𝑝

𝑖
is defined in (4.18).

The participating choices of all voters form the participating behavior profile represented as

an n-tuple X = {𝑋1, 𝑋2, ..., 𝑋𝑛}. Thus, 𝑀 𝑝 = {𝑖 |𝑖 ∈ 𝛀, 𝑥𝑖 = 1}. The probability that all the

voters in a set 𝑀 𝑝 participated in the voting can be expressed as

𝑃𝑟 (𝑀 𝑝) =
∏
𝑎∈𝑀 𝑝

𝑃
𝑝
𝑎

∏
𝑏∈∁𝛀𝑀

𝑝

(1−𝑃
𝑝

𝑏
). (4.19)

For each participated voter, two voting choices are available to them, i.e, for or against.

In this second step, we define a sample space Sf where each event in the sample space Sf is

denoted as 𝑀 𝑓 . Each event 𝑀 𝑓 represents a set of voters from a same participating voter set

𝑀 𝑝 who voted for (yes), and having in favour votes from all voter in 𝑀 𝑓 (𝑀 𝑓 ⊆ 𝑀 𝑝) can

lead to the approval of a proposal. Such sample spaces Sf are named as voting-valid sample

spaces. It is important to note that each participant set 𝑀 𝑝 corresponds to a voting-valid

sample space Sf , because the sets of voters who voted for (yes) within the same voting-valid

sample space Sf all originate from the same participating voter set 𝑀 𝑝.

Similarly, the voting choice of each voter 𝑖 can be denoted as a random variable𝑌𝑖, and𝑌𝑖 =

{1,0}, indicating the for and the against choices, respectively. Each voting choice 𝑌𝑖∼𝑏(1, 𝑞𝑖)
follows the Bernoulli distribution, and 𝑞𝑖 indicates the probability of voter 𝑖 to vote, namely,

the probability of voting preference. Thus, 𝑀 𝑓 = {𝑖 |𝑖 ∈ 𝛀, 𝑦𝑖 = 1, 𝑥𝑖 = 1}. The voting choices

of all voters form the voting behavior profile represented as an n-tuple Y = {𝑌1,𝑌2, ...,𝑌𝑛}.
With above definition, the conditional probability that all the voters in set 𝑀 𝑓 voted for when

voters in set 𝑀 𝑝 participated in the voting can be expressed as

𝑃𝑟 (𝑀 𝑓 |𝑀 𝑝) =
∏
𝑎∈𝑀 𝑓

𝑞𝑎

∏
𝑏∈∁𝑀 𝑓

𝑀𝑝

(1− 𝑞𝑏). (4.20)

Therefore, the probability the proposal pass with voters in 𝑀 𝑝 participated in the voting

and voters in 𝑀 𝑓 voted for can be expressed as

𝑃𝑟 (𝑀 𝑝, 𝑀 𝑓 ) = 𝑃𝑟 (𝑀 𝑝)𝑃𝑟 (𝑀 𝑓 |𝑀 𝑝). (4.21)

We consider the voting result, which is whether the proposal is passed or not, is denoted

as a random variable following the Bernoulli distribution as 𝑅∼𝑏(1, 𝑃𝐴), where 𝑃𝐴 indicates
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the approval rate of the proposal. The proposal approval rate is the sum of the probability of

all cases in the participating-valid sample space Sp, and each voting-valid sample space Sf ,

which is expressed as

𝑃𝐴 =
∑︁

𝑀 𝑝∈Sp

∑︁
𝑀 𝑓 ∈Sf

𝑃𝑟 (𝑀 𝑝, 𝑀 𝑓 ). (4.22)

Since the sample space Sp and Sf cannot be defined unless the voting process, approval

criteria and the token distribution are clear. To provide specific analysis of the sample spaces,

we discuss in typical voting procedures as follows.

4.4.3 The analysis of valid sample spaces

To express sample spaces Sp and Sf , the critical voter clusters including the participated

voter sets, the abstained voter sets, the voter in favour sets and the against voters sets and

their corresponding number and voting power have to be defined, since they are widely used

to judge whether the approval conditions in a voting process are met.

According to assumption of the system model, the participating choice and the voting

choice of each voter 𝑖 are denoted as the random variable 𝑋𝑖 = {1,0}, 𝑌𝑖 = {1,0} respectively.

Therefore, the critical values used to check whether an approval set satisfies the approval

conditions can be summarized as TABLE 4.4.

Table 4.4: Number and voting power of critical groups

Critical Groups Number of Voters Sum of Voting Power

Participated voters
∑
𝑖∈Ω

𝑥𝑖
∑
𝑖∈Ω

𝑥𝑖𝑣𝑖

Abstained voters
∑
𝑖∈Ω

(−(𝑥𝑖 −1)) ∑
𝑖∈Ω

(−(𝑥𝑖 −1))𝑣𝑖

In favour voters
∑
𝑖∈Ω

𝑥𝑖𝑦𝑖
∑
𝑖∈Ω

𝑥𝑖𝑦𝑖𝑣𝑖

Against voters
∑
𝑖∈Ω

𝑥𝑖 (−(𝑦𝑖 −1)) ∑
𝑖∈Ω

𝑥𝑖 (−(𝑦𝑖 −1))𝑣𝑖

According to the voting process in Fig 4.3, approval conditions are added in sequence

during the voting process. We denote each approval condition as 𝐴 𝑗 where 𝑗 refers to its

sequence in the voting process. To find all the element participating sets in the participating-

valid sample space, each participating set must satisfy all the approval conditions if we as-

sume all the voters in participating rate voted in favour. To be consistent with the pass (1)

or fail (0) denotations in the voting result set 𝑅, we defined the fulfilled approval condition
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𝐴 𝑗 = 1, while a fail to achieved approval condition 𝐴 𝑗 = 0. The sign function defined in (4.4)

encode the results into binary numbers.

With the number and the voting power from typical groups, most approval conditions can

be expressed. We provide four examples of typical approval conditions introduced in Sec.

2.3.2 and listed in TABLE 4.5.

Table 4.5: Encoded Expressions of Approval Conditions

Approval Condition Expression

RM 𝐴𝑟𝑚 = 𝑆(∑
𝑖∈Ω

𝑣𝑖𝑥𝑖𝑦𝑖 −
∑
𝑖∈Ω

𝑣𝑖𝑥𝑖 (−(𝑦𝑖 −1)))

AM 𝐴𝑎𝑚 = 𝑆(∑
𝑖∈Ω

𝑣𝑖𝑥𝑖𝑦𝑖 −0.5)

VT 𝐴𝑣𝑡 = 𝑆(∑
𝑖∈Ω

𝑣𝑖𝑥𝑖 − ℎ𝑣)

QT 𝐴𝑞𝑡 = 𝑆(∑
𝑖∈Ω

𝑥𝑖 − ℎ𝑞)

ℎ𝑣 is the value of the voting power threshold.
ℎ𝑞 is the value of the quorum threshold.

To find the valid approval sets, all the approval conditions in the voting process should be

satisfied. An approval function, denoted as 𝐹 is defined to determine whether the approval

sets are valid in a specific case. To indicate the final voting result, the approval function, 𝐹,

can be expressed by all the encoded approval conditions in the voting process connected by

logical conjunctions as

𝐹 (𝑀𝑃, 𝑀 𝑓 ) = 𝐴1 ∧ 𝐴2 ∧ ...∧ 𝐴 𝑗 , (4.23)

where ∧ is the logical conjunction, AND operator.

For each elements in SP and Sf , when 𝐹 (𝑀𝑃, 𝑀 𝑓 ) = 1, the pairing elements in 𝑀𝑃 and

𝑀 𝑓 are verified as approval sets. When 𝐹 (𝑀𝑃, 𝑀 𝑓 ) = 0, the pairing elements are not approval

sets. Therefore, in the approval function, the sample spaces Sp and Sf can be expressed as

Sp,Sf = {𝑀𝑃, 𝑀 𝑓 |𝐹 (𝑀𝑃, 𝑀 𝑓 ) = 1}.

4.4.4 Interrelationship of Efficiency Factors

A high participation probability, a short voting period, and a close-to-neutral approval rate

are key performance indicators of a highly efficient DAO voting mechanism. The interrela-

tionships of these three factors are separately analyzed.
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The Relationship Between Voting Period Duration and the Participation Probability

(4.18) shows a negative correlation between increasing the participation probability 𝑃𝑝 and

decreasing the voting period duration 𝑡. This suggests that there is a trade-off between the

efficiency requirements for processing time and voter turnout if the engagement rate is con-

stant.

The Relationship Between the Participation Probability and the Approval Rate

(4.22) is a general equation to calculate the approval rate 𝑃𝐴 in all situations with a general

assumption of the participation probability. Since each voter has their own participation prob-

ability, the combined effect of these probabilities from all voters on the overall voting process

is not singularly dependent. To focus on the efficiency analysis of the voting mechanisms,

as the proposal approval rate does not refer to any specific proposal, we assume each voter’s

voting preference is neutral to all proposals, which means 𝑞𝑖 = 0.5 for all voters. Under this

assumption, an accurate outcome with entirely neutral voting preferences should yield a 50%

approval rate. This scenario occurs in the case of full participation, where all voters have

𝑃
𝑝

𝑖
= 1, as described by (4.22). Therefore, we infer that a higher participation probability

leads to a closer approximation of a neutral approval rate, indicating a positive relationship

between voter turnout and accuracy in achieving high efficiency. The further verification is

provided through simulations in Sec. 4.4.5.

The Relationship of the Voting Period Duration and the Approval Rate

An interdependent relationship between the approval rate 𝑃𝐴 and the voting period 𝑡 can

be uncovered by substituting the participation probability 𝑃𝑝 with its function in terms of

the voting period, denoted in (4.18). With (4.18), we can extend the relationship from the

participation probability 𝑃𝑝 to both the engagement probability 𝜆 and the voting period 𝑡 in

the context of the approval rate 𝑃𝐴. Then, we yield

𝑃𝐴 (𝑡) =
∑︁

𝑀 𝑝∈Sp

∑︁
𝑀 𝑓 ∈Sf

∏
𝑎∈𝑀 𝑝

(1− 𝑒−𝜆𝑎𝑡)
∏

𝑏∈∁𝛀𝑀
𝑝

𝑒−𝜆𝑏𝑡0.5|𝑀 𝑝 |
(4.24)

To fulfill the high efficiency, both a shorter voting period (𝑡) and an adequate voting

approval rate (𝑃𝐴) are required. According to (4.24), we can observe that an increase of 𝑡 can

lead to an increase of 𝑃𝐴, and vice versa. This signifies the presence of a trade-off between

these two efficiency metrics. Detailed analysis of this trade-off is shown in Sec. 4.4.5.
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4.4.5 Simulation Analysis

As the voting power proportion and the engagement probability are required in simulation,

we make assumptions for them. Given the observed centralization trend in the distribution of

voting power in most DAOs [146], the 𝑍𝑖𝑝 𝑓 distribution is applied to describe the proportion

of voting power featured as dominant controlled, 𝑣𝑖 held by each voter. Let 𝑉∼𝑍𝑖𝑝 𝑓 (𝛼,𝑛),

𝑣𝑖 =
1

𝑖𝛼
∑𝑛

𝑘=1(1/𝑘)𝛼
𝑖 = 1,2, ..., 𝑛 (4.25)

where 𝛼 (𝛼 ≥ 0) denotes the centralized level of the voting power allocation, 𝑖 is the sequence

of voters, and 𝑛 is the number of voters. The larger the 𝛼, the more dominant the voting power

distribution is. It is also assumed that the engagement probability 𝜆𝑖 is positively correlated

with the proportion of voting power 𝑣𝑖, as voters holding a larger share of voting power are

generally more motivated to stay informed about the development of the DAO organization

[110, 156]. Accordingly, the engagement probability 𝜆𝑖 and the voting power 𝑣𝑖 are assumed

to follow an approximately linear relationship.

𝜆𝑖 (𝑣𝑖) = 𝛽𝑣𝑖 + 𝜖, (4.26)

where 𝜖 denotes the residual term. Since an increase in 𝛽 leads to higher voter turnout, 𝛽 is

referred to as the voter turnout indicator.

Since (4.18) indicates a direct correlation between the voting period duration 𝑡, and the

participation probability 𝑃𝑝, this analysis primarily focus on simulating the correlation be-

tween the participation probability and the approval rate, as well as the correlation between

the voting period duration and the approval rate.

Simulation of the Participation Probability and the Approval Rate

According to (4.18), with the same 𝑡, an increase in the value of 𝜆𝑖 can be assumed to corre-

spond to an increase in 𝑃
𝑝

𝑖
. To simulate various levels of participation probabilities, six sets of

𝜆𝑖 values are defined by adjusting the voter turnout indicator 𝛽, with 𝛽 = [0.5,1,1.5,2,2.5,3],
based on equation (4.26). Figure 4.8 presents the resulting approval rates 𝑃𝐴 for four com-

mon DAO voting mechanisms: RM, AM, RM with QT, and RM with VT. These approval

rates are plotted against the voter turnout indicator 𝛽, with 𝑛 = 6 and 𝛼 = 0.5. It is evident

that an increase in the voter turnout indicator consistently leads to an approval rate closer to

the neutral result of 0.5. This observation affirms the critical positive correlation between

participation probability and approval rate, emphasizing the need to coordinate these factors

to achieve high DAO voting efficiency.
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Figure 4.8: The approval rate versus the voter turnout indicator when 𝑛 = 6, 𝛼 = 0.5

Simulation of the Voting Period Duration and the Approval Rate

Fig. 4.9 compares the performance of the approval rate to the voting period duration 𝑡 of the

four typical voting mechanisms when 𝑛 = 8, with 𝛼 = 0.5. The values of the thresholds of

the QT and the VT in this case are 𝑛/2 (half of the number of voters) and 0.5 (half of the

total voting power), respectively. Based on the simulation results in Fig. 4.9, the approval

rate converges to 0.5, which is recognized to be accurate, as 𝑡 grows. Therefore, to achieve

an accurate approval rate within a short voting period, an optimal balance between these two

metrics can be identified, which defines an efficient voting process.

4.5 Future Work

Future validation of the proposed models and the SEED framework can be conducted using

real governance data. An on-chain/off-chain dataset may be constructed by parsing public

governance contracts (e.g., GovernorBravo-style) and Snapshot spaces, collecting for each

proposal voter addresses, delegated voting power at the snapshot block, casting timestamps,

outcomes (passed/failed/executed), and protocol parameters (quorum/threshold/delegation

rules). Based on these data it is possible to (i) estimate the Zipf exponent 𝜖 (per proposal

or per epoch) via maximum-likelihood fitting and assess the goodness-of-fit for a rank-based

power law; (ii) derive metrics such as Efficiency (proposal lifetime from creation to exe-

cution and average casting latency) and Decentralization (rank-inequality/entropy of voting

weights) directly from raw logs; (iii) test the simulation predictions by correlating 𝜖 with
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Figure 4.9: The approval rate of typical voting mechanisms when 𝑛 = 8

SEED metrics using cross-DAO panel regressions (DAO and time fixed effects) and by con-

ducting out-of-sample checks across proposals with electorates ranging from small (e.g., 8
voters) to very large (e.g., 8000 voters) to evaluate the generalisability of the observed trends.

4.6 Conclusion

This chapter examined voting as a fundamental mechanism of consensus in DAOs, emphasiz-

ing its structural role alongside smart contracts and distributed ledgers. The DAO governance

triangle clarifies the interdependence among voting, smart contracts, and distributed ledgers,

and emphasizes the irreplaceable role of human decisions in adapting to uncertain or evolving

contexts. Based on this foundation, the SEED metric system is proposed to evaluate decen-

tralization from multiple dimensions. Building upon these concepts, a stochastic model of

DAO voting is developed to capture the dynamics of individual participation and power dis-

tribution. The model enabled us to define the Decentralization Coefficient, providing the first

quantitative method for measuring the decentralization performance of DAO voting mecha-

nisms. This framework offers both a theoretical tool and practical guidance for analysing,

comparing, and designing DAO voting schemes with greater clarity and rigour.



Chapter 5

A Consensus Framework: From Human
to Machine

In the introduction, the growing need to rethink consensus in light of emerging systems that

integrate both human and machine agents was highlighted. As intelligent tasks and dis-

tributed coordination become more complex, traditional domain-specific mechanisms are no

longer sufficient. To better support interdisciplinary analysis, this chapter proposes two dis-

cussion points: Can the indispensable fundamental elements that primarily affect the
consensus process across both human and machine systems be identified in a unified
way? And what are the primary objectives of a consensus process, and what are the
primary factors affecting the achievement of consensus? To answer these two questions, a

unified framework is established that spans from society to technology to discuss the common

characteristics of consensus. Within this framework, three indispensable and fundamental

components applicable to consensus analysis across various fields are proposed: participants

as the carriers of consensus, communication as the bridge, and state descriptions as markers

of the transformation from chaos to consistent cognition. The terms “algorithm”, “protocol”,

and “mechanism” are used interchangeably throughout this paper to describe the underlying

processes of achieving consensus.

5.1 Consensus from Society to Technology

Before building a unified consensus framework, various consensus fields are analysed to

compare well-known consensus. The classification of consensus types in this paper depends

on the participants involved. Consensus is categorized into Human Consensus (HC), charac-

terized by human participants; Machine Consensus (MC), marked by computational entities

such as computer nodes, agents, or intelligent machines; and a promising new emerging form,

100
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Hybrid Consensus (HBC), which involves interactions between humans and machines.

5.1.1 Human Consensus (HC)

HC is typically studied as a process that leads a group of people within a social network to

reach an agreement on various issues, ranging from social norms to political affairs. While

early discussions of consensus in social sciences focused on theoretical understandings of

group dynamics and social cohesion, it was not until the mid and late-20th centuries that

specific methodologies for forming consensus among people were proposed. Notable among

these mechanisms are the Delphi Method, Nominal Group Technique (NGT), and Round-

Robin Discussion [6]. These methods are commonly used in fields such as public policy

development, organizational management, and social research, where gathering diverse opin-

ions and reaching a collective agreement are essential. While those mechanisms are primarily

designed for structured environments, the HC also manifests in various voting systems and

in the consensus state of culture, social norms, and ethical standards within social networks.

TABLE 5.1 outlines the main characteristics of HC. Moreover, consensus is not exclusive

to humans in the biological realm. It is also prevalent in animal behaviours such as migra-

tion, foraging choices, and the selection of group territories and defence strategies among

birds, insects, fish, and mammals. In this work, the focus is placed on humans as consensus

examples of living organisms.

5.1.2 Machine Consensus (MC)

MC refers to all forms of consensus exclusively involving machines, such as computer nodes,

agents, robots, and other automated participants in a system that relies on a communication

network to achieve consensus. Generally, there are three well-known MC domains: DFT

consensus, Blockchain consensus, and MAS Consensus. DFT consensus plays a crucial role

in distributed computing systems. Typically, Byzantine Fault Tolerance (BFT) algorithms are

designed to achieve consensus on a valid value within a system that tolerates a limited number

of malicious nodes. Crash Fault Tolerance (CFT) algorithms, on the other hand, only assume

a limited number of nodes that may crash but no malicious behaviour. Blockchain technol-

ogy, which emerged later, adopts similar principles of consistency from DFT but introduces

innovations in achieving consensus. This is particularly evident through a consistency log

maintained as a “chain" in a widely accessible network. The third type, MAS consensus,

adopts a distinct approach to consensus compared to the other two. Operating under the

assumption of autonomous agents, its key algorithms, such as average consensus and interac-

tive consistency, draw parallels to consensus behaviours observed in biological populations



CHAPTER 5. A CONSENSUS FRAMEWORK: FROM HUMAN TO MACHINE 102

[10], which enable MAS systems to reach reliable consensus outcomes through cooperative

decision-making among agents. TABLE 5.1 outlines the main characteristics and compar-

isons of MC.

5.1.3 Hybrid Consensus (HBC)

While DFT and blockchain consensus mechanisms prioritize consistency and fault tolerance,

MAS consensus focuses on adaptive decision-making and collaborative problem-solving, re-

flecting the dynamic interaction and collective intelligence of autonomous agents. This makes

MAS consensus research extend to higher intelligent agent consensus with the recent rise of

AI technology. The autonomy and intelligence level of machines holds immense potential to

operate in an unframed and versatile goal mode, similar to human behaviour. The intelligent

upgrade of nodes and the increasing demand in the environment have revealed the fusion

goal of integrating fault tolerance and preferences, which is commonly recognized in HC. On

the other hand, as highly intelligent machines become integrated into human life and take on

more flexible work, the interaction and cooperation between high-intelligence machines and

humans are inevitable [20]. Humans and machines generally have relatively obvious indepen-

dence in HBC scenarios. The logic of consensus can be specified in advance by algorithms

or autonomously negotiated in a relatively open environment. The following is an example

of an existing HBC. In an L3 autonomous driving system, when an unexpected obstacle is

encountered during driving, humans and autonomous driving car agents negotiate decisions.

The vehicle system and the human driver each retain independent decision-making perspec-

tives. The vehicle agent AI will provide optimization solutions based on the perception data,

and humans will select or fine-tune these solutions based on situational awareness and ethical

considerations that go beyond pure data analysis. Ultimately, the consensus is not simply

reached by letting people or machines take over completely but by cooperating within a safe

and controllable range. Cases like this will blur the boundary between consensus paradigms

of machines and humans. Considering both technological and societal dimensions in consen-

sus is very necessary. To build a dialogue of consensus from society to technology, a unified

consensus system is established in the following sections to condense the common important

elements and characteristics of different forms of consensus. Examples and their features of

HBC are also listed in TABLE 5.1.
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5.2 A Generalized Consensus Framework

Despite the diverse forms of consensus spanning from society to technology, commonalities

in the consensus process can be observed, and the essential constraints can be summarized

into three key elements: participants, state, and communication, which are the primary factors

affecting the achievement of consensus. Based on these elements, a generalized consensus

framework is proposed, as illustrated in Figure 5.1, laying the groundwork for a generalized

consensus process. This framework explains that consensus is a transformation process from

a chaotic initial state to a consensus state of significant agreement among participants re-

garding a consensus object, facilitated by an implicit or explicit consensus mechanism that

depends on information exchange through communication networks. Essentially, the consen-

sus process relies on participants utilizing the communication network to interact effectively

and exchange information. The participants’ characteristics (cognition and integrity), the

communication network conditions, and the consensus state requirements largely determine

the feasibility and method of achieving consensus. Therefore, clarifying these three elements

is essential before establishing or selecting any specific consensus mechanism. Here, these

three elements and their impact on the consensus system are explained in detail.
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5.2.1 Participants

Participants are the entities involved in the consensus process, acting as carriers of consensus.

They can be human individuals, computational nodes, autonomous agents, or hybrid entities.

The cognitive features of participants, along with their honesty, significantly influence the

intricacy of the consensus process. The following subsections will explore them in detail and

compare them across different types of consensus, as summarized in TABLE 5.2.

Cognitive Ability

Cognitive ability is an anthropomorphic expression of the consensus participants’ ability to

receive, understand, evaluate and transmit information and to make decisions based on re-

ceived information in the consensus process. It is also strongly influenced by participants’

openness to external assistance and sensitivity to environmental impacts. For a machine sys-

tem, cognitive ability can refer to the capability to receive and process information, such as

signal acquisition (e.g., sensor inputs) and data evaluation (computational analysis). For in-

stance, each node aggregates and evaluates data from multiple sources, determines potential

consensus targets, and adjusts its decision logic based on detection and inference processes.

The cognitive abilities of participants significantly influence the complexity of the consen-

sus process by introducing more intricate decision-making factors. For example, in human

voting-based consensus, participants can employ tactical voting to conceal their true prefer-

ences in order to achieve a collective voting outcome that is closer to their own inclinations.

Here, MC is further categorized based on the cognitive abilities of the participants into

two types: Ordinary Machine Consensus (OMC) and Advanced Machine Consensus (AMC).

OMC includes consensus systems with low cognitive abilities, such as DFT and blockchain

consensus algorithms, which typically offer simpler functionality focused on read-write con-

sistency. AMC includes consensus systems with relatively high cognitive abilities, such as

MAS consensus systems, particularly those involving intelligent agents. The cognitive abili-

ties of agents in AMC rely on their level of intelligence but are generally higher than OMC

due to their advanced functions, such as AI-enhanced sensing and complex decision-making.

Generally, humans, as participants, show high cognitive abilities. The cognitive abilities of

different consensus types are listed in TABLE 5.2.

Cognitive Differences

Cognitive abilities are relative to individual participants’ measurement standards. Since con-

sensus must be processed within clusters, the diversity in how participants process, respond

to, and interpret information serve as a critical collective metric because eliminating cognitive
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disparities towards consensus objects within these clusters is the primary goal of consensus.

This metric is named as cognitive differences. Cognitive differences are influenced not only

by the levels of participants’ pre-existing knowledge but also by their distinct data-processing

methods, characteristics, and operational modes for handling incoming information. Low

cognitive differences are exemplified by DFT consensus systems, where the majority of nodes

are non-faulty and exhibit highly consistent, programmed reactions to the consensus process.

Conversely, nodes with different behaviours, such as crash nodes and Byzantine nodes, typ-

ically represent a minority and show cognitive inconsistencies. In cases of low cognitive

differences, the priority of the consensus process is to reach an agreement by minimizing

differences among participants regarding the consensus object and tolerating the minority of

inconsistent participants. An illustrative example of high cognitive differences is a project

meeting where participants have different priorities, with some focusing on profit and others

on environmental considerations. These significant cognitive differences can pose substan-

tial challenges to reaching a consensus. In such cases, consensus groups usually require

more centralized decision-making methods, such as majority voting that relies on a central

platform, to achieve consensus.

TABLE 5.2 presents the cognitive consistency comparisons of MC, HC and HBC. In

HC, humans often exhibit high cognitive differences due to varied information processing

and reasoning. HBC similarly tends toward high differences because humans and machines

may prioritize decisions differently. Note that in scenarios involving clearly defined consen-

sus choices, specific instances of HC may sometimes demonstrate moderate cognitive dif-

ferences. Cognitive similarities in consensus can stem from shared consensus backgrounds

within the group, such as culture, shared life experiences, etc. As for OMC, the cognitive dif-

ferences of DFT consensus have been discussed. In most PoX-type blockchain algorithms,

the standards for verifying a transaction between nodes are highly consistent due to the veri-

fication methods being standardized, showing low cognitive differences. AMC featured par-

ticipants with higher levels of intelligence (such as intelligent agents) than those in MC but

generally lower than humans in HC. In such systems, cognitive differences depend on the

uniformity of participants’ design features. For instance, if the same or similar algorithms

are applied to identical agents, then their cognitive differences are low. However, due to

the potential difference in agent systems and the varying designs of their operational mech-

anisms, diversities in cognition about the consensus object can arise. Therefore, overall, the

cognitive differences in AMC are considered to be moderate to high.
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Honesty

The consensus process involves information exchange among participants, where not only

cognitive differences but also the integrity of participants significantly impact the outcome.

Given that honesty assumptions vary widely across different scenarios, honesty is specifically

addressed within the context of explicit mechanism examples. Conclusive comparisons are

listed in TABLE 5.2, while detail analysis are as follows. The BFT algorithm tolerates a

limited number of dishonest nodes by allowing some malicious behaviour. In contrast, the

CFT algorithm assumes nodes may fail (crash) but do not act maliciously, implying overall

honesty, even among failed nodes. In PoX blockchain consensus mechanisms, nodes are gen-

erally considered unreliable. However, these algorithms use incentives to encourage honesty

and limit dishonest behaviour, making their honesty conditional. In HC and HBC systems

involving humans, honesty is unpredictable due to strategic and complex thinking, such as

tactical voting. In AMC and HBC, the assumption of intelligent agents may be defined case

by case and waiting for further research. Therefore, honesty is not assumed in Table 5.2.

5.2.2 State

States represent the level of agreement in the consensus process, marking the transition from

an initial state of disparity to a consensus state of agreement. These states are fundamental

and universally applicable across all forms of consensus. The initial state can range from

a set of clear preferences (e.g., agree/disagree, choosing among multiple options) to being

entirely unclear and lacking a definite direction (e.g., in iterative or convergent consensus).

For consensus state, different consensus systems have varying criteria around the consistency

requirement. Common consensus states may include agreement on a single value, multi-

ple valid values, or even a range of values. In addition to the state of the consensus object,

the degree of consistency can also vary. The agreement could involve all participants, only

non-faulty participants, a majority of participants, or even just key participants. Time re-

quirements are also considered as a dimension of the consensus state, including whether the

consensus process is a one-time event or continuous and whether there are specific time series

requirements. Additionally, some consensus algorithms define strong and weak consistency.

Strong consistency requires all participants to have the same view simultaneously, while weak

consistency allows temporary discrepancies but ensures eventual convergence [7]. Moreover,

in certain cases, consensus is designed to be achieved with a very high probability [13]. Ta-

ble 5.3 illustrates the common initial state and consensus state of the process.

The consensus process, which converges from an initial state of disorder to a state of

unanimity, can be viewed as a process of entropy reduction. The message transmission and
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decision-making in the consensus process all contribute to this entropy reduction. This state

transition process can occur through explicit methods, such as thoughtful negotiations or

structured decision-making procedures. Often, these explicit processes are accompanied by

well-defined consensus mechanisms, such as voting, DFT algorithms, or blockchain consen-

sus algorithms. Alternatively, the process can occur through implicit methods, which evolve

gradually from a shared culture or a tacit understanding of group behaviour without clear

coordination.

Table 5.3: Initial state and consensus state

Category Details

Initial state Binary choice / Multiple choice
Open proposal

Consensus state Strong consistency / Weak consistency
Single value / Multivalue / Range
All the good nodes / All the nodes reach consistency
Consensus in majority / Critical members
Single consensus / Continuous consensus
Time series requirement
Deterministic / Probabilistic consensus

5.2.3 Communication

According to the state transition idea of consensus, information exchange is essential for

establishing agreement among participants. Only through communication can participants

interact and eliminate cognitive differences. Communication here refers to the means and

channels through which participants exchange information during the consensus process. The

environment of the communication network is subject to objective scene restrictions and can

also be crafted during the consensus process to create more favorable channels for consensus.

The mode of communication can significantly impact the feasibility, speed, consistency, and

even the outcome of consensus formation.

Communication Across Different Consensus Types

In the process of HC, communication often relies on language interaction or the use of in-

formational platforms. Some of these communication methods are straightforward and trans-

parent, such as real-time messaging through person-to-person oral communication or mod-

ern digital channels like texting or online chatting. However, communication can also occur
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through more complex and layered means, such as public media, culture expressions and arts.

They convey messages for broader consensus in subtler and often more profound ways.

Furthermore, the integration of humans and intelligent machines in HBC introduces ad-

ditional communication challenges. In addition to establishing a strong communication net-

work infrastructure, this hybrid interaction also requires human-machine interaction technol-

ogy to assist communication. For example, natural language processing enables the compre-

hension and generation of human language, facilitating seamless textual interactions. Speech

recognition and synthesis technologies support verbal communication, allowing for natural

and intuitive exchanges. Additionally, tactile feedback mechanisms provide a tangible di-

mension to interactions, enhancing the physical and sensory experience [19].

Table 5.4: Communication assumptions overview

Category Assumptions

Timing Synchronous/Asynchronous

Network Structure Centralized/Distributed; Fully/Partially connected

Communication Mode HC: Verbal/Non-verbal communication
MC: Signal/Data transmission

Communication Assumptions

Here, some assumptions of communication are listed in TABLE 5.4. Under the timing as-

sumption, synchronous communication among machines bears resemblance to live workshop

discussion, where all the participants knows when the discussion starts and ends by the an-

nouncement of the chair. This entails the transmission of messages within predefined tempo-

ral constraints universally acknowledged by all participants. Put differently, each participant

has a synchronized global time, enabling discernment that if a message remains undelivered

within a specified time frame, it has not been dispatched at all. Conversely, in asynchronous

scenarios, communication parallels distant individuals employing foot messengers, where the

transmission may be delayed. Consequently, recipients are unable to distinguish whether the

delay is attributable to the messenger’s departure or the absence of a messenger.

The network structure of communication can both impose limitations and aid in form-

ing consensus. For example, a fully connected topology facilitates the transfer of messages

among participants, while a poorly connected structure may cause message blockages or sin-

gular channels for some participants, reducing the reachability of consensus messages. On

the other hand, if the communication network architecture is highly centralized, it results

in consensus messages being predominantly controlled by a central entity. For example, in
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wireless communication, a centralized approach entails nodes transmitting their information

to a central control station. This central station is responsible for making final decisions and

sending instructions back for execution. Examples can also be found in HC, such as tradi-

tional news dissemination, which relies on public media. Although the centralized method

often has higher consensus efficiency, the overall consensus outcome more significantly relies

on the central entity, and this influence can be either positive or negative.

While the communication network builds a backbone, the communication mode decides

how communication happens. Examples are retransmission mode and non-retransmission

mode according to the Quality of Service (QoS) based on the inherent communication frame-

work. Another example is granted communication requires explicit permission for entities to

interact within a system, enhancing security, while non-granted communication allows open

interaction without prior authorization, prioritizing ease of access and convenience.

5.2.4 The Consensus Process

Based on the proposed consensus three key elements, a perspective on the definition of the

consensus process is proposed in Remark 9.

Remark 9. The consensus process involves overcoming cognitive differences and dishon-

esty among participants, transitioning their cognition of the consensus object from chaos to

significant agreement. Fundamentally, it aims to eliminate or reduce cognitive differences

among members regarding the consensus object.

Remark 9 is motivated by the fundamental need for consensus, which arises when partic-

ipants have differing or unclear understandings of the consensus object. As discussed in Sec.

5.2.1, participants with significant cognitive differences face greater challenges in achieving

consensus. Furthermore, participant dishonesty can negatively impact the dissemination of

messages that facilitate consensus, thereby impeding the consensus process and introducing

uncertainty. The primary objective of a consensus process is to eliminate or reduce cognitive

differences and dishonesty among participants, guiding their cognition of the consensus ob-

ject from disorder to significant agreement. This definition is exploratory and may reveal its

incompleteness in future research. Nevertheless, it is hoped that this viewpoint can inspire

research on consensus across various domains.

5.3 Consensus Strategies

Typical examples of strategies in established consensus systems are presented here to demon-

strate how these primary obstacles are overcome.
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5.3.1 Strategy Examples of Overcoming Cognitive Differences

Identifying cognitive differences among participants in a consensus system can help in select-

ing more suitable consensus strategies. For example, in systems where participants share a

clear, unified task orientation and operate within a limited set of actions, consensus can typi-

cally be achieved by synchronizing trusted information. For instance, in DFT and blockchain

consensus mechanisms to ensure that a consensus value, based on single input consensus,

is either accepted or rejected by a sufficient number of participants. For example, in CFT,

a request is processed depending on whether it receives adequate support from nodes. In

blockchain, the longest chain rule decides which chain is confirmed. However, in scenarios

involving an open consensus object that participants might hold significantly different values,

participants often need to change information iteratively to converge either to a single value

or to values within an acceptable margin. In systems with greater cognitive difference, a more

open and multidimensional decision space may require deliberate convergence mechanisms

over multiple rounds. For instance, an consensus approach in [157] uses AI mediation to

iteratively generate “group statements,” helping participants converge on shared perspectives

while incorporating both majority and minority views.

5.3.2 Strategy Examples of Overcoming Dishonesty

Honesty assessment of nodes in a consensus system is a crucial factor in selecting and es-

tablishing an appropriate consensus method. For example, in a DFT consensus system, if all

nodes are assumed to be non-malicious (no dishonest nodes), a CFT algorithm can be used,

which each quorum has 𝑓 +1 ( 𝑓 = 𝑛
2 ) such that at least one node is correct and it is responsible

for reducing the cognitive inconsistency. However, if the system is expected to include mali-

cious (Byzantine) nodes, a BFT consensus is necessary, requiring 2 𝑓 +1 nodes ( 𝑓 = 𝑛
3 ) so that

the number of honest nodes ( 𝑓 + 1) is always at least one more than the potential Byzantine

nodes (up to 𝑓 ). The quorum threshold design in protocols ensures that there are enough hon-

est nodes to outweigh any dishonest ones (Byzantine nodes), allowing participants to identify

and rely on information from honest nodes to resolve cognitive differences. This example

illustrates how the honesty conditions of the system can increase the complexity of reaching

a consensus, requiring different strategies.

Some other examples of blockchain consensus are provided to display their strategies to

overcome dishonesty. In terms of mitigating the dishonesty of participants, public key cryp-

tography could be used to authenticate the identity of participants and constrain the ability

to act as someone else. Reliable broadcast [32] can force a sender to tell the same story

to everyone. Typically, blockchain consensus generally uses digital signature (public key
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cryptography) to guarantee that every participant cannot pretend to be another node.

In token-integrated blockchain, token-based consensus might be used, including PoS and

PoW. In these consensus, token are used as the incentives for reaching consensus. In PoW,

miners compete to solve a complex math problem for the reward token, the winner’s block

will be validated and accepted. In PoS, the more token a participant holds, the more likely

it could be selected to validate a block. Because a stake holder tend to increase its money

rather than losing value, including its stake and the price of its stake in the whole system,

stake-holders are more likely to maintain the system honestly.

5.4 Conclusion

This chapter compares and analyses consensus mechanisms across technological and social

science domains, establishing a unified consensus framework. This framework, derived from

a broad perspective on consensus, incorporates three core elements: the participants as carri-

ers, the state transitions in the consensus process, and communication serving as the connect-

ing bridge. This consensus framework contributes to a more comprehensive understanding

of consensus and proposes a systematic approach to evaluate and integrate consensus mech-

anisms in different contexts. Based on this framework, the nature of the consensus process

is concluded as eliminating cognitive differences among participants. The consensus frame-

work and definition proposed in this paper aim to promote consensus mechanisms to adapt to

complex and dynamic real-world scenarios and transcend traditional limitations.

The consensus framework introduced in this chapter provides a structured basis for cross-

domain analysis, but further research is needed to operationalise and evaluate it. Promising

directions include the formal modelling of state transitions and these dynamics under vary-

ing participant behaviours and communication conditions. In addition, classical consensus

protocols can be embedded into the framework as case studies, and new protocols may be

proposed that are specifically tailored to its structure. Statistical analysis of synthetic or real-

world data can further support the calibration of model parameters and the validation of the

framework’s generality. These extensions would move the framework from a purely con-

ceptual construct toward a practical foundation for systematic modelling and simulation of

consensus phenomena.



Chapter 6

Conclusion and Future Trend

6.1 Conclusion

This thesis presented a comprehensive and multi-dimensional study of consensus, motivated

by the increasing convergence of human and machine decision-making in decentralized and

intelligent systems. Addressing the limitations of existing models that typically focus either

on fault-tolerant machine coordination or human-centric governance, this work bridges the

gap through a unified investigation of three interconnected aspects: probabilistic consensus in

distributed systems, DAO voting as a decentralized governance mechanism, and a conceptual

framework unifying human and machine consensus.

The first part of the thesis developed a probabilistic model for distributed fault-tolerant

consensus under uncertainty. Unlike conventional deterministic models, this approach treats

node reliability as a stochastic variable, allowing consensus outcomes to be classified into

safe, risky, and compromised states. A new construct, the reliability quorum, was introduced

to support adaptive consensus design based on desired reliability thresholds. This framework

enables fine-grained control over fault tolerance and provides analytical tools for system-level

reliability estimation and optimization.

The second part examined decentralized consensus in human-driven systems, using DAO

voting as a representative example. In contrast to deterministic coordination among ma-

chines, DAO voting involves voluntary participation, varied voting power, and flexible ap-

proval conditions. To evaluate this, the thesis introduced the DAO governance triangle and

the SEED framework, capturing four critical performance dimensions: Security, Efficiency,

Effectiveness, and Decentralization. Building upon this, a quantitative stochastic model was

proposed, leading to the formulation of metrics such as the Consistency Rate and Decentral-

ization Coefficient. Simulation-based evaluations further revealed how voting rules, power

concentration, and participation behaviour affect overall governance outcomes.

113
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The final part of the thesis proposed a unifying abstraction of the consensus process, ap-

plicable across human, machine, and hybrid systems. This framework identifies three core

components of any consensus scenario: participants, communication, and state. By framing

consensus as a process of entropy reduction, where system-wide divergence is gradually re-

solved into coherent agreement. It offers a cross-domain analytical lens to compare, interpret,

and design consensus mechanisms. The framework also distinguishes among three forms of

consensus, including human, machine, and human-machine hybrid, and offers guiding prin-

ciples suited to each context.

Together, these contributions provide a theoretical and practical foundation for under-

standing and designing consensus mechanisms that are resilient, scalable, and trustworthy

across diverse application domains. The models and frameworks developed in this thesis are

especially relevant in the context of Web3 ecosystems, decentralized governance, and emerg-

ing intelligent systems, offering guidance for future research and system implementation in

increasingly heterogeneous and decentralized environments.

6.2 Future Trends

6.2.1 Extension of Current Researches

This thesis lays the groundwork for understanding consensus across various aspects. Building

on this foundation, several directions emerge for future exploration.

• How does network topology impact the performance of distributed consensus?
How should consensus mechanisms be adapted to match different topological
structures? Most consensus models assume uniform communication or global reli-

ability knowledge. In contrast, real-world systems often operate over heterogeneous or

dynamically changing networks. Mobile agents, unreliable links, and partial visibility

all affect consensus performance. A promising extension involves studying how topo-

logical properties, such as graph connectivity, clustering, and trust propagation, affect

convergence, delay, and fault resilience.

• Can consensus mechanisms support open-ended and multi-dimensional decision
processes rather than fixed-value agreement? Most existing consensus protocols

are designed to reach agreement on a single, predefined value or system state, such as

a transaction log or a binary choice. However, many real-world settings, especially in

decentralized governance, collaborative planning, or policy negotiation, involve com-

plex issues that evolve over time and cannot be reduced to a single decision point. In
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these cases, the goal of consensus shifts from final agreement to ongoing alignment of

diverse preferences and iterative coordination. Future research could explore models

that allow partial agreement, adaptive quorum rules, or continuous deliberation, while

still preserving coherence and stability across the system.

• Can the Decentralization Coefficient be generalized to complex governance de-
signs? The Decentralization Coefficient introduced in this thesis captures control con-

centration in token-based DAO voting systems. However, DAO governance increas-

ingly involves mechanisms such as vote delegation [156], time-based token vesting,

and reputation scoring [158]. Extending the coefficient to reflect multi-layered influ-

ence or dynamic control may require graph-based or agent-based modelling. Future

studies could also evaluate how proposed anti-centralization mechanisms affect decen-

tralization over time.

• How should consensus mechanisms evolve in the presence of intelligent auton-
omy? The probabilistic model of distributed fault-tolerance consensus developed in

this thesis effectively addresses uncertainty in static, homogeneous machine networks.

However, as nodes acquire autonomous capabilities and adaptive learning behaviours,

the assumptions underlying traditional consensus mechanisms begin to break down.

Intelligent agents may exhibit evolving strategies, heterogeneous utility functions, or

non-stationary risk profiles. These characteristics challenge existing convergence guar-

antees and suggest the need for consensus protocols that accommodate behavioural dy-

namics. Future research could integrate stochastic game theory, adaptive learning, and

belief update mechanisms to support strategic negotiation and stability under uncer-

tainty.

• What consensus paradigms are suitable for supporting human-machine collec-
tives in the era of AI? The integration of intelligent machines into collective decision-

making introduces new requirements for consensus design. In human-machine col-

lectives, the distribution of authority, interpretation of social norms, and resolution of

role ambiguity become critical. Unlike conventional distributed systems, these set-

tings involve cognitive, ethical, and temporal asymmetries between agents. Future

systems may require hybrid architectures incorporating hierarchical delegation, partic-

ipatory control, or semantic alignment layers that mediate between human intuition and

machine optimization. Research into explainable AI and social computing may offer

essential tools for bridging this gap.

• How can distributed consensus contribute to building trust in distributed systems?
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A core motivation behind distributed consensus is to enable coordination without cen-

tralized control. Beyond achieving agreement, consensus mechanisms can also serve

as a structural foundation for establishing trust among participants. By providing ver-

ifiable, tamper-resistant, and collectively validated decision outcomes, decentralized

consensus can reduce reliance on individual entities and mitigate risks stemming from

misbehaviour or failure. Future research should explore how consensus protocols can

be designed not only for correctness and fault tolerance, but also as trust-generating

infrastructures, supporting transparency, accountability, and long-term cooperation in

decentralized environments.

6.2.2 Promising Future Direction

How AI Will Affect Consensus

AI represents a transformative force that extends advanced intelligence to machine groups,

fundamentally redefining the nature of machine consensus. While traditional machine con-

sensus primarily focuses on fundamental tasks like information synchronization, state consis-

tency, and fault-tolerant data verification, the advent of high-intelligence agents introduces a

new paradigm. Consensus among these intelligent agents significantly elevates the demands

on decision-making, moving beyond simple agreement to complex collective intelligence.

Each intelligent agent may exhibit distinct learning strategies, diverse risk preferences, var-

ied objective functions, and heterogeneous computational capabilities [159]. These inherent

differences can amplify divergences within the machine group, complicating coordination,

potentially leading to local optima, slower convergence, or even deadlocks [160]. Conse-

quently, future consensus mechanisms must transcend basic state replication and data syn-

chronization, evolving to incorporate sophisticated negotiation, bargaining, and belief fusion

processes. This will likely necessitate the adoption of complex game-theoretic approaches,

as well as principles from multi-agent reinforcement learning (MARL) [161] and distributed

optimization, to effectively balance diverse, potentially conflicting interests and optimize re-

source allocation within a dynamic, multi-agent system.

Simultaneously, the profound advancement of AI technology has intensified the critical

need for human-machine consensus. As AI systems gain sufficient intelligence and auton-

omy to collaborate intimately with human operators in critical domains, such as autonomous

driving with human oversight [162], or AI-assisted medical diagnosis [163] [164], new layers

of considerations emerge far beyond fundamental technical aspects. These include design-

ing intuitive and effective human-AI interaction mechanisms, aligning potentially divergent

decision-making priorities between humans and machines, and establishing clear, dynamic
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role and authority allocations. Key challenges here encompass designing transparent and ef-

ficient human-machine collaboration frameworks, which involves integrating insights from

cognitive science and human factors engineering to create interfaces that foster trust and un-

derstanding, enabling humans to comprehend AI’s reasoning and vice versa. Furthermore,

ensuring a balanced and adaptive distribution of authority in critical scenarios requires de-

veloping mechanisms for dynamic delegation of control, where human oversight can be ef-

fectively maintained, and authority can seamlessly shift based on situational awareness, trust

calibration [165], and pre-defined ethical AI principles. Finally, defining responsibilities

and clear boundaries among multiple human and AI decision-making entities necessitates

addressing complex ethical, legal, and accountability questions, ensuring clear lines of re-

sponsibility for collective actions and establishing robust fallback mechanisms in cases of

disagreement or failure [166].

To facilitate such sophisticated cooperative consensus, whether purely among machines

or in human-machine collectives, the establishment of robust and dynamic trust mechanisms

is paramount. A fundamental challenge is ensuring that AI’s decisions are not only reliable

and robust but also transparent, explainable, and comprehensible to all participants [167],

particularly as AI agents assume increasingly central roles in distributed decision-making.

Enhancing explainability in AI decision-making, including methods like post-hoc explana-

tions [168], and interpretable models [169], is therefore a critical research direction. For

consensus specifically, the challenge extends to explaining collective decisions and ensuring

consistency in explanations across heterogeneous agents. Additionally, trust fundamentally

depends on the predictability and consistency of both human and AI participants in adhering

to established agreements and exhibiting expected behaviours. This necessitates develop-

ing robust mechanisms for behavioural modelling and ensuring adherence to agreed-upon

protocols. To mitigate risks associated with malicious, unreliable, or uncooperative actions

(whether intentional or emergent due to AI’s unpredictable nature), various regulatory and in-

centive mechanisms can be explored. These include designing sophisticated game-theoretic

models for incentive and punishment systems to encourage cooperative behaviour and pe-

nalize deviation, tailored to the unique learning and objective functions of AI agents [170].

Furthermore, developing dynamic, verifiable reputation and credit scoring models that track

the performance and trustworthiness of individual AI agents and human participants over

time can influence their participation and authority in future consensus processes [171]. Fi-

nally, leveraging advancements in distributed ledger technologies like blockchain can en-

hance data integrity, ensure immutable transaction traceability, and provide verifiable cre-

dentials for AI agents, thereby significantly reducing concerns about data manipulation and

information asymmetry and strengthening mutual trust among all stakeholders in the consen-
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sus process. Ultimately, the integration of AI into distributed consensus opens up vast new

research avenues, demanding interdisciplinary approaches that combine distributed systems

theory, AI, game theory, human-computer interaction, and ethics to build the next generation

of resilient, intelligent, and trustworthy autonomous collective decision-making systems.

Exploring the Potential Influence of Consensus on Future Financial Systems

The evolution of consensus mechanisms holds the potential to fundamentally reshape fu-

ture financial systems, transitioning them from centralized, intermediary-dependent struc-

tures towards more decentralized, efficient, and resilient paradigms. Traditional finance is

characterized by reliance on trusted third parties, slow settlement times, and limited global

accessibility, often leading to high transaction costs and systemic vulnerabilities. Advanced

consensus protocols, particularly those underpinning DLTs, could enable direct, peer-to-peer

transactions and atomic settlement, paving the way for instantaneous cross-border payments,

fractional ownership of illiquid assets, and the seamless creation of tokenized securities [53].

This transformation may necessitate the development of highly efficient and secure consensus

algorithms capable of handling massive transaction volumes and ensuring rapid finality, driv-

ing innovation in areas like DLT-based payment rails, decentralized exchanges (DEXs) [172],

and automated market makers (AMMs) [173], which rely on consensus for price discovery

and liquidity provision.

Furthermore, consensus mechanisms are poised to play a pivotal role in potentially en-

hancing the overall resilience and stability of financial systems by mitigating centralized

points of failure and increasing transparency. By providing a shared, immutable, and au-

ditable record of transactions, distributed consensus could significantly reduce fraud, im-

prove regulatory oversight, and streamline reconciliation processes, thereby bolstering trust

and potentially reducing operational risks across the financial ecosystem [174]. In decentral-

ized finance (DeFi), robust consensus is critical for the functioning of decentralized lending

and borrowing platforms, ensuring the integrity of collateralization mechanisms and the ex-

ecution of complex financial primitives like flash loans [175]. During periods of financial

stress or crisis, distributed ledgers, secured by advanced consensus, might offer a real-time,

shared source of truth for clearing and settlement, potentially enabling more effective crisis

management and faster recovery compared to fragmented, opaque legacy systems [176].

The profound potential influence of consensus on future financial systems may also ne-

cessitate a re-evaluation of existing regulatory and institutional frameworks. Regulators could

face the challenge of adapting to decentralized, borderless financial activities, requiring the

development of new approaches to digital asset regulation, consumer protection, and anti-

money laundering compliance within a distributed context [177]. Concurrently, the inte-
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gration of DLT-based financial infrastructure with traditional finance may require the estab-

lishment of interoperability standards, the exploration of Central Bank Digital Currencies

(CBDCs) based on consensus protocols [178], and the development of institutional-grade

DeFi solutions. Addressing new forms of financial crime and market manipulation, such

as front-running in DEXs or oracle manipulation, will also become critical research areas,

demanding novel detection and mitigation strategies rooted in the principles of decentral-

ized consensus and cryptoeconomics [179]. Ultimately, the future of finance is likely to be

deeply intertwined with the advancements in consensus, requiring unprecedented collabora-

tion among technologists, economists, legal experts, and regulators to construct a potentially

more efficient, inclusive, and resilient global financial architecture.



Appendix A

Derivation of Theorems

A.1 Proof of function 𝐺count

We express the probability that 𝑀𝑝 reliable nodes are alive in the prepare phase and 𝑀𝑐 in

the commit phase as 𝐺count(𝑀𝑝 = 𝑚𝑝, 𝑀𝑐 = 𝑚𝑐, 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) under E𝑅2. Using PBFT as an

example, we show the calculation of 𝐺count.

With a reliable primary node, consensus passes the pre-prepare phase. For the prepare

and commit phases, nodes exchange messages to verify consensus validity. Each reliable

node must receive at least 𝑄𝑟 = 𝑞 identical valid messages. The next received message is

denoted as 𝑋 , where receiving a valid or invalid message is represented by 𝑋 = {1,0}.
The probability of a reliable node receiving a valid or invalid message after receiving 𝑢

valid and 𝑣 invalid messages is

𝑃(𝑋 = 1) = 𝑛− 𝑓 −𝑢−1
(𝑛− 𝑓 −𝑢−1) + ( 𝑓 − 𝑣)𝑝𝑠

,

𝑃(𝑋 = 0) = ( 𝑓 − 𝑣)𝑝𝑠
(𝑛− 𝑓 −𝑢−1) + ( 𝑓 − 𝑣)𝑝𝑠

,

(A.1)

where 𝑝𝑠 is the fixed probability that a Byzantine node sends an invalid message. The prob-

ability of a reliable node receiving 𝑢 valid and 𝑣 invalid messages is given by

𝑃𝑟𝑒𝑐 (𝑢, 𝑣) = 𝑃(𝑋 = 1)𝑃𝑟𝑒𝑐 (𝑢−1, 𝑣) +𝑃(𝑋 = 0)𝑃𝑟𝑒𝑐 (𝑢, 𝑣−1), (A.2)

where 𝑢 ∈ {1, ..., 𝑛− 𝑓 −1}, 𝑣 ∈ {0, ..., 𝑓 }, 𝑃𝑟𝑒𝑐 (1,0) = 1.

A reliable replica node must receive at least 𝑞−2 valid messages (including its own and

the primary node’s), while a reliable primary node requires at least 𝑞 − 1 valid messages
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before accumulating 𝑞 invalid messages, leading to

𝑃𝑜 =

𝑞−1∑
𝑣=0

𝑃𝑟𝑒𝑐 (𝑞−1, 𝑣)

𝑞−1∑
𝑣=0

𝑃𝑟𝑒𝑐 (𝑞−1, 𝑣) +
𝑞−2∑
𝑢=0

𝑃𝑟𝑒𝑐 (𝑢, 𝑞)
, (A.3)

𝑃𝑟 =

𝑞−1∑
𝑣=0

𝑃𝑟𝑒𝑐 (𝑞−2, 𝑣)

𝑞−1∑
𝑣=0

𝑃𝑟𝑒𝑐 (𝑞−2, 𝑣) +
𝑞−3∑
𝑢=0

𝑃𝑟𝑒𝑐 (𝑢, 𝑞)
. (A.4)

In the commit phase, all nodes require at least 𝑞−1 messages (excluding their own). The

probability of passing the commit phase follows the same expression as (A.3). The final

expression for 𝐺count is

𝐺count(𝑀𝑝 = 𝑚𝑝, 𝑀𝑐 = 𝑚𝑐, 𝐹 = 𝑓 ,𝑄𝑟 = 𝑞) =
𝑛− 𝑓∑

𝑚𝑝=⌊ 𝑛
2 ⌋+1

𝑚𝑝∑
𝑚𝑐=⌊ 𝑛

2 ⌋+1
𝑃𝑝𝑟𝑒 (𝑚𝑝)𝑃𝑐𝑜𝑚 (𝑚𝑝,𝑚𝑐),

(A.5)

where

𝑃𝑝𝑟𝑒 (𝑚𝑝) = 𝑃𝑜𝑃
𝑚𝑝−1
𝑟 (1−𝑃𝑟)𝑛− 𝑓−𝑚𝑝 + (1−𝑃𝑜)𝑃

𝑚𝑝

𝑟 (1−𝑃𝑟)𝑛− 𝑓−𝑚𝑝−1, (A.6)

and

𝑃𝑐𝑜𝑚 (𝑚𝑝,𝑚𝑐) = 𝑃𝑚𝑐
𝑜 (1−𝑃𝑜)𝑚𝑝−𝑚𝑐 . (A.7)

A.2 Proof of Theorem 1

To prove Theorem 1, we use equations denoted as 𝑃𝑝𝑝 (𝑎, 𝑏), 𝑃𝑝 (𝑎, 𝑏), 𝑃𝑐 (𝑎, 𝑏) to calcu-

late the probability of success of 𝑝𝑟𝑒 − 𝑝𝑟𝑒𝑝𝑎𝑟𝑒 phase, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒 phase and 𝑐𝑜𝑚𝑚𝑖𝑡 phase

separately by giving the number of successful nodes 𝑎 before entering the phase and 𝑏 after

completing the phase. Similarly, the rate of failed nodes in a certain number is calculated in

𝑃𝑛𝑜𝑑𝑒 (𝑎, 𝑏) where 𝑎 denotes the total number of nodes while 𝑏 is the number of non-faulty

nodes. According to the communication principle shown in Fig. 3.3 and the assumption

of node failure, it is easy to apply binomial distribution method to calculate 𝑃𝑝𝑝 (𝑎, 𝑏) and

𝑃𝑛𝑜𝑑𝑒 (𝑎, 𝑏) by equation (3.26) and equation (3.25). As for 𝑃𝑝 (𝑎, 𝑏) and 𝑃𝑐 (𝑎, 𝑏), the proba-

bility of success of each node should be calculated according to 𝑃𝑙 first since the number of

broadcast messages each node receives determines whether it can proceed to the next phase.
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Therefore, by applying binomial distribution with minimum valid messages required, i.e.,

2 𝑓 messages (without itself) from different nodes, we have equation (3.29) to calculate the

probability of success of each node in 𝑝𝑟𝑒𝑝𝑎𝑟𝑒 and 𝑐𝑜𝑚𝑚𝑖𝑡 phases. With the probability of

success for each node calculated in 𝑝𝑟𝑒𝑝𝑎𝑟𝑒 and 𝑐𝑜𝑚𝑚𝑖𝑡 phase, equation (3.28) and equa-

tion (3.27) for 𝑃𝑝 (𝑎, 𝑏) and 𝑃𝑐 (𝑎, 𝑏) can be regarded as node failure calculation by using

binomial distribution as in 𝑃𝑛𝑜𝑑𝑒 (𝑎, 𝑏).
To calculate the probability of successful consensus of a complete 𝑃−𝑁 − 𝐿 model with

unknown number of success nodes in each phase, we use intermediate notations to replace

index 𝑎 and 𝑏 in 𝑃𝑝𝑝 (𝑎, 𝑏), 𝑃𝑝 (𝑎, 𝑏), 𝑃𝑐 (𝑎, 𝑏) and 𝑃𝑛𝑜𝑑𝑒 (𝑎, 𝑏). 𝑚 is the number of non-

faulty nodes and 𝑚𝑝𝑝, 𝑚𝑝, 𝑚𝑐 are used to represent the number of success nodes after 𝑝𝑟𝑒−
𝑝𝑟𝑒𝑝𝑎𝑟𝑒 phase, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒 phase and 𝑐𝑜𝑚𝑚𝑖𝑡 phase. Therefore, we obtain the rate to complete

an entire consensus process with a known number of success nodes in each phase as

𝑃𝑃−𝑁−𝐿𝑠𝑢𝑏
=𝑃𝑛𝑜𝑑𝑒 (𝑛,𝑚) ·𝑃𝑝𝑝 (𝑚,𝑚𝑝𝑝)·

𝑃𝑝 (𝑚𝑝𝑝,𝑚𝑝) ·𝑃𝑐 (𝑚𝑝,𝑚𝑐).
(A.8)

The probability of successful consensus of 𝑃−𝑁 − 𝐿 is actually adding all the possible cases

of equation (A.8). To sum up, all the cases that are able to achieve consensus successfully,

we have

𝑃𝑃−𝑁−𝐿 =
𝑛∑︁

𝑚=𝑚𝑝𝑝

𝑛∑︁
𝑚𝑝𝑝=𝑚𝑝

𝑛∑︁
𝑚𝑝=𝑚𝑐

𝑛∑︁
𝑚𝑐=𝑛− 𝑓

𝑃𝑃−𝑁−𝐿𝑠𝑢𝑏
, (A.9)

and the final expansion equation is equation (3.24).

The core idea of the equation (3.24) is that if a node fails, it does not participate in the

rest of the consensus phase. As we know, failed nodes can be divided into two types. One is

caused by node failure, which means the node is unavailable in the entire consensus process,

and the other is caused by link failure since the number of messages a node collects in one

phase cannot support it entering the next phase. Based on this analysis, we can conclude that,

for a successful consensus process, 𝑛 ≥ 𝑚 ≥ 𝑚𝑝𝑝 ≥ 𝑚𝑝 ≥ 𝑚𝑐 ≥ 𝑛− 𝑓 .
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