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Abstract 

This thesis investigates the n-doping reaction mechanism and interfacial 

band bending of charge transport layers (CTLs) in inverted perovskite solar cells 

(PSCs). CTLs, comprising electron transport materials (ETMs) and hole transport 

materials (HTMs), play a crucial role in determining the efficiency of PSCs by 

facilitating efficient charge extraction and transport while minimising 

recombination losses. However, device performance is often hindered by 

challenges such as low intrinsic conductivity of organic ETMs. To address these 

challenges, this work explores the n-type doping in non-fullerene organic ETMs, 

with a focus on improving conductivity and studies self-assembled monolayers 

(SAMs) as HTMs, understanding the influence of fermi levels on high efficiency of 

inverted PSCs.  

 

The study begins by examining functionalized bisflavin (BF) derivatives and 

naphthalenediimide (NDI) derivatives with glycol and alkyl side-chains as non-

fullerene ETMs due to bio-inspired nature and more straightforward synthetic 

process, compared to conventional ETM such as [6,6]-phenyl-C61-butyric acid 

methyl ester (PCBM). Due to inherently lower conductivity of these pristine 

derivatives, n-type doping was performed to enhance the conductivity using the 

dopant to generate free radical, as confirmed through electron paramagnetic 

resonance (EPR) measurements. UV-vis absorption spectroscopy and 

conductivity studies revealed that derivatives with polar glycol side-chains (BFG 

and NDI-G) facilitated faster doping reactions compared to the non-polar alkyl 

counterparts (BFA and NDI-EtHx). This behaviour was attributed to the polarity 

compatibility between the glycol side-chains and the dopant, which promoted 

molecular interactions and enhanced the doping efficiency.  

 

Interestingly, the BF and NDI systems exhibited distinct responses to doping 

effects. While the doped BF derivatives show limited improvement in charge 

transport, the doped NDI derivatives demonstrated significant conductivity 

enhancements. Optimised NDI-G doped materials achieved a conductivity 

exceeding 10-2 S/cm, resulting in improved photovoltaic performance. Density 

functional theory (DFT) calculations explained these observations by highlighting 



the formation of charge transfer complexes (CTCs) with strong binding energies. 

The alignment of energy levels between CTC and neutral molecules was found to 

be critical for effective electron transfer and the generation of free charges. Based 

on these findings, a detailed doping mechanism is proposed in this work.  

 

Additionally, bulk defects such as ion vacancies caused the surface 

recombination in the PSC system, it is necessary to decouple the charge 

accumulation from recombination. In here, we investigate using a novel 

stabilization and pulse (SaP) measurement technique to decouple the ionic 

feature with electronic effect, studying the influence of SAMs on Fermi-level 

alignment in PSCs. SAMs with varying dipole moments (MeO-2PACz, Me-4PACz, 

and 2PACz) were studied, revealing distinct flat ion potentials (Vflat) that affected 

charge extraction efficiency. An optimal Vflat of approximately 0.8 V was identified, 

while higher values were associated with interfacial barriers and reduced 

performance. Supporting evidence from Kelvin probe microscopy (KPFM) and 

time-resolved photoluminescence (TRPL) further confirm this hypothesis.  

 

In summary, this thesis contributes insights into the charge transport and 

recombination through the n-type doping of non-fullerene organic ETMs and the 

interfacial band bending of SAM-based HTMs in inverted PSCs. The findings 

underline the strategic importance the doping mechanism and the critical role of 

interfacial engineering in enhancing photovoltaic performance. These results 

have broader implications for advancing efficient perovskite-based solar 

technologies. 
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Chapter 1. Introduction 

1.1. Overview of Solar Cells 

Nowadays, global electricity generation has been heavily reliant on fossil fuels to 

meet increasing energy demands.1 However, greenhouse gases are produced by burning 

fossil fuels into the atmosphere,2 resulting in environmental challenges such as global 

warming and climate change.3 As a result, renewable energy technologies are becoming 

increasingly important as sustainable alternatives to conventional energy sources, 

offering potential solutions to the environmental crisis.4,5 

 

The sun is an abundant and inexhaustible source of energy, emitting approximately 

4.3x1020 J/hour on the Earth, far exceeding the total anneal energy demand.6  Because of 

its sustainability and eco-friendliness, solar energy has become a key focus in renewable 

energy sources. It can be converted into electricity through the photovoltaic effect in 

solar cells, a phenomenon discovered by Edmond Becquerel in 1800s.7 The creation of 

the first photovoltaic cell in 1883 marked the beginning of continuous advancements in 

solar energy technology.8  

 

Solar cells have evolved significantly over the decades and are broadly categorised 

into three generations. First-generation technologies primarily include monocrystalline 

and polycrystalline silicon (Si), and gallium arsenide (GaAs).9 Second-generation cells 

features thin film technologies, such as amorphous silicon (a-Si), crystalline silicon (c-

Si), copper indium gallium selenide (CIGS), cadmium telluride (CdTe), and cadmium 

sulfide (CdS).10 Third-generation, including perovskite solar cells (PSCs), organic solar 

cells (OSCs), and dye-sensitized solar cells (DSSCs) first reported in 2012,11 197712 and 

199113 respectively, emerged later with significant innovations in thin film deposition and 

the incorporation of nanomaterials.14 Despite these advancements, the silicon-based 

solar cells continues to dominate the market, comprising ~ 90 % of the solar cell 

industry.15 The widespread adoption of third-generation solar technologies remains 

constrained by their performance stability.16 Overcoming these barriers requires focused 

research to improve photovoltaic efficiency, simplify production techniques, and reduce 

associated costs.17  
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1.2. The Emergence of Perovskite Solar Cells 

Perovskite was first discovered by Gustav Rose in 1939 and named after Alekseevich 

Perovski.18 In the 1990s, Mitzi and collaborators explored the optoelectronic properties 

of organic-inorganic perovskites, emphasising their strong excitonic behaviour and 

potential for optoelectronic applications.19,20 Hybrid organic-inorganic perovskites have 

a crystal structure represented by ABX3, as shown in Figure 1.1 (A: monovalent cation 

such as CH3NH3
+, MA+, FA+ or Cs+; B: divalent cation such as Pb2+ or Sn2+and X: halide 

anion such as I-, Br- and Cl-.21 These materials possess unique electronic properties.21,22 

These characteristics have positioned perovskites highly for high-efficiency solar cells. 

Since their breakthrough development in 2013, PSCs have demonstrated remarkable 

progress, making them comparable to traditional silicon-based solar cells, reaching 

power conversion efficiency (PCE) of 26.0 %.23,24 

 

Figure 1.1. Structure of ABX3 perovskites25 

 

1.3. Challenge of Perovskite Solar Cells 

The development of inverted PSCs has been closely tied to advancements in 

electron acceptor materials. Traditionally, fullerene derivatives have been the preferred 

choices as electron transport material (ETM) due to their electron transport capabilities 

and compatibility with various organic solvents.26–29 However, their low intrinsic 

conductivity and complex synthesis have driven research into non-fullerene 

alternatives.30,31 Despite their versatility, organic semiconductors generally exhibit lower 

conductivity than inorganic materials due to inefficient charge transport mechanisms. 

Structural disorder in organic semiconductors further hinder performance. To address 

these challenges, molecular doping has been developed as a strategy to boost the 

conductivity of organic materials, improving their effectiveness in optoelectronic 

applications. 
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Beyond material selection, interfacial engineering is crucial for PSC performance. 

Self-assembled monolayers (SAMs) have been used as hole transport materials (HTMs) 

to improve charge extraction. Due to their dipole moment, SAMs can modify the 

structural energy level, enhancing charge collection and transport. However, the 

relationship between SAMs, energy level alignment, and overall PSC efficiency remains 

incompletely understood, requiring extensive studies of interfacial energy alignment in 

fully functional devices  

 

1.4. Thesis Outline  

This thesis investigates inverted PSCs, focusing on doping strategies and advanced 

charge transport materials: 

⚫ Chapter 2 introduces the foundational principles of PSCs, including their 

structure, operational mechanisms, and role of charge transport layers. 

⚫ Chapter 3 outlines the experimental sections in material and device analysis.  

⚫ Chapter 4 and 5 explore n-type doping of bisflavin and NDI derivatives as ETMs, 

examining how variation in side-chains influence doping reactions, doping 

mechanism, charge transfer, and conductivity.  

⚫ Chapter 6 focuses on the effect of SAMs on the performance of inverted PSCs, 

analysing how interfacial energetic influence device efficiency.  

⚫ Chapter 7 summarises the findings and suggests future direction for the study. 
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Chapter 2. Technical Background 

2.1. Perovskite Solar Cell Structure and Operation 

Perovskite solar cells (PSCs) consist of following components: i) a transparent 

conductive oxide (TCO); ii) charge transport layers); iii) a perovskite layer and iv) a metal 

electrode. The charge transport layers, including electron and hole transport layers (ETL 

and HTL), are essential for efficiency of the devices.1 The ETL and HTL collect and transfer 

electrons and holes from the perovskite layer to the anode and cathode, respectively.1  

 

PSCs are generally fabricated in two distinct configurations, as shown in Figure 2.1: 

the regular and inverted PSCs structures. The regular architecture has achieved 

impressive power conversion efficiencies (PCEs), with reported values as high as to 

25.7%.2,3 Titanium dioxide (TiO₂) or tin oxide (SnO₂) are commonly ETLs in this design, 

while spiro-OMeTAD is often employed as the HTL. However, the hygroscopic nature of 

ionically doped spiro-OMeTAD accelerates device degradation in humid 

environments.43Additionally, high temperature sintering is required to prepare metal 

oxide, which limits the use of polymer and flexible substrates, posing a challenge for the 

broader commercialization of PSC technology.4 

 

 

Figure 2.1. The architecture of a) regular and b) inverted PSCs 

 

In 2024, inverted PSCs achieved a PCE of 26.15%, surpassing the performance of 

regular PSCs for the first time.5 This breakthrough was driven by optimisation through the 

use of 4Cl-BZS ligands (Figure 2.2a) between the perovskite and the ETL (C60). These 

ligands aligned in a planar orientation relative to the perovskite surface, effectively 

reducing surface defect density and minimising the energy misalignment at the interface. 

This strategy enhanced device performance to level comparable to regular PSCs.  
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Figure 2.2. a) Structure of 4Cl-BZS ligand and b) Record of PCEs of inverted and regular 

PSCs6 

 

The working principles of PSCs are illustrated in Figure 2.3. When a PSC absorbs 

photons from incident light, excited electrons in the perovskite layer are transferred from 

the valence band to the conduction band, resulting in the generation of excitons. Due to 

the material's high exciton diffusion length and low binding energy, these excitons can 

dissociate into free charge carriers. The electrons and holes are transported through the 

ETL and HTL to the anode and cathode, respectively. This charge separation generates an 

electric current, ultimately producing electricity.7,8 

 

Figure 2.3. Working principle of in inverted PSC 
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The performance of PSCs is primarily evaluated by three key parameters: open-

circuit voltage (Voc), short-circuit current density (Jsc), and fill factor (FF). These 

parameters are used to calculate the PCE, which measures the effectiveness of the solar 

cell. Figure 2.4 depicts typical current-voltage (J-V) characteristic for solar cells.  

 

Figure 2.4. Typical J-V characteristic of photovoltaic device 

 

 The Voc represents the maximum voltage that a solar cell can deliver when no 

current flows through the external circuit. In PSCs, Voc is influenced by the level of non-

radiative recombination within the device. It is determined by the quasi-Fermi level 

splitting (QFLS) divided by the elementary charge of devices.9 The Jsc corresponds to the 

current density at zero voltage when the external circuit is short. Jsc is primarily dictated 

by the optical properties of the solar cells, including light absorption and reflection 

characteristics of the material. The FF is the ratio of the maximum power output to the 

product of Voc and Jsc. It measures the efficiency of charge transport and recombination, 

providing insight into performance losses.10 It reflects the "squareness" of the J-V curve 

and is calculated as following equation.11 The theoretical upper limit for FF is 

approximately 90%.10  

𝐹𝐹 =
𝑃𝑚𝑎𝑥

𝑉𝑜𝑐 × 𝐽𝑠𝑐
=
𝑉𝑚𝑎𝑥 × 𝐽𝑚𝑎𝑥

𝑉𝑜𝑐 × 𝐽𝑠𝑐
 

Where: 

Pmax is the maximum output power. 

Jmax and Vmax are the current and voltage at maximum power, respectively.  
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The PCE represents the overall performance of the solar cell. It is defined as the ratio 

of the maximum power to the input power from the solar simulation.11 

𝑃𝐶𝐸 =
𝑃𝑚𝑎𝑥

𝑃𝑖𝑛
=
𝑉𝑚𝑎𝑥 × 𝐽𝑚𝑎𝑥

𝑃𝑖𝑛
=
𝑉𝑜𝑐 × 𝐽𝑠𝑐 × 𝐹𝐹

𝑃𝑖𝑛
 

Where: 

Pin is the incident power. 

 

 In general, the presence of mobile ions in hybrid perovskite semiconductors causes 

the performance of PSCs to fluctuate over time in response to changes in operating 

conditions. This phenomenon, known as hysteresis, implies that the conventional diode 

equivalent circuit model, widely used to describe other solar cell applications, is not 

suitable to applied for PSCs. D. Moia et al. proposed that the interfaces in PSCs behave 

similarly to bipolar transistors, where electronic energy barriers for charge injection and 

recombination are dynamically modulated by the accumulation or depletion of ionic 

charge at the interfaces, as illustrated in Figure 2.5. In this model, Rion represents an 

equivalent series resistance associated with ion migration, further influencing charge 

transport and recombination dynamics in PSCs.12 

 

Figure 2.5. Device circuit models of a) bipolar transistor, VC, VB and VE represent to the 

electrical potentials on collector, base and emitter terminals, respectively; and b) 

perovskite solar cell12 
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2.2. Compositional Flexibility of Perovskite Materials  

 The compositional modification of perovskite materials enables the fabrication of 

stable devices with enhanced optoelectronic properties.13 Mono-cation perovskite 

composition currently exhibited thermal and structural instability to motivate the 

development of multiple halide composition to achieve excellent performance.13 The 

energy levels of perovskite materials depend mainly on the cation B and the anion X.13 

The bandgap and optoelectronic properties of the perovskite depend on the valence 

band edge, which originates from the anti-bonding coupling between the Pb 6s orbital 

and the I 5p orbital, while the conduction band edge arises from the bonding orbitals of 

Pb 6p and I 5p,14 as illustrated in Figure 2.6. Moreover, cation A play an indirect role by 

influencing the bandgap and the bond angles between cation B and anion X. This effect 

alters the arrangement of the surrounding BX6
4-, promoting a more uniform orbital 

distribution and improved crystal symmetry.15 For example, studies have shown the 

FAPbI3 has a bandgap of 1.45 eV, while MAPbI3 exhibits a slightly larger bandgap of at 1.52 

eV, which is attributed to the smaller size of MA+ cation.16 In contrast, replacing MA+ with 

Cs+ increases the bandgap to 1.73 eV.17  

 

Figure 2.6. Schematic diagram of the formation of bonding and anti-bonding orbitals in 

perovskite due to hybridization of Pb and I atomic orbitals18 

 

Under the light illumination and an applied E-field, mobile charged ions in the 

perovskite can generate vacancies or defects in the crystal structure, leading to 

hysteresis in JV characteristic curves and device degradation. Its migration rate (rm)can 

be evaluated by the equation:15 
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𝑟𝑚 ∝ 𝑒𝑥𝑝
𝐸𝑎
𝑘𝐵𝑇

 

Where: 

 Ea is the activation energy 

 kB is the Boltzmann constant 

 T is the temperature 

 

The migration energy of ionic vacancies depends on the Coulomb interactions of the 

crystal lattice. By introducing cations of varying sizes, the Ea of ion migration can be 

adjusted, which suppresses ionic motion and enhances device stability.  

 

The size mismatch of monovalent cations A introduces localised lattice distortions 

that act as a steric impediment effect to inhibit the ion migration. This effect improves 

device stability by increasing the energy barrier for ion movement. Tan et al. investigated 

the effect of replacing MA+ with acetamidinium (Ace+) and performed DFT calculations to 

simulate iodide ion migration pathways and activation energies within the perovskite 

lattice, as depicted in Figure 2.7.19 The Ea for ion migration in MAPbI3 is 0.40 V, while it 

increases to 0.63 V in Ace0.25MA0.75PbI3. This increase is attributed to the steric hindrance 

induced by the size mismatch between Ace+ (ionic radius: 0.277 nm) and MA+ (ionic 

radius: 0.217 nm), which cause lattice distortions. Their DFT results demonstrated that 

iodide ions follow a more complex, roundabout migration path in Ace0.25MA0.75PbI3 

compared to the straightforward path observed in MAPbI3, as illustrated in Figure 2.7b 

and 2.7d.  
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Figure 2.7. a) Side view and b) top view of the I- migration path for MAPbI3; c) side view 

and d) top view for Ace0.25MA0.75PbI3 perovskite and e) activation energies for iodide ion 

migration in MAPbI3 and Ace0.25MA0.75PbI3 systems, showing the maximum energy states 

associated with the hydrogen bond length between the migrating iodide ion and the 

nearest neighboring hydrogen atom19 

 

 To further validate these findings, temperature dependent conductivity 

measurements were conducted on MAPbI3 and Ace0.25MA0.75PbI3 to obtain the ion 

migration activation energy.19 Activation energy (Ea) can be determined by the equation: 

𝜎(𝑇) =
𝜎0
𝑇
exp⁡(

−𝐸𝑎
𝑘𝑏𝑇

) 

Where: 

σ(T) is the conductivity as a function of temperature 

σ0 is a constant 

 



13 
 

 It found out that Ea proportional to the mismatch in size of A site cation, showing 

increased energy barrier for ion migration of mixed cation perovskites compared to single 

cation perovskite in Figure 2.8.  

 

 

Figure 2.8. Temperature dependent conductivity measurements of the a) MAPbI3 and b) 

Ace0.25MA0.75PbI3 devices 19 

 

2.3. Determination of Device Energetics 

 To assess the energetic alignment with a device, various characterization techniques 

are employed, including X-ray photoelectron spectroscopy (XPS), ultraviolet 

photoelectron spectroscopy (UPS) and kelvin probe force microscopy (KPFM). XPS and 

UPS involve the irradiation of material with photons, leading to the ejection of 

photoelectrons via X-rays and ultraviolet light, respectively. While XPS primarily examines 

core level electrons, UPS focuses on valence band electrons. Both methods are 

instrumental in determining the material’s work function. However, these techniques are 

typically applied to single layers in vacuum conditions, making them highly surface 

sensitive and less representative of the actual conditions within device structure.20,21 

KPFM measures the contact potential difference (CPD) between a sample surface and a 

tip. However, it is surface sensitive and can be influenced by contaminants or surface 

molecules, potentially reducing both accuracy and reproducibility.22 Due to these 

limitations, alternative methods are explored for device energetics analysis. 
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 Due to these measurements being so sensitive they are often done on single layers 

and therefore are not representative of a full working device. To fully probe device 

energetics a recently developed method coined the Stabilise and Pulse (SaP) technique 

can be employed. The SaP utilises rapid voltage pulses to determine the built-in potential 

within a working device.23 This method is effective for studying band offsets in PSCs, 

which directly influence charge extraction efficiency and the electrostatic potential drop 

within the device. The electrostatic potential drop, ∆φPVK, is calculated as:23 

∆𝜑𝑃𝑉𝐾 = 𝑊𝐻𝑇𝐿 −𝑊𝐸𝑇𝐿 

Where: 

 WHTL is the work function of HTL 

 WETL is the work function of ETL 

 

 This technique utilises the accumulation of ionic charge at device interfaces to 

extract flat band condition of the perovskite (Vflat).24 At the equilibrium of short circuit 

conditions (Figure 2.9a), the Fermi level of the ETL, perovskite and HTL are aligned, 

generating an internal electric field within the perovskite layer. Anions and cations drift 

along this electric field, resulting in the accumulation of anions at the ETL/perovskite 

interface and cations at the perovskite/HTL interface (Figure 2.9b). Upon light 

illumination, holes and electrons are generated within the perovskite layer and 

transported to ETL and HTL due to energy alignment. Consequently, the ETL and HTL 

become filled with electrons and holes, respectively. This alters the direction of internal 

electric field in the perovskite layer, causing anions to migrate from ETL/perovskite 

interface to perovskite/HTL interface, and cations to move in opposite side (Figure 2.9c). 

Under open circuit condition with light illumination, the accumulation of anions and 

cations is observed at the interface of perovskite/HTL and ETL/perovskite (Figure 2.9d). 

The Vflat refers to the state at which ions are uniformly distributed throughout the 

perovskite layer during illumination. This is related to the Fermi level difference between 

charge transport layers (HTL and ETL) and is critical for achieving the highest Jsc. This 

approach is particularly valuable for understanding how ion accumulation at the 

interface affects charge extraction and recombination processes.29 A simulation of iodide 

vacancy cation distribution is illustrated in Figure 2.10,23 showing the distribution of 

cations under different stabilising voltages, simulating at short circuit (low stabilisation 
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voltages) and open circuit conditions (high stabilisation voltages). It demonstrates that 

the cations accumulate at the perovskite/HTL interface under short circuit condition, and 

drift toward the ETL/perovskite interface under open circuit conditions upon light 

illumination.  

 

Figure 2.9. Band diagrams of mobile ions of solar cell at a) after contact; b) in 

equilibrium in dark condition; c) after light illumination and d) in equilibrium under light 

illumination25 

 

 

Figure 2.10. Simulation for vacancy density distribution of iodide at the interface 

between a) ETL/perovskite and b) perovskite/HTL (stabilisation voltages between 0 and 

1.5 V)23 
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A major challenge in studying PSC energetics is decoupling ionic and electronic 

effects. Iodide vacancies, with their relatively low activation energy, migrate under an 

applied electric field and alter the devices’ internal electric field distribution.26 Other 

ionic species, such as MA+, typically exhibit slower migration rates26,27 and minimal 

impact due to their lower concentration.28 To isolate ionic effects, SaP measurements 

involve preconditioning the device at a stabilization voltage for a specific duration, 

allowing ionic vacancies to reach a steady-state distribution. A short voltage pulse is then 

applied, enabling charge extraction without significant ionic movement.23,27 This 

approach ensures that ionic positions remain static during the measurement, while 

electronic effects are captured.  

 

2.4. Advancements in Non-Fullerene Organic Electron Transport Materials  

In PSC architecture, the perovskite absorber is typically placed between HTL and ETL. 

The perovskite layer generates charge carriers upon absorbing light, and HTL and ETL are 

responsible for transporting and collecting these carriers at the electrodes.29 Efficient 

transport and extraction are essential for achieving high PCE, making the development of 

suitable charge transport materials for PSCs critical. The goal is to enhance charge 

extraction and minimise recombination losses.30,31 

 

A variety of HTL materials have been reported in PSCs including Spiro-OMeTAD,32 

PTAA,33 PEDOT:PSS34 and SAMs35,36 on their evolution and superior photovoltaic 

performances. However, compared with HTMs, the development of ETMs is still not 

mature enough. Fullerene materials, such as C60 and PCBM, are commonly used as 

organic ETLs in PSCs due to their electron conductivity and solubility in organic solvents 

compatible with solution processing,37–39 reaching up a PCE of 26.15% in 2024.5 

Compared to inorganic ETMs (such as TiO2), fullerene ETMs can be processed using low-

temperature solution method, and exhibit faster photoluminescence decay than TiO2 

between perovskite layer and ETLs, indicating faster charge transfer rate.40,41  

 

Despite being widely explored, fullerene-based ETLs have limitations for long term 

stability. Photo-induced dimerization can occur in fullerene film upon exposure to light 42–

45 resulting in in reduced charge collection efficiency, lower carrier mobility due to 
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energetic traps46–48 and losses in Jsc and FF.49 Fullerene-based ETLs also face challenges 

related to the formation of undesired isomers during synthesis,50 which necessitates 

purification procedures and increases production costs.51–53 For the optoelectronic 

properties, fullerene materials exhibit relatively low conductivity in their pristine form (10-

8 S/cm), which remains less competitive compared to inorganic ETMs such as TiO2 and 

SnO2 (10-3 to 10-4S/cm).54 These challenges have spurred research into non-fullerene-

based organic electron transport materials in photovoltaic aspects. 

 

In the quest for alternatives to fullerene based ETMs, researchers have explored a 

diverse range of non-fullerene-organic ETMs. To design an efficient new type ETMs, the 

materials should meet the requirements as follows: i) high solubility in an orthogonal 

solvent, which is different solvent with the solvent of perovskite fabrication; ii) good 

mobility and conductivity to improve the charge transport and lower Rs; iii) easy to 

deposit on the perovskite layer via simple method eg spin-coating, avoiding shunt path 

formation between the electrode and perovskite layer; and iv) optimal energy levels with 

perovskite layer. The LUMO/HOMO of an ETL should be lower/higher than the 

conduction/valence bands of perovskite layer, aiming to reduce the Voc loss and 

enhancing electron extraction.55 Non-fullerene ETLs are promising alternatives due to 

their tuneable electronic and optical properties,56,57 simpler synthesis.58–61  

 

 

Figure 2.11. Structures of a) PCBM; b) flavin and c) naphthalene diimide (NDI) 

 

Researchers have increasingly focused on green chemistry, aiming to develop 

cleaner synthetic procedures that are less harmful to human and the environment.62 One 

promising approach involves utilising biological inspired systems and materials as an 
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alternatives for solar cell applications, emphasising the use of relatively non-toxic 

chemicals and naturally derived precursors.62 Flavins, a class of biological electron-

transporting molecules, are particularly well-studied for this purpose.63 Flavins are 

naturally occurring redox-active compounds, and their synthetic analogues offer exciting 

potential as new ETMs for photovoltaics. These molecules can be conveniently 

synthesised from inexpensive precursors, exhibit inherent stability, and allow for 

straightforward electronic tuning through synthetic manipulation.64 By altering the phenyl 

ring at position C(6)-C(9) and functionalising the N(3) and N(10) positions, flavin 

derivatives can be tailored for specific optical, redox, and solubility properties.65 Due to 

their versatility, flavin derivatives have found applications in fluorescent probes66, 

photocatalysts67,68 and energy storage devices such as batteries.69,70 Despite the ease 

with which flavin properties can be precisely tuned, it is surprising that their potential in 

photovoltaics has received relatively little attention.71 Given their favorable electron 

characteristics and structural adaptability, flavin derivatives represent a promising yet 

underexplored class of materials for the efficient, sustainable solar energy technologies. 

 

Molecules featuring naphthalene diimide (NDI) core are one of the most promising 

candidates for non-fullerene ETMs in optoelectronic applications72–74 due to simple 

synthesis and tuneable energy levels.75,76 These features reduce chemical use, energy 

consumption, cost, and production time. However, NDIs-based materials face 

challenges with poor solubility in organic solvents, resulting in poor film morphology and 

an increased density of defects.76,77 These defects can cause the trapping sites for charge 

carriers, hindering efficient charge transport.78,79 The solubility issue of NDI-based 

molecules can be addressed by synthetically modifying the imide or naphthalene unit 

side-chains, which do not require complicated synthesis procedures.75,80 NDI derivatives 

benefit from side-chain modifications to reduce stacking issues. For examples, the N-

substituted phenylmethyl derivative NDI-PM improved electron mobility, solubility, and 

thermal stability, achieving PCEs competitive with PCBM-based devices due to stronger 

hydrogen bonding.81 Further, adding asymmetric groups chiral (R)-1-phenylethyl (PhE) in 

NDI-PM to form NDI-PhE, enhanced solubility and film formation, resulting in PCEs up to 

20.5 %, offering competitive photovoltaic performance compared to PCBM-based 

PSCs.82 Side-substituted NDIs, like those with thiophene groups (DS1 and DS2), have 
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been effective in passivating surface traps on the perovskite layer, further enhancing 

device performance.83–86 With continued advancements and design modifications, NDI 

derivatives hold great potential as viable alternative to traditional inorganic metal oxides 

and fullerene derivatives in optoelectronic applications. 

 

 

Figure 2.12. Structures of a) NDI-PM; b) NDI-PhE; c) DS1 and d) DS2 

 

2.5. Enhancing Properties in Organic Electron Transport Materials Through n-type 

Doping  

Due to the hopping charge transfer mechanism and trap site formation by disorder 

and impurities, most organic ETMs exhibit relatively low conductivity, (e.g. 10-8 S/cm for 

PCBM,87 10-4 S/cm for PDI88 and 10-5 S/cm for NDI 75) compared to inorganic ETMs. To 

address this, there has been increasing interest in doping organic semiconductor via the 

addition of dopants to enhance the material’s properties. Doping involves the 

incorporation of external dopant into the host semiconductor to induce charge transfer 

between the dopant and host. The doping of organic semiconductors was started at 

1970s,89 and it is a strategy to enhance the conductivity of organic semiconductors by 

generating free charges through the charge transfer between the dopant and the host.90 

This process can modulate the charge transport characteristics of organic solar cells 
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(OSCs)91,92, organic light emitting diodes (OLEDs)93,94 and organic thermoelectrics 

(OTEs).95,96  

 

In n-type doping of ETMs, molecular dopants donate electrons from their HOMO to 

the LUMO of the host materials. This process causes an upward shift in the Fermi level of 

the host materials. To optimise doping efficiency and facilitate charge transfer, the HOMO 

of n-type dopants must be shallower than the LUMO of the organic semiconductor 

(Figure 2.13).89 The electron transfer process during doping can occur through two 

primary mechanisms: (i) ion pair (IP) formation and (ii) charge transfer complex (CTC) 

formation.97 In IP formation of n-type doping, an electron from the dopant is transferred 

to the organic semiconductors, resulting in the formation of a dopant cation and an 

organic semiconductor anion.97,98 In contrast, CTC is formed through the hybridization of 

the molecular orbitals of the dopant and the organic semiconductor.99 This hybridization 

generates a new set of occupied bonding orbitals from a donor and unoccupied 

antibonding orbitals from an acceptor.97 Charge transfer occurs through the hybridized 

orbital to or from the host materials. However, due to strong binding energy, addition 

energy is required to overcome this binding energy to generate free charges. 97 

Furthermore, free charge generation in CTC is less efficient due to energy level mismatch, 

causing low doping efficiency and conductivity.97  

 

 

Figure 2.13. Doping mechanism of a) ion pair formation of n-type doping and b) CTC 

formation 
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 Despite the promise of doping, its practical application in organic semiconductor is 

hindered by low doping efficiency,100 which arises from factors such as charge trap states, 

101 mismatched energy level alignment,102 strong Coulombic interactions within ion 

pairs,103 CTC formation,104 and dopant aggregation and degradation.105 Improving the 

electrical performance of doped organic semiconductors is crucial for enhancing their 

conductivity and mobility, which are essential for their advancement towards 

commercial applications. 
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Chapter 3. Experimental Methods 

3.1. Nickel Oxide Nanoparticles Synthesis  

 6 g of nickel (II) nitrate hexahydrate (NiNO3·6H2O) was dissolved in 80 ml DI water 

and stirred until fully dissolved. Next, 80 ml of sodium hydroxide (NaOH) (0.001 mol/ml 

in DI water) was added dropwise to NiNO3 solution at a controlled rate to ensure uniform 

droplet formation. The mixture was stirred for 5 minutes before being centrifugated at 

10000 rpm for several cycles. The precipitate was then washed and dispersed in DI water. 

A light green product was obtained, which was freeze-dried for 48 hours. Finally, the 

product was annealed at 270 oC for 120 minutes, resulting in the formation of nickel oxide 

nanoparticles (NiOx NPs) in powder form.  

 

3.2. Inverted Perovskite Solar Cells Fabrication and Measurements 

3.2.1. Precursor Preparation 

 MAPbI3 (MAPI) Solution 750 mg of lead (II) iodide (PbI2) and 240 mg 

methylammonium iodide (MAI) was dissolved in 1 ml of dimethylformamide/dimethyl 

sulfoxide (DMF/DMSO) mixture (4:1 volume ratio). The solution was heated overnight at 

60oC. The MAPI solution was filtered before use. 

 

 Double-cation (DC) Perovskite Solution 433 mg of PbI2, 155 mg of formamidinium 

iodide (FAI), 26 mg of caesium iodide (CsI) and 22 mg of lead (II) bromide (PbBr2) was 

dissolved in 571uL of DMF and 143 uL of DMSO and heated at 60oC for overnight. The DC 

solution was filtered before use. 

 

 Triple-cation (TC) Perovskite Solution It was prepared by dissolving 726 mg of PbI2, 

208 mg of FAI, 33 mg of MAI, 19 mg of CsI and 14 mg of lead (II) chloride (PbCl2) in 1 ml 

DMF/DMSO mixture (4:1 volume ratio) and heated overnight at 70oC. The TC solution was 

filtered before use. 

 

Layered Perovskite Solution 1 mg/ml of phenethylammonium iodide (PEAI) was 

dissolved in isopropanol (IPA) and heated overnight at 60oC 
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HTL Solution (MAPI- and DC-based devices) 0.5 mg/ml in IPA of MeO-2PACz, 2PACz, 

or Me-4PACz was heated overnight at 60 oC. (TC based devices) 3 mg/ml in ethanol of 

MeO-2PACz was heated overnight at 70 oC. 

 

ETL Solution 20 mg/ml in chlorobenzene (CB) of PCBM was heated at 60 oC (MAPI- 

and DC-based devices) or 70 oC (TC-based devices) overnight with stirring. For non-

fullerene ETL solutions, 15 mg of NDI/BF derivatives were dissolved in 1 ml CB at 70oC. 

Undoped solutions were heated overnight, while doped species were heated for 

optimized times (doped NDI-G for 2 hours, doped NDI-EtHx for 16 hours, doped BFG for 

3 hours and doped BFA for 6 hours). All solutions were filtered before use.  

 

Hole blocking layer (MAPI- and DC-based devices) 0.5 mg of bathocuproine (BCP) 

in 1 ml of IPA was heated overnight at 60 oC. (TC based devices) 1 mg of BCP in 1 ml of IPA 

was heated overnight at 70 oC.  

 

3.2.2. MAPbI3 and Double-cation Perovskite Based Device  

 The fabrication of these devices was carried out at University of Hong Kong. The 

device structure is ITO/NiOx NPs/SAMs/perovskite/PEAI/BCP/Ag, and the device pattern 

is shown in Figure 3.1. 

 

 

Figure 3.1 Device pattern of MAPbI3 and DC perovskite based device 
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 The 2.5 cm x 2.5 cm pattern ITO substrates were sonicated sequentially in detergent 

(1% Decon 90 in DI water), DI water, acetone and ethanol by 15 minutes in each solvent 

and dried with nitrogen flow. The substrates were carried out oxygen plasma at 10 V for 

10 seconds. A 20 mg/ml solution of NiOx NPs in DI water was spin-coated onto ITO 

substrates at 4000 rpm for 30 seconds, followed by annealing at 110 oC for 10 minutes in 

ambient conditions. The samples were then transferred into a glovebox. MeO-2PACz, 

2PACz and Me-4PACz were deposited via spin-coating at 4000 rpm for 30 seconds, and 

the samples were annealed at 100oC for 10 minutes and cooled down to room 

temperature.  

 

The MAPI film was deposited using a two-step spin coating process. First, the 

substrate was spun at 1000 rpm for 5 seconds, followed by the addition of 50 uL of MAPI 

solution. Then, the substrate was started at 5000 rpm for 25 seconds, during which 300 

uL of CB was dropped onto the film after 5 seconds. Once deposited, the MAPI film was 

dried for 15 minutes, annealed at 100oC for another 15 minutes, and subsequently cooled 

down to room temperature.  

 

The DC perovskite film was also prepared via a two-step spin coating process. The 

substrate was first spun at 2000 rpm for 10 seconds, followed by 4000 rpm for 30 seconds. 

Before starting the process, DC precursor was dropped onto the substrate and during the 

last 10 seconds of the 2nd step, 250 uL of CB was added to the film. The perovskite film 

was annealed at 100oC for 30 minutes. After annealing and cooling to room temperature, 

the PEAI was deposited onto the DC perovskite layer at 5000 rpm for 30 seconds, 

followed by 100 oC for 3 minutes.  

 

The PCBM ETL was deposited by spin coating at 1200 rpm for 30 seconds, followed 

by an annealing at 100 oC for 10 minutes. After cooling to the room temperature, the BCP 

layer was spin-coated at 4000 rpm for 30 seconds. A 100 nm silver (Ag) was prepared 

using thermal evaporator through a shadow mask with an electrode area of 0.09 cm2. The 

completed devices were encapsulated using microscope glass and polyisobutylene tape, 

with edges sealed using UV-cured epoxy. To measure the performance of the devices, J-

V measurements were performed using a Keithley 2400 source measure unit at 100 
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mW/cm2 under AM1.5G spectrum solar simulator (ABET Sun 2000) and calibrated using 

an Enli PVM silicon standard reference cell. The aperture area of metal masks was 0.04 

cm2.  

 

3.2.3. Triple-cation Perovskite Based Device 

 The fabrication of these devices was carried out at University of Glasglow. The device 

structure is ITO/SAMs/Al2O3 NPs/perovskite/BCP/Ag, and the device pattern is shown in 

Figure 3.2. 

 

 

Figure 3.2 Device pattern of TC perovskite based device 

 

The 2 cm x 2 cm pattern ITO substrates were initially cleaned by sequentially treating 

them with 8% Decon-90 solution, DI water, acetone, ethanol and a final rise with DI water. 

The substrates were dried with nitrogen flow and exposed to UV ozone for 20 minutes. 

The samples were then transferred into a glovebox. The MeO-2PACz was prepared by spin 

coating at 4000 rpm for 30 seconds, followed by annealing at 100oC for 15 minutes. 

Subsequently, a 0.2 wt% of Al2O3 NPs in IPA was spin coated onto SAMs at 2000 rpm for 

30 seconds and dried at 100 oC for 5 minutes and cooled down to room temperature. The 

TC perovskite precursor solution was deposited on the substrates using a one-step spin 

coating at 4000 rpm for 40 seconds. During the last 15 seconds of the spin coating, 200 

uL of ethyl acetate was added. After deposition, the perovskite layer was annealed at 

100oC for 30 minutes. The ETL was formed by spin coating a PCBM solution onto the 

perovskite layer at 3000 rpm for 20 seconds, followed by annealing at 100oC for 15 
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minutes and subsequently cooling to room temperature. For non-fullerene-based 

devices, ETLs were prepared at 2000 rpm for 30 seconds. Next, the BCP layer was 

prepared by spin coating onto ETL at 5000 rpm for 30 seconds. Finally, a 100 nm thick 

layer of Ag was thermally evaporated to create the top electrode. The devices were then 

encapsulated using microscope glass and sealed with epoxy. Device performance was 

evaluated under AM1.5G simulated sunlight, provided by WaveLabs SIN-US70 solar 

simulator equipped with UV and UR range extenders. The aperture area of metal masks 

and active area were 0.098 cm2.  

 

3.3. Characterization 

3.3.1. Conductivity Measurement 

For the conductivity measurements, 2 cm x 2 cm ITO substrates were patterned by 

etching a channel into the substrate, as illustrated in Figure 3.1a. The material of interest 

was prepared via spin coating under the same conditions as the TC perovskite devices, 

the conductivity of the materials was measured across the channel, as shown in Figure 

3.3. The samples were encapsuled using microscope glass and Parafilm. Conductivity 

reflects the charge transport of material in the presence of an electric field. It can be 

analysed by the I-V characteristics of thin films measured by two-point probe method. 

The conductivity (σ) of thin film, expressed in siemens per meter (S/cm), can be 

calculated using the following relationships 

𝜌 =
𝐴𝑅

𝐿
 

𝜎 =
1

𝜌
=
𝐿

𝐴
∙
1

𝑅
 

Where: 

ρ is the resistivity 

A is the cross-sectional area of the thin film (width x thickness) 

L is the length of thin film 

R is the resistance of given thin film 
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Figure 3.3. a) Pattern of etched ITO and b) conductivity measurement of the etched area 

 

3.3.2. Electron Paramagnetic Resonance Spectroscopy 

The measurements were conducted by Dr Stephen Sproules at University of Glasgow, 

United Kingdom.  

 

Electron paramagnetic resonance (EPR) spectra were measured using Bruker 

ELEXSYS E500 spectrometer. The sample was irradiated at 450 nm during data 

acquisition. For BF, the concentration of pristine and 20mol% N-DMBI addition with BFG 

and BFA were 1.76 x10-2 M and 1.97 x10-2 M in CB, respectively. For NDI, the concentration 

of undoped and doped NDI-G and NDI-EtHx were 3.57x10-2 M and 4.08x10-2 M in CB, 

respectively. The mixtures were heated at 70oC for optimised times (3 hours for BFG, 6 

hours for BFA, 2 hours for NDI-G and 16 hours for NDI-EtHx). The samples were then 

transferred into soda glass capillary tubes of 2 mm diameter, sealed at one end, and filled 

to a height of 20 mm.  

 

EPR spectroscopy is used to study the chemical species with unpaired electrons. In 

EPR, the sample is placed at the centre of a microwave cavity within the magnetic field 

produced by electromagnets, as depicted in Figure 3.4. EPR operated by generating 

microwave from a source (typically a klystron), which are directed at the sample in the 

microwave cavity. These microwaves are reflected to the detector, and the resulting 

signal is detected as a decrease in current, analogous to microwave absorption by the 

sample. When an electron is located within an applied magnetic field (B), its two possible 
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spin states correspond to different energies. The lower or higher energy state occurs 

when the magnetic moment of the electron is aligned with or against the magnetic field, 

respectively. When the energy difference between these two states matches the photon 

energy of the microwaves, the electron absorbs energy and transitions from the lower to 

the higher energy state.  

 

 

Figure 3.4. Schematic diagram of an EPR spectrometer 

 

 The EPR spectrum typically exhibits an absorption profile (Figure 3.5a), with its first 

derivative (Figure 3.5b). The maximum absorption point, represented as the zero crossing 

in the first derivative, is used to determine the centre of signal, expressed as the g-factor1 , 

which reflects how strongly an electron’s magnetic moment interacts with the external 

magnetic field. For organic radicals, the g-factor generally between from 1.99 to 2.01, 

close to that of a free electron.2  

 

Figure 3.5. Comparison of a) absorption spectrum and b) ESR spectrum (first derivative) 
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3.3.3. Scanning Electron Microscopy 

In chapter 4 and 5, scanning electron microscopy (SEM) measurements were 

conducted by TESCAN CLARA S8152, with an acceleration voltage of 15kV and a beam 

current of 300 pA. The samples used for SEM analysis had the structure ITO/MeO-

2PACz/Al2O3 NPs/PVK/ETL, prepared using the spin coating method under the same 

conditions as those employed for fabricating the TC PSCs. Samples were electrically 

grounded to the mounting stub using silver paint to minimise charge buildup during the 

measurement. In chapter 6, SEM was measured by Hitachi S-4800, with an acceleration 

voltage of 5000 V and a beam current of 9800 nA. The samples used for SEM analysis had 

the structure ITO/NiOx NPs/SAMs/PVK, prepared using the spin coating method under 

the same conditions as those employed for fabricating the MAPI and DC PSCs. Samples 

were electrically grounded to the mounting stub using gold sputtering to minimise charge 

buildup. 

 

SEM is used to analyse the surface morphology of a specimen using an electron 

beam. In Figure 3.6, the electron beam, emitted from an electron gun, passes through a 

series of the lenses before interacting with the samples. The interaction generates 

various signals, including secondary electrons, backscattered electrons, and 

characteristic X-rays. Secondary electrons resulted from inelastic collisions between 

sample and primary electrons, providing topography information. On the other hand, 

backscattered electrons arise from elastic collisions and relate to the atomic number 

from the sample, allowing for contrast imaging based on atomic number differences. 

Additionally, characteristic X-rays are produced by electron transitions between atomic 

orbitals, allowing for elemental composition analysis through energy dispersive X-ray 

spectroscopy (EDX).3,4 

 

Figure 3.6. Schematic diagram of a) SEM components and b) operational principles 
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3.3.4. X-Ray Diffraction 

 X-ray diffraction (XRD) patterns were measured using a Rigaku MiniFlex600 with Cu 

Kα X-ray source in θ−2θ scan mode with steps of 0.01° from 5° to 50°. The samples used 

for XRD had the structure ITO/NiOx NPs/SAMs/PVK, prepared using the spin coating 

method under the same conditions as those employed for fabricating the MAPI and DC 

PSCs. XRD is used to analyse the composition, crystallinity and phase purity of a sample.5 

X-ray pass through the sample, scattering off atoms and creating diffraction patterns 

based on atomic spacing. Constructive interference between diffracted beams leads to 

stronger signals at certain angles, which are analysed using Bragg’s law.5,6  

𝑠𝑖𝑛𝜃 =
𝑛𝜆

2𝑑
 

Where: 

λ is the wavelength 

Θ is the diffraction angle 

d is the distance between atomic planes 

 

 

Figure 3.7. Schematic diagram of X-rays incident on a crystal structure 

 

3.3.5. UV-Vis Absorption Spectroscopy 

UV-Vis absorption spectra were measured using Shimadzu UV 3600 UV/visible/IR 

spectrometer. For the solution state measurement, the concentration of solutions was 

kept at 10-5 M in CB. N-DMBI were added to the solution for the doping with specific mole 

percentage or certain reaction times, and these samples were used for the UV-Vis 

absorption measurement. For the solid-state measurement, it prepared using the spin 



38 
 

coating method under the same conditions as those employed for fabricating the solar 

cell devices, and encapsuled using microscope glass and Parafilm. 

 

 

Figure 3.8. a) UV-vis absorption measurement and b) working principle 

 

UV-Vis absorption spectroscopy measures the optical properties of materials by 

determining the absorption of ultraviolet and visible region. It can be used to analyse the 

transitions of molecules when excited by UV and visible light. When the photon energy is 

equal to or larger than the bandgap of the material. An electron in the lower energy level 

absorbs an incident photon and excites into an available state in the higher energy level, 

as shown in Figure X.7 In a UV-Vis absorption spectrometer, the sample is placed between 

the light source and the detector.8  Incident light can be transmitted, absorbed or 

reflected.  

𝐼0 = 𝐼𝑇 + 𝐼𝐴 + 𝐼𝑅  

Where: 

 I0 is the intensity of incident light 

 ITr is the intensity of after transmission 

 IA is the intensity of light after absorption 

 IR Is the intensity of light after reflection 

 

Transmittance (Trans) is the ratio of intensity of light passing through the solution (I) 

to intensity of incident light (I0). 

𝑇𝑟𝑎𝑛𝑠 =
𝐼

𝐼0
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Absorbance (Abs) is governed by the Beer-Lambert, describing the amount of light 

absorbed by the solution, which is proportional to the concentration of solution. 

𝐴𝑏𝑠 = 𝜀𝐶𝑠𝑜𝑙𝑛𝐿𝑃𝐿 = −𝑙𝑜𝑔
𝐼

𝐼0
 

Where: 

 ɛ is the absorption coefficient 

 Csoln is the solution concentration 

 LPL is the path length 

 

3.3.6. Cyclic Voltammetry  

Cyclic voltammetry (CV) was performed using a CH Instruments Electrochemical 

Workstation (CHI 440a), Austin, TX, USA. Samples were in solution of electrolyte 

(tetrabutylammonium hexafluorophosphate) with a scan rate of 0.1 V/s. A glassy carbon 

working electrode, a Pt wire reference electrode and a coiled Ag wire counter electrode 

were used. All solutions were purged with N2 prior to use. The concentration of BF and 

NDI samples were 8 x 10-4 M and 1 x 10-4 M in CH2Cl2, respectively. 

 

CV analyses the chemical reactivity of molecular species through oxidation and 

reduction process. Figure 3.9 illustrates that ionization potential (IP) is the energy 

required to take away an electron from the molecule (oxidation), and electron affinity (EA) 

is the energy required to add an electron to the molecule (reduction), can be estimated 

using CV measuremenst.9 These values provide an approximation of the HOMO and 

LUMO level.10 The redox potentials of Eox and Ered are determined by CV and referenced 

against ferrocene. The IP and EA are calculated using: 

𝐸(𝐼𝑃) = −(𝐸𝑜𝑥
𝑜𝑛𝑠𝑒𝑡⁡ + 4.78)𝑒𝑉 

𝐸(𝐸𝐴) = −(𝐸𝑟𝑒𝑑
𝑜𝑛𝑠𝑒𝑡⁡ + 4.78)𝑒𝑉 

Where:  

 4.78 is the correction factor for the unit conversion from V to eV11 
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Figure 3.9. Schematic diagram of energy level. Eopt represents the optical band gap 

between HOMO and LUMO. Efund is a fundamental gap, representing the energy 

difference between the IP and EA. Eb is the electron-hole pair binding energy. The Eopt is 

generally lower than Efund because the electron and hole remain electrostatically bound 

to another in the excited state10 

 

3.3.7. Time-Resolved Photoluminescence Spectroscopy 

The measurements were performed by Dr Mohammad Umair Ali at the University of 

Hong Kong, Hong Kong. 

 

The excitation source for Time-resolved photoluminescence (TRPL) measurement 

was at 375 nm 200 ns laser diode (Edinburgh FLS1000 Photoluminescence Spectrometer) 

with switchable repetition rates operating at 1 MHz and 200 kHz. The samples used for 

TRPL analysis had the structure ITO/NiOx NPs/SAMs/PVK, prepared using the spin 

coating method under the same conditions as those employed for fabricating the MAPI 

and DC PSCs. TRPL studies direct recombination of charge carrier in perovskite.12–15 The 

recombination mechanisms include bimolecular recombination, trapping 

recombination and Auger recombination processes, as shown in Figure 3.10. At low 

excitation densities, charge carriers recombine primarily via trapping recombination, 

caused by traps and impurities within perovskite material. Once these trap states are 

saturated, bimolecular recombination begins to occur, where free electrons in the 

conduction band recombine with holes in the valence band, accompanied by the photon 

emission. Augur recombination involves energy transfer to another charge carrier during 

the recombination process.16  
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Figure 3.10. Schematic diagram of charge carrier recombination process (Bimolecular-

Trapping-Auger model)17 

 

During radiative recombination, photon emission occurs, generating a PL signal that 

can be measured using the PL spectroscopy.18,19 The recombination lifetime of charge 

carries typically ranges from nanoseconds (ns) to microseconds (μs).20–22 Additionally, 

non-radiative recombination and Auger recombination can influence the overall 

recombination dynamics. By applying theoretical fitting to the experimental TRPL data, 

these dynamic processes can be quantitatively analysed to link the physical 

mechanisms and the observed results. 

 

 For the TRPL data, we used the web-based TRPL fitting tool PErovskite cArrier 

Recombination Simulator (PEARS), which enables effortless and rapid fitting of TRPL 

measurements for perovskite materials. The tool incorporates advanced charge carrier 

recombination modes, allowing for the extraction of recombination rate constants and 

trap state concentration.17 The bimolecular-trapping-auger model assumes that the trap 

states remain mostly empty, thus allowing trapping and de-trapping to be considered 

monomolecular processes. The model gives the rate equation for the carrier 

concentration in a short period of time as:17  

 

𝑑𝑛

𝑑𝑡
= −𝑘𝑇𝑛(𝑡) − 𝑘𝐵𝑛

2(𝑡) − 𝑘𝐴𝑛
3(𝑡) 

Where: 

 kT is the constant of monomolecular trapping rate 
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 kB is the constant of bimolecular rate 

 kA is the constant of Auger recombination rate 

 

3.3.8. Kelvin Probe Force Microscopy  

The measurements were performed by Mr. Tik Lun Leung at University of New South 

Wales, Australia.  

 

Atomic force microscopy (AFM) and Kelvin probe force microscopy (KPFM) images 

of different samples were obtained from a Neaspec s-SNOM system with a PtIr5 coated 

AFM probe (Arror EFM, Nanoworld). Illumination on the sample was done with the lighting 

LED in the sample compartment. The work function of the sample was obtained by 

subtracting the surface potential of a sample from the tip's work function, which was 

calibrated with a gold film. All samples were prepared with the structure of ITO/NiOx 

NPs/SAMs/DC/PEAI using the spin coating, under the same conditions as the MAPI and 

DC PSCs. 

 

KPFM is an extension of the AFM, capable of operating in contact, tapping and non-

contact modes. In the contact mode, the AFM tip touches the sample surface, and the 

repulsive forces between the sample and tip cause cantilever deflection. This deflection 

is detected, producing a signal. In tapping mode, also known as amplitude modulation 

(AM), and non-contact mode, also referred to as frequency modulation (FM), the 

interaction between the sample and tip depends on changes in sample-tip distance. This 

interaction leads to variation in either the oscillation amplitude in AM mode or the 

resonance frequency in FM mode. The signals obtained from these two modes provide 

topography information about the sample surface.23  

 

 In both tapping and non-contact modes AFM, the interaction between sample and 

tip is influenced by attractive and repulsive forces, resulting in amplitude or frequency of 

the AFM tip’s oscillation, as shown in Figure 3.11. For the AM mode AFM, a decrease of 

sample-tip interaction causes an increase in distance between them, resulting in a higher 

oscillation amplitude. The variation in amplitude is detected and the feedback system 

maintains a constant sample-tip distance. For the FM mode AFM, change in oscillation 
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frequency due to varying sample-tip distance are monitored, with the feedback system 

maintaining a constant frequency.23  

 

 

Figure 3.11. Illustration diagram of a) AM mode and b) FM mode23 

 

 KPFM measures the contact potential difference (CPD) between a sample and an 

AFM tip. The CPD (VCPD) is defined as: 

𝑉𝐶𝑃𝐷 =
𝜑𝑡𝑖𝑝 − 𝜑𝑠𝑎𝑚𝑝𝑙𝑒

−𝑒
 

Where: 

 φtip and φsample are the work functions of tip and sample 

 e is the electronic charge 

 

 Due to the Fermi energy difference between the sample and the tip, an electrical 

force is generated when the tip is brought close to the sample surface. Initially, when the 

tip and sample are separated by distance d, there is no electrical contact and their Fermi 

levels differ, although their vacuum levels are aligned, as depicted in Figure 3.12a. 

However, when they come into electrical contact (when the tip is sufficiently close), 

electron flow causes their Fermi levels to align, creating a voltage difference known as 

VCPD (Figure 3.12b). This electrical force can be nullified by applying an external bias (VDC) 

equal to the VCPD, allowing the work function of the sample to be calculated if the work 

function of the tip is known.23 
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Figure 3.12. Energy level diagram of sample and AFM tip: a) sample and tip are 

separated by distance, d with no electrical contact; b) sample and tip are electrical 

contact and c) external bias is applied to nullify the CPD. (Ev: vacuum energy level. Efs 

and Eft: Fermi energy levels of the sample and tip, respectively.)23 

 

3.3.9. Stabilize and Pulse Measurements 

The measurements were performed by Mr. Fraser. J. Angus at University of Glasgow, 

United Kingdom. 

 

 Stabilize and pulse (SaP) measurements determines the interfacial energy level 

offsets in a device stack.24,25 At lower scan rate (below 500 mV/s), ionic vacancies within 

the perovskite can migrate with the applied voltage, resulting in JV hysteresis. The scan 

rate at which hysteresis is most pronounced correlates with the activation energy of the 

mobile ions in perovskite.26 By tailoring the material to modify the ion motion activation 

energy, it is possible to achieve hysteresis-free operation between 10 to 200 mV/s scan 

rates. However, if the perovskite contains a significant number of mobile vacancies or 

recombination sites, hysteresis may still be observed over a broad range of scan rates.27,28 

The absence of hysteresis in a JV measurement does not indicated the absence of mobile 

ions but instead suggests that ionic distribution during the measurement was either 

negligible or effectively mitigated by interfacial energy offsets introduced by the 

extraction layer.  

 

 For SaP analysis, JV curves were initially recorded for each device under an AM 1.5M 

solar simulator before transferring them to the SaP setup for further evaluation. A Cree 
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High Power white LED was used as the light source and calibrated to match the measured 

Jsc of each device. Voltage pulses were applied using an Ossila Source Meter Unit, with 

each pulse lasting approximately 40 ms and a 1 s stabilization period between pulses. 1 

ms was used for the source delay. Bias voltages were incremented in 50 mV steps, with a 

stabilization interval of at least 120 s before each adjustment. In certain case, the 

stabilisation period was extended to ensure a consistent current response. To minimise 

device degradation, measurements were performed under reduced illumination intensity, 

approximately equivalent to 0.5 suns.29  

 

 JV curves were reconstructed using the stabilise-and-pulse approach, as depicted 

in Figure 3.13a. To extract the electrostatic potential drop, 5 points were taken at Voc and 

a third order polynomial fit. The slope of JV curves represents the series resistance, and 

it exhibits the enhancement during ion migration (iodide vacancies) from HTL/perovskite 

interface to perovskite/ETL interface, which exhibits significantly improved when the 

mobile ions evenly distributed in the light illumination as discussed in section 2.3, giving 

a steeper slope. The gradient was analysed giving dJ/dV, as illustrated in Figure 3.13b. The 

second derivative (d2J/dV2) of the smoothed data identified the inflection point 

corresponding to the steepest gradient (Figure 3.13c). A range of data points in this region 

was selected for multiple linear fits, with their intersection determining the midpoint 

between the sigmoid’s maxima and minima in Figure 3.10d.29  
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Figure 3.13. a) JV curves obtained from SaP measurements; b) Calculated gradient 

around Voc, with a 7-point 3rd order Savitzky-Golay filter applied to smooth the data; c) 

Second derivative of dJ/dV data, indicating the location of the steepest gradient and d) 

Final analysis of the electrostatic potential drop across the perovskite layer with shaded 

red region representing the range of linear fits29 

 

3.3.10. Density Functional Theory  

The measurements were performed by Dr Dylan Wilkinson and Dr Lewis Mackenzie 

at University of Glasgow, United Kingdom.  

 

Density functional theory (DFT) was employed to optimise the structural geometry 

and calculate molecular energy levels. The calculations used Gaussian 09 program. The 

geometries of BFA and BGF were optimized at the B3LYP level of DFT with the 6-

311G(2df2p) basis set, and the geometry of the radical anions were optimised, and the 

corresponding spin density distributions were calculated at the spin-unrestricted B3LYP 

level of DFT with the 6-311G(2df2p) basis set. The fully optimized structures were 

confirmed to be true minima by vibrational analysis, which showed no imaginary 
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frequency. Excitation energies and oscillator strengths for the optimized structures were 

calculated with the TD-DFT method at the B3LYP/6-311G(2df2p) level. To facilitate 

convergence, the side-chain of each derivative were truncated to methyl groups.30 
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Chapter 4. n-Doping of Bio-Inspired Electron Transporting Materials: The Influence 

of Charge Transfer Complexation 

 

This chapter has been adapted from RSC Energy Adv., 2024, 3, 2939-2946. 

Acknowledge Dr. Dylan Wilkinson (University of Glasgow) and Dr. Michele Cariello 

(University of Glasgow) for materials synthesis and DFT calculations, Mr. Marcin Giza 

(University of Glasgow) for SEM measurements, as well as Dr. Stephen Sproules 

(University of Glasgow) for EPR measurements. 

 

4.1. Introduction 

This chapter explores the bio-inspired materials for PSCs, aiming to advance eco-

friendly production methods and ensure biocompatibility. As part of this effort, this study 

investigates flavin-based derivatives as a bio-inspired electron transport material (ETM) 

in optoelectronic applications. Despite their potential, flavins often exhibit strong π–π 

stacking in solution, which can lead to aggregation. This behaviour negatively impacts 

film formation during solution deposition, resulting in poor film morphology and charge 

transport.1. To address the aggregation problem, we have developed two bisfalvin (BF) 

analogues, one incorporating glycol (BFG) and the other alkyl side-chains (BFA), to 

improve their solubility in organic solvents.  

 

However, organic semiconductors including these flavin derivatives face 

challenges of inherently lower conductivity due to their charge transport mechanism of 

hopping between localised molecular orbitals.2 Meanwhile, due to structural disorder 

and impurities, organic semiconductors have the potential to form trap sites,3 which 

further hampers charge transport. These factors limit the development of novel organic 

semiconductors in optoelectronic applications.4 Doping is a well-known approach to 

improve the performance of organic semiconductors. Molecular n-type dopants can 

significantly increase material conductivity,5–8 improve film morphology,9,10 and enhance 

the performance of electronic and optoelectronic devices. 11–18 For example, n-type 

doping has been used to increase the conductivity of PCBM derivatives from 10-8 S/cm to 

10-3 S/cm by incorporating 4-(1,3-Dimethyl-2,3-dihydro-1H-benzoimidazol-2-

yl)phenyl)dimethylamine (N-DMBI),19–21 further improving the performance of PSCs from 
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16.6 % to 18.1 % PCE by enhancing the Jsc and FF. 20 

 

We explore two BF functionalised with glycol and alkyl side-chains, referred to as 

BFG and BFA, respectively (Figure 4.1), with an emphasis on understanding how glycol 

and alkyl side-chain influence doping kinetics and device performance. UV-vis 

spectroscopy, CV, and DFT modelling were used to investigate their optical and 

electronic properties. Conductivity measurements of the films with and without N-DMBI 

were performed, and PSCs incorporating BFG and BFA as ETMs were fabricated and 

characterised.  

 

Figure 4.1. Structures of BFA and BFG 

 

4.2. Results and Discussion 

In Figure 4.2a, the optical properties of BFG and BFA exhibited similar UV-vis 

absorption spectra, indicating that the side-chains had no significant impact. CV 

measurements were used to investigate the redox properties of both BF derivatives 

(Figure 4.2b), as well as N-DMBI (Figure 4.2c). Both BF derivatives displayed two 

reduction waves, while N-DMBI was capable of oxidation to form a cation. These two 

redox waves correspond to sequential one-electron reductions, forming the radical anion 

(BF/ BF·-) and dianion states (BF·-/BF2-), respectively. The estimated electron affinities 

(EAs) of BF derivatives were determined to be at −4.17 eV (BFG) and −4.27 eV (BFA), 

indicating deeper energy levels compared to PCBM (-3.92 eV).22 DFT calculations were 

performed on simplified analogues of BFA and BFG, in which the alkyl groups were 

replaced with methyl units to facilitate the computational analysis. The calculated 

energy levels in gas phase were -6.70 eV (HOMO) and -4.07 eV (LUMO), respectively 
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(Figure 4.2d), aligning well with the CV measurements. These results confirm that BFG 

and BFA possess suitable energy levels to serve as effective electron acceptors for 

PSCs.23–25 

 

 

Figure 4.2. a) Solution state of UV-vis absorption spectra of BFG and BFA in solution (1 x 

10-5 M in chlorobenzene); b) CV measurements of b) BFG and BFA, and c) N-DMBI (10-3 

M in DMF, scan rate 100 mV/s) using ferrocene as the reference, a glassy carbon working 

electrode, a Pt wire reference electrode and a coiled Ag wire counter electrode. All 

redox processes are recorded by selecting a wide process window; and d) Energy levels 

of PCBM, BF derivatives and N-DMBI (HOMO/LUMO of BF derivatives calculated from 

DFT of BF) 

 

N-DMBI was selected as the n-type dopant to enhance the conductivity of the BF 

derivatives. N-DMBI can effectively promote the reduction transformation of organic 

materials26 and facilitating radical species formation.27,28 The HOMO level of N-DMBI is -
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4.67 eV, lower than the LUMO levels of PCBM and BF derivatives. Consequently, direct 

electron transfer between N-DMBI and BF derivatives is not feasible due to energy level 

misalignment.26,29 However, a photochemical30 or thermal processes30,31 is required to 

activate N-DMBI to form a radical with singly occupied molecular orbital (SOMO) of -2.36 

eV,26 thereby allowing the electron transfer to BF derivatives.  
 

To better understand the effects of BF derivatives on N-DMBI addition, a series of 

UV-vis absorption measurements was used to analyse the effects on N-DMBI 

concentration and reaction kinetics in Figure 4.3. Upon introducing the N-DMBI and 

applying heat, both BF derivatives showed a new reduction peak at 675 nm, indicating 

the formation of charge species, as shown in Figure 4.3a and 4.3b.32 The intensity of this 

peak increased with higher N-DMBI concentration, suggesting a shift in equilibrium 

toward the product side and a more pronounced doping reaction at elevated dopant 

levels. This behaviour can be explained by Le Châtelier’s principle: as the reactant 

concentration increases, more reactant molecules are available, leading to more 

frequent effective collisions between BF and N-DMBI. Consequently the forward reaction 

proceeds more rapidly, resulting in greater product formation.  

 

To ensure complete reaction, a 100 mol% N-DMBI (1:1 ratio) was added on BFG 

and maintained at 70oC for 24 hours (Figure 4.3c and 4.3d). Heating was essential to 

activate the reaction for these molecules.26 The appearance of the 675 nm peak within 2 

hours confirmed the charged species formation. Interestingly, the progression varied 

between BFG and BFA, with BFG reaching its peak intensity within 3 hours, whereas BFA 

required 6 hours. This difference suggests that the charged species of BFG glycol side-

chain are formed faster than those of BFA alkyl side-chains. This acceleration is likely due 

to the glycol moiety creating a polar environment that enhances miscibility between the 

BFG and N-DMBI for further reaction. As a results, BFG exhibits better compatibility with 

N-DMBI molecules, facilitating a more efficient doping process than BFA. 
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Figure 4.3. UV-vis absorption spectra of a) BFG and b) BFA in the presence of 0 mol% to 

100 mol% N-DMBI; c) BFG and d) BFA with reaction times from 0 to 24 hours 

(Normalized at 558 nm, corresponding to one of the typical absorption peaks of pristine 

BF materials) 

 

Electron paramagnetic resonance (EPR) measurements were performed to 

confirm the formation of radical species, as shown in Figure 4.4. Upon the addition of 20 

mol% N-DMBI to both BF derivatives, a strong paramagnetic signal with a g value of 2.003 

was observed, indicating the presence of radical anions. On the other hand, pristine BFG 

and BFA samples did not show the free radical signal (Figures 4.5a and b). The enhanced 

ESR signal in BFG and BFA with N-DMBI addition suggests a higher concentration of 

radical anions, resulting from electron transfer from N-DMBI to BF derivatives. This 

process generates an unpaired electron in BFG and BFA, forming a free radical anion 

detectable by ESR. However, UV-vis absorption measurement revealed that the radical 

anion of BFG is more stable than that of BFA. Over 24 hours, the intensity of the 

absorption peak at 675 nm for BFG remained unchanged, whereas the corresponding 

peak for BFA decreased significantly. These findings highlight the relationship between 

the molecular side chain, reaction kinetics, and stability, emphasising the importance of 

side chain choice in the doping process. 
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Figure 4.4. EPR spectrum of a) BFG and b) BFA with and without N-DMBI in 

chlorobenzene (~ 2 x 10-2 M) 

 

To assess their potential as ETM in solar cells, the conductivity measurements 

were performed by extracting values from resistance measurements using standard 

current–voltage (I-V) curves (Figure 4.5a). Both BF derivatives exhibited similar 

conductivity values of ~5.6 x 10−7 S/cm, which is slightly higher than PCBM (~6.75 x 10−8 

S/cm, measured in our laboratory and consistent with reported values5,19,33). It suggests 

that BF derivatives are potential as ETLs in optoelectronic devices.  

 

To further understand radical formation in thin films, we performed UV-vis 

absorption measurements on flavin derivatives with and without N-DMBI to investigate 

the impact on film structure. The films were prepared by spin coating under the same 

conditions used for fabricating the TC PSCs, as illustrated in Figure 4.5a. A 20 mol% N-

DMBI concentration was chosen based on our solution-phase data (Figure 4.3) under 

annealing for 3 hours (BFG) and 6 hours (BFA), which indicated significant radical anion 

formation and prepared the film by the spin coating under the same conditions as the 

solar cell devices. The spin-coated thin films exhibited new absorption peaks at 690 nm 

for BF derivatives, consistent with the solution-phase findings. The broad nature of these 

peaks may be influenced by packing effects induced by the dopants. The variations in 

absorption intensity are attributed to differences in film quality resulting from the spin 

coating process. In particular, the high intensity observed around 700 nm for the BFA film 

with N-DMBI is likely due to increased film thickness. However, the radical peak position 

for BFA with N-DMBI remains the same as that for BFG with N-DMBI. The conductivity 
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measurements showed minimal improvement doping, increasing only slightly from 5.6 x 

10-7 S/cm for the pristine BFG and BGA to 1.08 x 10-6 S/cm of BFG and 8.80 x 10-7 S/cm for 

BFA after N-DMBI addition. This limited increase in conductivity is unexpected, as 

addition of chemical dopants typically enhance conductivity by several orders of 

magnitude in state-of-the-art organic semiconductors.34–36 The results indicate that the 

BF radical anion formed in the films are unable to efficiently transfer electrons into the 

matrix.  

 

 

Figure 4.5. a) Conductivity measurement of BFG and BFA with and without N-DMBI on 

ITO substrates and b) Solid state UV-vis absorption spectra on glass 

 

To assess the viability of BF derivatives as ETLs, we fabricated PSCs with 

glass/ITO/MeO-2PACz/Al2O3 NPs/perovskite/ETL/BCP/Ag. Figure 4.6 compares the J-V 

characteristic of PCBM and BF-based devices, and photovoltaic parameters are 

summarised in Table 4.1. Pristine BF devices exhibited comparable Jsc and Voc to PCBM-

based devices while the FF were lowered, ranging from 0.36 to 0.38 compared to 0.79 for 

PCBM-based devices.  
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Figure 4.6. J-V characteristics curves of champion devices based on PCBM, BFG and 

BFA PSCs 

 

Table 4.1. Photovoltaic performance of PCBM and BF-based PSCs 

(10 devices for each condition) 

ETL N-DMBI (mol%) Jsc(mA/cm2) Voc (V) FF PCE (%) 

PCBM / 21.19 ± 0.16 1.09 ± 0.00 0.79 ± 0.02 18.26 ± 0.45 

BFG 
0 20.81 ± 0.42 0.92 ± 0.03 0.36 ± 0.01 6.95 ± 0.48 

20 13.82 ± 1.08 0.94 ± 0.10 0.28 ± 0.00 3.69 ± 0.16 

BFA 
0 20.22 ± 0.58 0.94 ± 0.14 0.38 ± 0.02 7.11 ± 1.19 

20 17.45 ± 1.22 0.91 ± 0.07 0.28 ± 0.02 4.38 ± 0.34 

 

The JV curve analysis indicates that pristine BF derivatives exhibit higher series 

resistance compared to PCBM, as evidenced by the steeper slop on the Voc side 

observed for PCBM relative to the BF derivatives, as shown in Figure 4.6. The increased 

resistance observed in BF-based devices is attributed to their intrinsically low 

conductivity rather than π-π stacking effects alone. While π-π stacking can enhance 

charge transport, as demonstrated by Ma et al.37 and Zheng et al.38, who demonstrated 

enhanced conductivity and PCE through stronger π-π stacking. In some cases, disorder 

may occur between domain, which may hinder charge transport.39 This could explain the 

low conductivity observed in the pristine form. We note the lower conductivity of the 

flavin derivatives reported here, especially in comparison to PCBM.  
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During fabrication, samples were taken out from a nitrogen-filled glovebox to the 

evaporator exposed to ambient conditions. While PCBM exhibits a significant increase in 

conductivity owing to self-doping upon air expose from 6.75 x 10-8 S/cm to 1.58 x 10-6 S/cm 

(Figure 4.7), the BF derivatives do not carry out dopant-based doping or self-doping. As a 

result, they exhibit higher resistance and lower photovoltaic performance. SEM analysis 

of PCBM and BF films (Figure 4.8) revealed no observable morphological differences 

between PCBM and pristine BF derivatives. This confirm that high resistance in BF 

devices stems from their intrinsic low conductivity rather than solely to their π-π stacking 

behaviour. 

 

 

Figure 4.7. Conductivity measurements of pristine PCBM films exposed in N2 and air on 

ITO substrates 

in air:     1.97 x10 -6 S/cm

in N2:     6.75 x10 -8 S/cm
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Figure 4.8. SEM images of a) PCBM, b) pristine BFG, c) pristine BFA, d) BFG and e) BFA 

with 20 mol% N-DMBI addition 

 

Similarly to lack of charge transport enhancement extracted from the conductivity 

measurements, the addition of dopant also did not improve the performance of the 

fabricated solar cells. Indeed, devices incorporating both BFG and BFA that include the 

dopant did not increase the performance but rather led to reduction in the PCE, as 

compared to their pristine counterparts. While the Voc remained unchanged at 0.9 V for 

both BF devices, the Jsc of the devices reduced significantly from 20.81 mA/cm2 for 

pristine BFG and 20.22 mA/cm2 for pristine BFA to 13.82 mA/cm2 for BFG with N-DMBI 

addition and 17.45 mA/cm2 for BFA with N-DMBI addition, respectively. Additionally, the 

FF dropped from a range of 0.36-0.38 to 0.28 following N-DMBI addition. The reduced Jsc 

and FF is attributed to the influence of N-DMBI.26,35 The formation of needle shaped 

features in BF derivatives with N-DMBI, as observed in Figure 4.8, suggests that N-DMBI 

may affect the molecular packing or induce aggregation within the system, similar to 

behaviours observed in systems with PCBM 19,40, where over doping of PCBM also reduces 

Jsc and FF, and naphthalenediimide41,leading to aggregation-related loss. Additionally, 

the presence of N-DMBI may introduce charge carrier traps,42 increasing recombination 

2 m

a) b) c)

d) e)
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and further degrading device performance. This is supported by the increased series 

resistance observed in the JV curves of N-DMBI incorporated devices compared to their 

pristine counterparts (Figure 4.6). 

 

Interestingly, despite the BF radical anion formation being proved by EPR 

measurements, the N-DMBI addition does not result in increased film conductivity. To 

investigate this unexpected result, we hypothesised that another charged species, a 

charge-transfer complex (CTC), was formed during the process instead of the formation 

free radical. If the electron remains bound within the CTC rather than being transferred to 

an adjacent neutral BF molecule, doping would be ineffective in enhancing the film’s 

conductivity.  

 

To examine this hypothesis, DFT model calculations were performed on the radical 

anion [BF·-] and [BF/N-DMBI]· complex, as shown in Figure 4.9. The spin density map of 

the [BF·-] shows the presence of highly delocalised radical throughout the acceptor core, 

suggesting the formation of a stabilised radical. However, DFT calculations indicate that 

the LUMO level of BF is -4.07 eV, which is significantly shallower than that of [BF/N-DMBI]· 

complex (-4.21 eV). This energy difference suggests that electron transfer from the CTC 

to neutral BF unit is energetically unfavourable. 

 

 

Figure 4.9. DFT calculations of energy levels of BF, [BF·-] and [BF/N-DMBI]· 
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Further evidence for CTC formation comes from TD-DFT of the predicted UV-vis 

absorption spectra of [BF/N-DMBI]· complex (Figure 4.10). A comparison with 

experimental spectra of CTC revealed similar spectral features, including a reduction 

peak at 675 nm, while the TD-DFT predicted peak was at 644 nm. The slight discrepancy 

can be attributed to gas-phase conditions in the calculations. Meanwhile, the absorption 

peaks at 350 nm, 550 nm and 600 nm observed for BF align with the simulated BF peak 

at 350 nm and the broad absorption feature around 550 nm.  

 

Figure 4.10. TD-DFT simulated UV-Vis spectra of neutral of BF and [BF/N-DMBI]· 

 

Additional support was provided by electrostatic potentials (ESPs) (Figure 4.11a), 

which shows that N-DMBI and BF derivatives have positive (light blue) and negative (red) 

potentials, respectively. The negative charge is located on the latter’s more 

electronegative oxygen and nitrogen atoms. The spin density maps of the CTC (Figure 

4.11b) shows highly delocalised radicals on the BF unit. Mulliken charge population 

analysis performed on [BF/N-DMBI]· indicated a high degree of charge transfer between 

the components of the complex (0.9 e).29 Lastly, the binding energies of [BF/N-DMBI]· (-

53.1 kcal/mol) was substantially stronger than that of the ϖ-ϖ dimer of BF (-6.9 kcal/mol). 

The stronger binding in the CTC is expected to disrupt long-range ϖ-ϖ stacking, thereby 

significantly reducing electron mobility in the films (Figure 4.12).  
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Figure 4.11. a) ESP and b) spin density maps of [BF/N-DMBI]· 

 

 

Figure 4.12. Calculated binding energies for [BF/N-DMBI]·, [BF/BF]·- and BF/BF 

 

4.3. Conclusions 

 This study explored the bioinspired derivatives as ETMs for PSCs. In their pristine 

form, these materials exhibited the PCEs of 7% along with competitive Jsc and Voc values. 

We also investigated the feasibility of n-type doping for BFG and BFA. While ESR and UV-

vis absorption measurements confirmed radical formation during the process, 

conductivity measurements revealed no significant enhancement in charge transport 

and indicated detrimental effects on photovoltaic performance. To understand this 

limitation, we employed DFT calculations, which provided insight into the mechanism, 

indicating that these materials form stable CTCs during the process. The calculations 

showed an energetic misalignment between the SOMO of the [BF/N-DMBI]· complex and 

the LUMO of pristine BF derivatives. Consequently, electron donation from complex to 

the pristine molecules is unlikely, consistent with conductivity measurements that 

showed no change, remaining at approximately 10-7 S/cm before and after N-DMBI 
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addition. Therefore, our finding suggests that addition with N-DMBI is not an effective 

strategy for the BF systems, as charge-transfer complexation may hinder the electron 

transport. This study underscores the importance of leveraging cost-effective DFT 

calculations early in the design process to evaluate new ETMs for doping behaviour and 

to optimise performance.  
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Chapter 5. Influence of Imide Side-chain Functionality in the Doping Characteristics 

of Naphthalenediimide Derivatives as Electron Transport Materials 

 

This chapter has been accepted for publication in Physical Chemistry Chemical 

Physics. Acknowledge Dr. Lewis Mackenzie (University of Glasgow) and Dr. Dylan 

Wilkinson (University of Glasgow) for materials synthesis and DFT calculations, Mr. 

Marcin Giza (University of Glasgow) for SEM measurements, as well as Dr. Stephen 

Sproules (University of Glasgow) for performing EPR measurements. 

 

5.1. Introduction 

 Doping is a proven strategy to improve the electrical properties of organic materials  

by generating free charges through interactions between dopant and the host materials.1 

This approach has been particularly successful in fullerene-based electron transport 

materials (ETMs), such as C60 and phenyl-C61-butyric acid methyl ester (PCBM), where 

conductivities exceeding 10 S/cm have been achieved.2 In the meantime, there is growing 

interest in non-fullerene alternatives such as naphthalenediimide (NDI) derivatives due 

to their simpler synthesis route, tunable energy levels and potential for reducing 

chemical usage, energy consumption, and production costs.3–5 Although n-type doping 

has increased NDI conductivity up to 10-1 S/cm,6 the underlying mechanism of ion pair 

formation and charge transfer complexation remain poorly understood.1  

 

In this chapter, we introduced NDI as another class of non-fullerene ETMs. These 

molecules exhibit strong π–π stacking interactions, which often lead to aggregation 

issues.7 To mitigate this, functional groups have been incorporated into PDI and NDI 

derivatives to improve solubility and reduce aggregation. There have been studies 

exploring how side-chains influence doping reactions.8,9 For instance, Liu et al. 

demonstrated that the polarity and the length of glycol side-chain in fullerene derivatives 

impact performance in n-type organic thermoelectric materials,8 while Vijayakumar et al. 

studied the effect of alkyl side-chain length on doping kinetics and charge transport 

properties in poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]thiophene) (PBTTT) films.10 

However, a systematic investigation of how different side-chains affect the reactivity 

between host molecules and molecular dopants is still lacking. Further research is 
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needed to understand how specific synthetic modifications, particularly the choice of 

side-chains, not only enhance solubility in solvent, but also influence the local doping 

environment and control the doping behaviour.  

 

In this study, we have developed two NDI-based molecules functionalised with 

ethylene glycol (NDI-G) and ethylhexyl (NDI-EtHx) imide side-chains. While both improve 

solubility in organic solvents, they exhibit distinct reaction when addition of 4-(1,3-

Dimethyl-2,3-dihydro-1H-benzoimidazol-2-yl)phenyl)dimethylamine (N-DMBI) as the n-

type dopant. Using UV-vis absorption spectroscopy, CV measurements, and DFT 

calculations, we investigated the undoped and doped states of these NDI derivatives, 

along with their conductivities. Our findings reveal that NDI-G undergoes a more effective 

doping reaction with N-DMBI, resulting in faster doping reaction times and higher 

conductivity. We attribute this to the polar glycol side-chains, which facilitate charge-

transfer complexation with N-DMBI. Lastly, we incorporate NDI-G and NDI-EtHx as ETLs 

in PSCs, demonstrating that the choice of side-chain significantly influences device 

performance, ultimately improving optoelectronic properties. 

 

5.2. Results and Discussion 

In this chapter, we explore how the electrostatic environment surrounding NDI 

derivatives affects doping efficiency when using with the N-DMBI. We hypothesise that 

manipulating the polarity of side-chains attached to the NDI core can modulate the 

distance between the N-DMBI and NDI derivatives, thereby influencing the doping 

reaction. To test this, we functionalised the NDI derivatives with two distinct side-chains: 

an ethylene glycol chain in NDI-G to create a more polar environment, and an ethylhexyl 

chain in NDI-EtHx to establish a less polar environment. 

 

The chemical structures of NDI-G, NDI-EtHx, along with that of N-DMBI, are 

presented in Figure 5.1a. The optical properties of these derivatives were characterised 

using UV-vis absorption spectroscopy to assess how side-chain functionalisation affects 

their light absorption behaviour. As shown in Figure 5.1b, both compounds display nearly 

identical absorption spectra, indicating that the side-chain variations do not affect the 

optical performance of the molecules in their neutral state. 
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To further investigate their electronic behaviour, we used CV to determine the redox 

properties of NDI-G and NDI-EtHx in solution (Figure 5.1c). Both NDI derivatives show two 

pseudo-reversible reduction waves, benchmarked against ferrocene as internal 

reference. These redox transitions correspond to successive one-electron reductions, 

forming radical anion and dianion. The calculated electron affinities (EAs) of NDI-G and 

NDI-EtHx are -3.67 eV and -3.70 eV, respectively, which are shallower than that of PCBM 

(-3.92 eV).11  

 

To simplify the convergence of geometry optimisation, the alkyl group of NDI-G and 

NDI-EtHx were truncated to methyl group (methyl-NDI) in DFT calculations. This 

adjustment is justified by minimal influence side-chains generally exert on the electronic 

properties of the NDI core.12 The gas phase energy levels for methyl-NDI were calculated 

to be -7.22 eV (HOMO) and -3.56 eV (LUMO) in Figure 5.1d. When compared with CV 

results, this confirms that NDIs possess energy levels similar to those of fullerenes 

derivatives, suggesting that NDI-G and NDI-EtHx could serve in similar range of 

optoelectronic applications due to favourable energy level alignment. Lastly, the 

conductivity of pristine NDI derivatives was measured using standard current-voltage 

measurements on patterned-ITO substrates, with the device structure (glass/ITO/NDI) 

and patterning shown in Figure 3.3a. The conductivity of both NDI derivatives is about 10-

7 S/cm, which is lower than that of PCBM (1.58x10-6 S/cm), as shown in Figure 5.1e. These 

results highlight the need for effective doping strategies to boost the electrical properties 

of NDI-based materials for potential applications.  
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Figure 5.1. a) Structures of NDI-G, NDI-EtHx and N-DMBI; b) UV-vis absorption spectra 

of pristine NDI-G and NDI-EtHx in solution (1 x 10-5 M in chlorobenzene); c) CV 

measurements of NDI-G and NDI-EtHx (1 x 10-4 M in CH2Cl2; scan rate 0.1 mV/s) using 

ferrocene as the reference, a glassy carbon working electrode, a Pt wire reference 

electrode and a coiled Ag wire counter electrode. All redox processes are recorded by 

selecting a wide process window; d) Energy levels of PCBM, methyl-NDI and N-DMBI 

(HOMO and LUMO levels of methyl-NDI obtained from DFT calculations) and e) 

conductivity measurements of pristine NDI-G, NDI-EtHx and PCBM self-doped in air on 

ITO substrates 



71 
 

To enhance the conductivity of NDI derivatives, N-DMBI was used as an n-type 

molecular dopant. N-DMBI has been extensively for its ability to catalyse the reduction 

of organic compounds 13 and facilitate hydrogen and/or electron transfer reactions by 

generating radical species.14,15 The HOMO of N-DMBI is located at -4.67 eV, which is 

deeper than LUMO of PCBM, NDI-G and NDI-EtHx. Consequently, a direct electron 

transfer between N-DMBI and NDI derivatives is not possible due to energy level 

misalignment. Furthermore, C-H bond dissociation at room temperature is energetically 

unfavourable due to high enthalpy change. Hence, either photo16 or thermal activation16,17 

is necessary a hydrogen atom transfer or hydride transfer,18 forming an N-DMBI radical 

with a SOMO at -2.36 eV,13 which enables electron transfer and facilitates the doping 

process, as shown in Figure 5.1d. 

 

To verify the NDI radical anion formation during the doping process, we conducted 

EPR and UV-Vis absorption measurements on NDI-G and NDI-EtHx doped with 10 mol% 

and 30 mol% N-DMBI, respectively. Upon addition of N-DMBI, EPR shows a strong 

paramagnetic signal with a g value of 2.004, accompanied by hyperfine splitting features 

in the case of NDI-EtHx. These features were less distinct in the NDI-G moiety, due to its 

larger molecular structure, which slows molecular tumbling and obscures the hyperfine 

details. The ESR signal further confirms the formation of an NDI radical anion, whereas 

the pristine NDI-G and NDI-EtHx samples exhibited no appreciable radical signal in 

Figure 5.2a and 5.2b. Additional evidence of radical formation was obtained from solid-

state UV-Vis absorption spectrum (Figure 5.2c), along with DFT-simulated spectra (Figure 

5.2d), revealed a new reduction peak at 450 nm to 475 nm,19 This feature further supports 

the formation of the NDI radical anion.  
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Figure 5.2. EPR spectrum of pristine and after addition of N-DMBI for a) NDI-G (3.57x10-2 

M) and b) NDI-EtHx (4.08x10-2 M) in chlorobenzene; c) UV-vis absorption spectra of 

pristine and after addition of N-DMBI for both NDI derivatives (1 x 10-5 M); d) simulated 

UV-vis spectra of neutral methyl-NDI, [methyl-NDI/ N-DMBI]• complex and [methyl-

NDI]• radical anion 

 

The doping process in molecular electron transporters is generally described as a 

two-step mechanism. The first step involves the ionization of the additive, where a charge 

is transferred to the host materials, forming charge-transfer complexes (CTCs). In the 

second step, these CTCs dissociate, generating free charge carriers by transferring an 

electron to a nearby neutral host.20 However, this second step is not straightforward in 

organic semiconductor due to the strong Coulombic biding energy between the host 

material and the additive.20 To investigate this challenge, we performed DFT calculations 

simulating the interaction between N-DMBI and methyl-NDI. The resulting electrostatic 

potential (ESPs) maps and spin density distributions revealed that the negative charge 
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(red colour) localised predominantly on the more electronegative oxygen and nitrogen 

atoms of the NDI units (Figure 5.3a), while the unpaired electron is highly delocalised 

across the NDI unit (Figure 5.3b). These findings suggest that efficient electron transfer 

occurs between N-DMBI and NDI.  

 

 

Figure 5.3. a) Electrostatic potentials (ESPs) and b) spin density maps of [methyl-NDI/N-

DMBI]• complex, showing the negative 

 

The binding energies of the [methyl-NDI/N-DMBI]• complex and pi-pi dimer of 

methyl-NDI are 56.3 kcal/mol (2.44 eV) and 0.4 kcal/mol (0.02 eV), respectively. The 

significant difference highlights the much stronger binding force of the complex 

compared to most organic materials, which typically exhibit binding energies around 0.5 

eV.21 The stability of the [methyl-NDI/N-DMBI]• CTC complex and its high Columbic 

binding energy suggest that dissociation into free charge carriers is unlikely under normal 

conditions. Given the one-electron transfer and strong binding energy, we define it as an 

integer CTC.1 To further investigate this behaviour, we used DFT modelling to calculate 

the energy level of N-DMBI radical, the [methyl-NDI/N-DMBI]• complex and neutral 

methyl-NDI. The SOMO of the N-DMBI radical was found to be -2.51 eV, consistent with 

previous reported values.13 The LUMO level of methyl-NDI, calculated at 3.56 eV, lies 

deeper than the SOMO of [methyl-NDI/N-DMBI]• at -3.47 eV. This energy alignment 

indicates the possibility of electron transfer from complex to neutral methyl-NDI in Figure 

5.4. Further DFT calculations confirmed this trend for both pristine NDI derivatives and 

their complexes in Figure 5.5: [NDI-G/N-DMBI]• vs NDI-G (-3.56 eV & -3.63 eV) and [NDI-

EtHx/N-DMBI]• vs NDI-EtHx (-3.48 eV & -3.52 eV). 
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Figure 5.4. DFT predicted HOMO/LUMO maps and energies of methyl-NDI and [methyl-

NDI/N-DMBI]• 
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Figure 5.5. a) DFT predicted HOMO/LUMO maps and energies of NDI-G and [NDI-G/N-

DMBI]• and NDI-EtHx and [NDI-EtHx/N-DMBI]• 
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Based on these observations, we propose a doping mechanism involving several key 

steps: 

1. Hydride Transfer / Hydrogen Atom Transfer from N-DMBI: 

N-DMBI-H + NDI → N-DMBI+ + NDI/H-  

N-DMBI-H + NDI → N-DMBI• + NDI/H• 

2. Formation of NDI Anion Radical: 

N-DMBI+ + NDI/H- + NDI → N-DMBI+ + NDI•- + NDI/H• 

N-DMBI• + NDI/H• + NDI → N-DMBI+ + NDI•- + NDI/H• 

3. Complex Formation of [N-DMBI++/NDI•-]:  

N-DMBI+ + NDI•- + NDI/H• → [N-DMBI++/NDI•-] + NDI + 1/2H2 

4. Electron Hopping Process: 

[N-DMBI++/NDI•-] + NDI →N-DMBI+ + NDI + NDI•- → NDI + [N-DMBI++/NDI•-] 

 

 This mechanism highlights the role N-DMBI in facilitating the formation of the NDI 

anion radical through hydride transfer and/or hydrogen atom transfer.22 However, 

determining the dominant pathway in this doping process is challenging, as both 

reactions occur spontaneously.23 Regardless of the initial species formed, evidence from 

UV-vis spectroscopy and EPR confirms the eventual formation of anion radical states in 

both NDI-G and NDI-EtHx. Additionally, the NDI anion radical forms a stable CTC with the 

N-DMBI cation, driven by strong binding energy and hydrogen gas generation.22 

Importantly, the energy alignment between the complex and neural NDI allows efficient 

electron hopping process, promoting enhanced conductivity via charge transfer across 

the NDI matrix.  

 

However, the mere formation of radicals and integer CTCs does not guarantee 

successful doping. Prior studies on two BF derivatives with glycol and alkyl side chains 

demonstrated in Chapter 4 that, although integer CTCs formed during n-type doping, 

electron transfer was inhibited due to unfavourable energy alignment between the integer 

CTC and the pristine species.24 It shows that energetic alignment is a key factor in 

determining the effectiveness of charge-transfer, and ultimately the success of doping n-

type molecular semiconductors. 

 



77 
 

To confirm the success of the doping reaction, we performed a series of solid-state 

UV-vis absorption (Figure 5.6) and conductivity measurements (Figure 5.8, Table 5.1 and 

5.2) on NDI-G and NDI-EtHx, analysing how dopant concentration and reaction time 

influenced the doping process. The UV-vis absorption spectra in Figure 5.6a and 5.6b 

reveal differences in the reaction kinetics between the two NDI derivatives upon the 

addition of 50 mol% N-DMBI. A new reduction peak in 450 - 475 nm range signifies the 

radical anion formation during the doping process.19 NDI-G exhibited significantly faster 

reaction kinetics than NDI-EtHx. For NDI-G, a distinct absorption peak appeared within 2 

hours, while NDI-EtHx required approximately 24 hours to show a similar absorption 

band. This difference in kinetics is likely due to the polar glycol side chain in NDI-G, which 

enhances the overall polarity of the molecule, leading to improved miscibility within the 

host/dopant blend.8 This enhanced compatibility between NDI-G and N-DMBI molecules 

contributed to a more effective doping process compared to NDI-EtHx.8,25–27 These 

findings are consistent with previous reports indicating that an increase in reduction peak 

intensity in UV-vis absorption spectra correlates with the progression of the doping 

reaction time.28,29 

 

Interestingly, the intensity of the UV-vis absorption spectrum of NDI-G began to 

decline after reaching its peak at 2 hours, indicating a lack of stability of the NDI radical 

anion. This decrease in intensity likely stems from the highly reactive nature of organic 

radicals, which tend to degrade under ambient condition.30 In contrast, NDI-EtHx 

displayed a steady increase in radical formation over time without a subsequent decline 

in intensity. However, prolonged doping (24 hour) was not entirely beneficial. A blue shift 

in the absorption slope of NDI-G and NDI-EtHx, associated with changes in the material’s 

bandgap, suggests the possibility of secondary reactions occurring with NDI molecule. 

Additionally, after 24 hours of doping, the absorption peak of NDI-G around 750 nm 

became broadened, further indicating structural or electronic alterations. Additional 

absorption measurements (Figure 5.7) further support this observation, showing a 

reduction in the NDI derivative’s radical peak upon exposure to air, confirming its 

instability. 

 

We further explored the effect of increasing N-DMBI concentrations between 0 mol% 
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to 50 mol% at 2 hours (NDI-G) and 16 hours (NDI-EtHx), on the doping efficiency of NDI-

G and NDI-EtHx. The radical anion absorption peaks for both derivatives began to appear 

at 20 mol% of N-DMBI doping for NDI-G and NDI-EtHx. As the dopant concentration 

increased, the equilibrium position shifted towards the product side, consistent with Le 

Châtelier’s principle: higher reactant concentrations increase the frequency of effective 

collisions between the NDI and N-DMBI, thereby accelerating the forward reaction and 

promoting greater radical anion formation. This indicated a more pronounced doping 

reaction at higher dopant concentrations up to 50 mol%.  

 

 

Figure 5.6. UV-vis absorption spectra of a) NDI-G and b) NDI-EtHx in film on glass 

substrates in the presence of 50 mol% of N-DMBI with reaction times between 0 to 24 

hours; c) NDI-G and d) NDI-EtHx in film on glass substrates in the presence of 0 mol% to 

50 mol% of N-DMBI at 2 hours (NDI-G) and 16 hours (NDI-EtHx) 
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Figure 5.7. UV-vis absorption spectra of NDI-G and NDI-EtHx films on glass substrates, 

each containing 50 mol% of N-DMBI. Solid lines represent data at 0 min, while dashed 

lines show spectra after 15 min of air exposure (The variations in absorption intensity 

spectra are mainly attributed to differences in film thickness, which arise from the spin-

coating process. NDI molecules dissolve in chlorobenzene, and NDI-EtHx is more 

effectively solvated in nonpolar chlorobenzene, resulting in stronger intrinsic 

absorption. In contrast, NDI-G exhibits lower solubility than NDI-EtHx, leading to 

reduced absorbance. Film thickness can vary between the two materials, as the thicker 

or denser NDI-EtHx films further contribute to the higher absorption intensity) 

 

Conductivity measurements of NDI derivatives after the addition of 50 mol% N-DMBI 

added were conducted to evaluate the doping efficiency of the materials bearing 

different side-chains, as shown in Figure 5.8a. Initially, NDI-G exhibited a low conductivity 

of 2.52x10-7 S/cm, which dramatically increased to 4.89x10-4 S/cm after 1 hour of doping. 

This enhancement reached its peak at 1.09x10-3 S/cm after 2 hours, indicating rapid 

doping kinetics. However, after reaching this maximum, the conductivity declined to 

5.8x10-5 S/cm after 24 hours, likely due to the instability of the NDI radical anion. In 

comparison, for NDI-EtHx, a 1 hour reaction with N-DMBI led to an improvement in 

conductivity from an initial value of 2.35x10-7 S/cm to 3.25x10-6 S/cm. This value 

continued to rise steadily, reaching approximately 10-5 S/cm, where it stabilised and 

remained constant up to 24 hours. This behaviour is consistent with the UV-vis 

absorption results, indicating that the glycol side-chain provides a better environment for 

the n-type doping, allowing NDI-G to achieve maximum conductivity more quickly than 
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NDI-EtHx. However, it is noteworthy that the conductivity in NDI-G dropped if the reaction 

was allowed to proceed for longer times, presumably due to instability of the radical 

anion.  

 

Figure 5.8b shows the conductivity for NDI-G and NDI-EtHx with varying mole 

percentages of N-DMBI, ranging from 0 mol% to 50 mol%, with reaction times determined 

from the maxima in Figure 5.6a and 5.6b (NDI-G for 2 hours and NDI-EtHx for 16 hours). 

The initial conductivity of pristine NDI-G and NDI-EtHx ranged from 2 to 3x10-7 S/cm. In 

the case of NDI-EtHx, the conductivity increased to 6.21x10-6 S/cm with 5 mol% N-DMBI 

and reached the maximum to 2.38x10-5 S/cm at 30 mol%. However, the conductivity 

started to decline beyond this optimal additive concentration level, from 1.82x10-5 S/cm 

at 40 mol% and further decreasing to 1.40x10-5 S/cm at 50 mol%. In the case of NDI-G, 

the conductivity dramatically increased to 1.84x10-3 S/cm with 2 mol% N-DMBI and 

peaked at 1.00x10-2 S/cm with 10 mol% N-DMBI doping. However, further increase in 

additive concentration led to a decline in conductivity, which dropped to 4.50x10-4 S/cm 

at 50 mol%.  

 

These results indicate the successful electron transfer from the complex to the 

neutral NDI, demonstrating effective doping, with optimal conditions for NDI-G yielding 

conductivity values up to 10-2 S/cm. However, excessive additive concentration had a 

detrimental effect. At high additive levels, trap states likely form within the material,31,32 

capturing electrons and leading to reduced electron conductivity 33,34 and mobility 31,33, as 

well as increased recombination.35 Consequently, this behaviour reduces the number of 

free charges within the material. Based on our results, the optimised doping conditions 

for these materials are: 10 mol% N-DMBI for a 2 hour reaction for NDI-G, and 30 mol% N-

DMBI for a 16 hour reaction for NDI-EtHx. Notably, the doping kinetics of NDI-G are 

competitive with other reports, achieving peak conductivity within 3 hours.29,36 
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Figure 5.8. Logarithmic plot of conductivity measurements for N-DMBI doped in NDI-G 

and NDI-EtHx at a) reaction time ranging from 0 to 24 hours (50 mol% N-DMBI doping) 

and b) ranging from 0 mol% to 50 mol% (reaction time: 2 hours for NDI-G and 16 hours 

for NDI-EtHx). (Average of three samples with error bars for each data set) (The variation 

in conductivity for pristine NDI-G in Figure 5.8b is attributed to the variation for ITO 

substrates) 

 

Table 5.1. Conductivity measurements for N-DMBI doped in NDI-G and NDI-EtHx at 

different mol% (Average of three samples with error for each data) 

 NDI-G NDI-EtHx 

mol% average (S/cm) error average (S/cm) error 

0 3.98E-07 1.39E-07 2.49E-07 4.51E-09 

2 1.84E-03 3.89E-04 / / 

5 6.45E-03 4.63E-04 6.21E-06 5.06E-07 

10 1.01E-02 6.89E-04 8.01E-06 1.22E-06 

15 8.50E-03 2.44E-04 9.22E-06 1.58E-06 

20 3.17E-03 4.52E-04 2.32E-05 1.53E-07 

30 1.74E-03 2.61E-04 2.38E-05 3.92E-07 

40 / / 1.82E-05 1.00E-06 

50 4.50E-04 3.93E-05 1.40E-05 8.68E-07 

 

 

 



82 
 

Table 5.2. Conductivity measurements for N-DMBI doped in NDI-G and NDI-EtHx at 

different reaction time (Average of three samples with error for each data) 

 NDI-G NDI-EtHx 

Time (hr) average (S/cm) error average (S/cm) error 

0 2.52E-07 1.13E-08 2.35E-07 1.88E-09 

1 4.89E-04 2.45E-04 3.25E-06 3.85E-07 

2 1.09E-03 3.72E-05 8.04E-06 2.21E-07 

3 7.60E-04 8.63E-05 1.04E-05 3.75E-07 

4 3.96E-04 5.21E-05 1.24E-05 4.98E-07 

6 3.94E-04 8.53E-06 1.08E-05 3.44E-07 

7 3.67E-04 5.06E-05 1.12E-05 2.40E-07 

8 2.66E-04 3.33E-05 1.41E-05 1.22E-06 

16 / / 1.57E-05 1.44E-06 

24 5.83E-05 1.05E-05 1.51E-05 3.35E-07 

 

To evaluate the effectiveness of n-doping of NDI derivatives and their potential for 

hybrid optoelectronic devices, inverted PSCs were fabricated using glass/ITO/MeO-

2PACz/Al2O3 NPs/perovskite/ETL/BCP/Ag. The photovoltaic performance of the pristine 

and doped NDI derivative PSCs was compared to PCBM-based PSCs with J-V curves 

illustrated in Figure 5.9a and summarised in Table 5.3. Doping NDI-G with N-DMBI 

significantly improved both conductivity and device performance, with PCE increasing 

from 10.44 % to 14.12 %. The Jsc of NDI-G PSCs rose from 21.25 mA/cm² to 22.15 mA/cm² 

after doping, approaching the performance of PCBM-based PSCs. This increase suggests 

that enhanced conductivity in doped NDI-G is beneficial for charge extraction to the 

electrode, leading to higher Jsc. Additionally, the FF of doped NDI-G PSCs increased from 

0.53 to 0.68 compared to undoped NDI-G PSCs. This enhancement is associated a 

reduction of the series resistance, as evidenced by the slopes of the JV curves, see Figure 

5.9a. The extracted Rs values for doped NDI-G PSCs were comparable to those of PCBM-

based PSCs, indicating the success of the doping strategy. In contrast, doped NDI-EtHx 

did not lead to performance improvements. This lack of improvement is likely a result of 

the less effective doping process which does not yield a high enough conductivity value 
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to overcome the detrimental effects of the addition of the dopant molecules.  

 

Despite the higher conductivity in doped NDI-G compared to PBCM, its overall 

performance is still lower than this reference system, suggesting additional interfacial 

effects beyond simple energy-level considerations. In particular, there is a growing body 

of knowledge highlighting that fullerene derivatives play additional roles to facilitate 

charge extraction, for instance in the form of surface passivation.37 This effect attributed 

to the interaction at perovskite/PCBM interface, which reduces interfacial recombination 

and lowers the interfacial energy barrier.38 Similar benefits have been observed in regular 

PSCs where C60 self-assembled monolayers (SAMs) were used to passivate SnO2, 

reducing interfacial defects.39 This defect mitigation is further supported by minimised 

hysteresis in PCBM-based devices compared to NDI-based devices, as shown in Figure 

5.9b.  

 

To better understand the performance discrepancies, we examined film morphology 

using scanning electron microscopy (SEM) (Figure 5.10). No significant morphological 

changes are observed between PCBM, pristine NDI-G, and NDI-EtHx. After doping, NDI-

G maintained its morphology, indicating that improved PSC performance resulted from 

enhanced charge transport. In contrast, doped NDI-EtHx exhibited the formation of 

needle-shaped features, suggesting dopant-induced molecular packing disruptions or 

aggregation. The polarity difference between NDI-EtHx and N-DMBI leads to dopant 

residue aligning with the alkyl side-chain in crystalline regions, disrupting π-π stacking of 

NDI molecules or dopant self-aggregation, as observed in SEM images.8 This behaviour 

is similar to that observed in reported PCBM systems,40,41 where large aggregate 

formation negatively impacts photovoltaic performance. It is possible that the steric 

hindrance of the alkyl side-chains in NDI-EtHx leads to the aggregation. This explains why 

the Voc of doped NDI-EtHx decreased from 1.00 V to 0.95 V, likely due to surface 

recombination caused by the needle-shaped features, whereas NDI-G maintained a 

consistent Voc value.  
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Figure 5.9. a) J–V characteristic curves of champion devices based on PCBM, pristine, 

and doped NDI-G and NDI-EtHx PSCs (Lines represent to fitting curves of each J-V 

curves) and b) JV curves showing forward (dashed line) and reverse (solid line) curves 

for devices incorporating PCBM, pristine and doped of NDI-G and NDI-EtHx. 

 

Table 5.3. Photovoltaic performance of reference PCBM-based, pristine and doped NDI-

G-based and NDI-EtHx-based PSCs (10 devices for each condition) 

ETL N-DMBI (mol%) Jsc (mA/cm2) Voc (V) FF PCE (%) 

PCBM / 21.86 ± 0.38 1.07 ± 0.01 0.78 ± 0.02 18.26 ± 0.69 

NDI-G 
0 21.25 ± 0.58 0.93 ± 0.06 0.53 ± 0.02 10.44 ± 0.80 

10 22.15 ± 1.14 0.94 ± 0.04 0.68 ±0.07 14.12 ± 1.05 

NDI-EtHx 
0 18.56 ± 0.63 1.00 ± 0.07 0.50 ± 0.02 9.18 ± 0.83 

30 18.47 ± 1.43 0.95 ± 0.04 0.48 ± 0.02 8.45 ± 0.77 
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Figure 5.10. SEM images of a) PCBM; b) pristine NDI-G; c) pristine NDI-EtHx, d) doped 

NDI-G and e) doped NDI-EtHx 

 

5.3. Conclusions 

In this study, we investigated two non-fullerene ETMs based on NDI analogues with 

solubility-enhancing side-chains: glycol (NDI-G) and alkyl (NDI-EtHx). Despite exhibiting 

similar optical and electrochemical properties, both derivatives initially demonstrated 

limited conductivity. To improve their performance, we employed n-type doping using N-

DMBI as the dopant. Given that the HOMO of N-DMBI is deeper than the LUMO of the NDI 

derivatives, direct electron transfer is energetically unfavourable. Consequently, we 

proposed the following doping mechanism: the formation of N-DMBI radical with a SOMO 

enables electron transfer to the NDI derivatives, resulting in the formation of NDI radicals, 

as confirmed by ESR. The electron from NDI radical then transfers to the NDI derivatives 

and forms NDI radicals. DFT calculations support the initial formation of an integer CTC 

between N-DMBI cation and NDI anion radical, stabilised by strong binding energies. The 

energy alignment between the integer CTC and neural NDI molecules enables effective 

electron transfer, ultimately generating free charges. UV-vis absorption and conductivity 
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measurements revealed that the polar glycol side chains in NDI-G accelerate the doping 

process compared to the non-polar alkyl side chains in NDI-EtHx. This enhancement is 

attributed to the improved polarity compatibility between the glycol side-chains and the 

dopant, which promotes molecular interactions and enhances doping efficiency. 

However, the resulting NDI radicals were found to be unstable in solution, degrading after 

several hours. The optimized NDI-G doped material exhibited a conductivity exceeding 

10⁻² S/cm. When integrated into PSCs, NDI-G increased the PCE from 10.44% to 14.12% 

after N-DMBI doping, primarily by reducing the series resistance. Despite the higher 

conductivity of doped NDI-G compared to PCBM, the overall device performance 

remained lower due to greater interfacial recombination and increased hysteresis. This 

observation suggests that effective interface passivation plays a more critical role in 

device efficiency than simply reducing series resistance in the charge extraction layer. 

Thus, selection of non-fullerene ETMs requires a balanced approach, not only lowering 

series resistance through high conductivity but also focusing on interfacial engineering, 

such as defect-free interfaces, to suppress recombination losses. A combined strategy 

of moderate doping and effective passivation is required to unlock the full potential of 

non-fullerene ETMs.   
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Chapter 6. Understanding the Impact of SAM Fermi Levels on High Efficiency p-i-n 

Perovskite Solar Cells 

 

This chapter has been adapted from J. Phys. Chem. Lett., 2024, 15, 10686-10695. 

Acknowledgements are extended to Mr. Fraser J. Angus (University of Glasgow) for SaP 

measurements, Dr. Muhammad Umair Ali (University of Hong Kong) for TRPL 

measurements, Mr. Jingbo Wang (University of Hong Kong) for NiOx nanoparticles 

synthesis and Mr. Tik Lun Leung (University of Sydney) for KPFM measurements. 

 

6.1. Introduction 

Interfacial engineering is typically employed in photovoltaics research to enhance 

device performance. Unlike traditional photovoltaic systems, perovskite solar cells 

(PSCs) introduce unique challenges and opportunities due to the ionic properties of their 

absorber layers.1 These ionic characteristics necessitate specialised approaches for 

interfacial optimisation. For example, strategies such as incorporating ionic compounds 

to form layered perovskites on top of the perovskite,2 or simple adsorption have shown 

significant potential in passivating surface defects, leading to marked improvements in 

device performance.3 

 

Recent advancements in PSC interfacial engineering have highlighted the 

effectiveness of self-assembled monolayers (SAMs) in enhancing charge extraction.4,5 

When SAMs bind to indium tin oxide (ITO), they generate dipoles that modify the work 

function of the contacts and introduce interfacial band bending, improving charge 

collection efficiency.6 Despite their prominence as state-of-the-art HTMs, the 

relationship between a SAM’s dipole, surface orientation, and its effect on interfacial 

energetics remains poorly understood. Furthermore, the performance of SAM-based 

PSCs is related to the choice of perovskite composition and device structure, 

necessitating extensive optimization through iterative experimentation.7,8 This 

complexity is exacerbated by the constraints of conventional energy level 

characterization techniques, such as X-ray photoelectron spectroscopy (XPS) and 

ultraviolet photoelectron spectroscopy (UPS),9,10 which primarily probe partial device 

stacks and are highly surface-sensitive.  
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In this work, we examine how the built-in potential created by HTL and ETL affects 

key performance parameters in high-efficiency, hysteresis-free PSCs. Due to various 

dipole strengths of SAMs, we systematically quantify the potential across the perovskite 

layer, obtaining values between 0.6 V and 1.0 V. Additionally, we incorporate 

complementary characterisation techniques, including TRPL and JV characteristic 

analysis, to distinguish between charge recombination, charge extraction, and interfacial 

potential barriers. Our results offer insights into device physics of inverted PSCs, 

enabling performance optimisation through tailored interfacial energetics.  

 

6.2. Results and discussion 

We utilised four commercially available SAMs including [2-(9H-carbazol9-

yl)ethyl]phosphonic acid (2-PACz), [2-(3,6-dimethoxy9H-carbazol-9-yl)ethyl]phosphonic 

acid (MeO-2PACz), (4-(3,6-dimethyl-9H-carbazol-9-yl)butyl)phosphonic acid (Me-4PACz) 

and (2-(3,6-Dichloro-9H-carbazol-9-yl)ethyl)phosphonic acid (Cl-2PACz) to investigate 

how the Fermi level shift induced by the SAMs effects on PSCs. These SAMs have been 

widely studied in literature, serving as important reference materials and also achieved 

high PCEs.11,12 Moreover, they exhibit varying dipole strength, following the order 2PACz > 

Me-4PACz > MeO-2PACz,13,14 which leads to a significant Fermi level shift when attached 

to metal oxide surface,  which has been verified by UPS and XPS analysis.15 By utilising 

these well-characterized SAMs, this study aims to further explore interfacial energetics 

in PSCs. 

 

To evaluate the photovoltaic performance of the SAM, we fabricated inverted PSCs 

using NiOx NPs as HTL, which improve the efficiency and wetting properties compared to 

bare ITO.16 Two different perovskite compositions were examined: the widely studied 

methylammonium lead iodide (MAPI) and an optimised double-cation formulation 

composed of formamidinium and caesium (FA0.9Cs0.1PbI2.9Br0.1), referred to as “DC”. The 

ETL and hole-blocking layer comprised PCBM and BCP, respectively, with Ag as the top 

electrode. Complete details on device fabrication and synthesis can be found in Chapter 

3. 
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Figure 6.1. SEM morphology analysis of DC perovskite on a) 2PACz, b) Me-4PACz and c) 

MeO-2PACz, as well as MAPI on e) 2PACz, f) Me-4PACz and g) MeO-2PACz. XRD analysis 

of d) DC and h) MAPI on all SAMs 

 

To confirm the changes in device performance from interfacial energetics rather than 

morphological differences, we performed SEM and XRD analysis on perovskite films 

(Figures 6.1). DC perovskite and MAPI films exhibited pure-phase structure, with no 

significant differences with different SAMs. Except for DC on Me-4PACz, the relative 

intensity of the 13.8o peak was lost, indicating that the disorder within the film increases 

and the crystals preferentially oriented along the (110) direction decreases.  

 

Grain sizes were quantified by measuring approximately 120 grains for DC perovskite 

and 70 grains for MAPI samples. The average grain size was calculated of all measured 

diameters, with the associated error determined from the standard deviation. A summary 

of the average grain sizes for DC and MAPI is provided in Table 6.1. The average grain sizes 

remained consistent across all SAMs. As the observed variations were smaller than the 

standard deviation, these results confirm that differences in device performance arise 

from interfacial energetics rather than changes in perovskite morphology. 
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Table 6.1. Average grain sizes of DC perovskite and MAPI on different SAMs, measured 

from approximately 120 grains for DC perovskite and 70 grains for MAPI. The values 

represent the mean grain size ± standard deviation 

 2PACz MeO-2PACz Me-4PACz 

DC Perovskite 274.6 ± 57.5 nm 253.0 ± 60.6 nm 258.6 ± 64.6 nm 

MAPI 302.8 ± 81.6 nm 289.5 ± 104.8 nm 276.6 ± 100.1 nm 

 

JV curves obtained from solar simulator measurements further illustrate the impact 

of SAMs on PSC efficiency (Figure 6.2a and b). The highest-performing devices achieved 

power conversion efficiencies (PCEs) exceeding 22 % for DC and 20 % for MAPI. While 

MAPI devices exhibited some hysteresis, the DC perovskite devices displayed hysteresis-

free behaviour, as expected for this material system.17 Photovoltaic performance for the 

best devices of each SAMs are summarised in Figure 6.2a and b.  

 

Figure 6.2. JV curves of a) DC perovskite and b) MAPI devices with the forward scans 

(dashed lines) and the reverse scans (solid lines). Normalised TRPL measurements for 
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c) DC perovskite and d) MAPI films, measured in configuration of 

ITO/NiOx/SAM/perovskite18 

 

The JV curves (Figure 6.2a and b) and statistics analysis (Figure 6.3 and 6.4) indicate 

that inverted PSCs utilising Me-4PACz consistently exhibit higher Jsc for both perovskites. 

On the other hand, 2PACz yielded the lowest Jsc, while MeO-2PACz showed intermediate 

performance. Among all devices, Me-4PACz resulted in the highest PCE compared to 

MeO-2PACz and 2PACz. Additionally, devices incorporating MeO-2PACz displayed lower 

Voc than those incorporating 2PACz and Me-4PACz, which exhibited similar Voc values 

for two perovskite compositions.  

 

 

Figure 6.3. Statistical analysis of DC perovskite devices for different SAMs under 

simulated solar illumination for forward scan; a) Jsc; b) Voc; c) FF and d) PCE. (10 

devices for each condition) 
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Figure 6.4. Statistical analysis of MAPI devices for different SAMs under simulated solar 

illumination for forward scan; a) Jsc; b) Voc; c) FF and d) PCE. (10 devices for each 

condition) 

 

To investigate the charge extraction and recombination of the SAM, TRPL 

measurements were performed on half device stack: ITO/NiOx/SAM/perovskite (Figure 

6.2c and d). The TRPL data were analysed using the PEARs online fitting tool, which 

employs a bimolecular-trapping-Auger recombination model to extract recombination 

parameters.18 The fitting values show in Table 6.2 and 6.3 for DC perovskite and MAPI, 

respectively. For MAPI films, the TRPL results show that the decay trace for MeO-2PACz 

exhibited significantly higher bimolecular recombination dynamics (k2) than Me-4PACz 

and 2PACz, with k2 being nearly an order of magnitude greater. The DC perovskite films 

show similar results, with higher k2 value for MeO-2PACz compared to Me-4PACz.  

 

Surprisingly, all TRPL exhibited low monomolecular recombination rates (k1), a 

widely reported trend in previous studies. Given the high efficiency of the resulting solar 

cells, efficient charge extraction at the interface would be expected. However, if charge 

extraction were highly efficient, the monomolecular recombination rate should dominate, 
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as is commonly observed in devices employing Spiro-OMeTAD or PEDOT:PSS as HTLs.19,20 

The TRPL data suggests that, contrary to conventional assumptions, charge extraction at 

carbazole-based SAM interfaces may be less efficient, possibly due to charge extraction 

barriers. 

 

Table 6.2. Extracted TRPL rate values of DC perovskite for different SAMs using the rate 

equation for the bimolecular-trapping model, obtained using the PEARs fitting tool. (k1   

rate of monomolecular recombination, k2   rate of bimolecular recombination, n   

photoexcited carrier concentration   10-15 cm-3 and t   time) 

𝒅𝒏

𝒅𝒕
= −𝒌𝟏𝒏(𝒕) − 𝒌𝟐𝒏

𝟐(𝒕) 

SAM k1 (ns-1) k1 (%) 1/k1 (ns) k2 (cm3ns-1) k2 (%) r2 

2PACz 1.04x10-3 14.67 961.5 1.80x10-18 85.33 0.9402 

MeO-2PACz 5x10-4 4.36 2000 3.58x10-18 95.64 0.9551 

Me-4PACz 3.13x10-3 52.51 319.5 2x10-19 47.49 0.9488 

 

Table 6.3. Extracted TRPL rate values for MAPI for different SAMs sing the rate equation 

for the bimolecular-trapping model, obtained using the PEARs fitting tool. (k1   rate of 

monomolecular recombination, k2   rate of bimolecular recombination, n   

photoexcited carrier concentration   10-15 cm-3 and t   time) 

𝒅𝒏

𝒅𝒕
= −𝒌𝟏𝒏(𝒕) − 𝒌𝟐𝒏

𝟐(𝒕) 

SAM k1 (ns-1) k1 (%) 1/k1 (ns) k2 (cm3ns-1) k2 (%) r2 

2PACz 5.66x10-3 83.26 176.7 3.24x10-19 16.74 0.9994 

MeO-2PACz 2.87x10-4 4.22 3484.32 1.93x10-18 95.78 0.9985 

Me-4PACz 3.37x10-3 67.12 296.7 4.51x10-19 32.89 0.9989 

 

To gain further insight, KPFM measurements was conducted under dark and 

illuminated conditions (Figure 6.5). The results show that the surface potential of 

perovskite films deposited on MeO-2PACz did not change significantly (Figure 6.5h and i), 

indicating the recombination of charge carriers. This aligns with the increased overlap of 

electron and hole populations observed in the TRPL results. Conversely, KPFM images of 
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perovskite films incorporating 2PACz (Figure 6.5b and c) and Me-2PACz (Figure 6.5e and 

f) showed a distinct change in surface potential upon illumination, signifying effective 

charge separation and interfacial band bending. It should be noted, however, that 

measurements on partial device stacks may not fully represent the complex interfacial 

energetics present in a complete solar cell. This is particularly relevant for p-i-n PSC 

architectures that utilise SAMs and 3D/2D absorber layers, where energy level alignment 

can be more intricate.21  

 

 

Figure 6.5.AFM (left) and KPFM images of DC perovskite films in dark (middle) and under 

illumination (right) on different SAMs: a-c) 2PACz; d-f) Me-4PACz and g-i) MeO-2PACz 

with the partial device stack (ITO/NiOx NPs/SAMs/DC perovskite) 

 

 We then performed SaP measurements for inverted PSCs devices to link the energy 

alignment and device performance.22,23 The complete JV curves obtained via SaP 

measurements are presented in Figure 6.6 for both perovskite compositions. These 

curves clearly illustrate the impact of ions on charge extraction. For the MeO-2PACz in 

both perovskite compositions, there is a little to no change in shape of the JV curves, 
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indicating that mobile ions in the perovskite do not affect the charge extraction. This 

suggests lower surface recombination, with bulk recombination dominating. In contrast, 

for the 2PACz and Me-4PACz, changes in the JV curves are observed compared to MeO-

2PACz. In the case of 2PACz, the large variation in Voc is attributed to increased surface 

recombination due to energetic barrier created by the strong dipole moment. For Me-

4PACz, the change in Jsc at high voltage indicates that ions are impacting charge 

extraction, likely due to interfacial recombination.  

 

 

Figure 6.6. JV curves from SaP measurements for a) MAPI and b) DC devices using 

different SAMs 

 

 For further confirmation, the derivative of current density with respect to voltage 

(dJ/dV) is plotted against the stabilisation bias in Figure 6.7 to represent the distribution 
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of mobile ion (detail explanation provided in section 3.3.9 of chapter 3). The data is it is 

normalised for direct comparisons across devices. The slope of the dJ/dV curve reflects 

the interplay between ion-modulated interfacial recombination and bulk losses, The 

interface becomes less dominant with bulk recombination increased, resulting in a less 

pronounced slope in the dJ/dV curve. In MAPI-based devices, which contain a high 

density of mobile ions (1017 to 1019 cm-3), 24–27 interfacial recombination is dominant, 

leading to more pronounced slopes in dJ/dV analysis. As a result, JV hysteresis was 

observed in most MAPI-based solar cells. In contrast, DC perovskites contain fewer and 

slower-diffusing mobile ions,24 reducing interfacial recombination and JV hysteresis, 

which results in a shallower dJ/dV slope. The extracted data further confirms that MAPI 

devices provide more accurate dJ/dV fits, whereas DC perovskite devices display a 

noisier response. Furthermore, the DC perovskite devices with MeO-2PACz exhibits a 

shallower dJ/dV slope compared to other devices, indicating less ionic effects and an 

increased bulk-to-surface recombination ratio, which is consistent with the TRPL and 

KPFM.  

 

 

Figure 6.7. dJ/dV analysis of devices of a) MAPI and b) DC perovskite with different SAMs 

 

 To verify that ion migration effects were properly accounted for, MAPI and DC 

perovskite on MeO-2PACz were examined as examples. JV curves were reconstructed 

from SaP measurements, and Figure 6.8a and 6.8b shows no hysteresis of the reverse 

and forward scans. The overlapping curves confirm the absence of significant ion 

migration during the measurements. Additionally, current density versus time plots 

    



100 
 

remained stable throughout the measurement process, indicating that ionic 

redistribution had stabilised before the voltage pulse was applied. To further confirm this, 

the deviation of current (J) from the mean current (Jmean) over final 30 seconds before 

pulsing was plotted in Figure 6.8c and 6.8d. The resulting values near zero confirm that 

no substantial ionic movement occurred during this period.  

 

 

Figure 6.8. JV data from SaP measurement of MeO-2PACz on a) MAPI and b) DC 

perovskite with contrasting colours to highlight both scans taken during the 

measurement (reverse scans in black and forward scans in dashed red); Stabilisation 

data obtained during SaP measurement. Left: Full current density output obtained 

during each applied bias for MeO-2PACz on c) MAPI and e) DC perovskite. The red 
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dashed lines indicate the final 30 seconds before pulsing for stability analysis. Right: the 

current minus the average current during the final 30s before pulsing beginning for MeO-

2PACz on d) MAPI and f) DC perovskite, confirming that the ionic configuration was 

stable before pulsing 

 

 From these curves, the flat ion potential (Vflat) values were determined to be 

approximately 0.9 V, 0.6 V and 0.8 V for 2PACz, MeO-2PACz and Me-4PACz, respectively. 

Table 6.4 summarised the extracted values. The data highlights a correlation between 

interfacial potential drops and SAM dipole strength of different SAMs. The trend is further 

validated using Cl-2APCz with a larger dipole moment (~4.6 D) than other SAMs.28,29 

Devices with Cl-2PACz exhibited significantly higher Vflat values for both perovskite 

devices (1.19 V for DC and 1.34 V for MAPI), confirming that higher dipole moments 

correspond to increased Vflat, as shown in Figure 6.9. 

 

Table 6.4. Comparison of dipole moment and the flat ion potentials for the different 

SAMs on MAPI and DC 

SAM Dipole Moment DC (Vflat) MAPI (Vflat) 

2PACz ~ 2 D13 0.96 ± 0.05 V 0.93 ± 0.05 V 

Me-4PACz ~ 1.5 D14 0.81 ± 0.05 V 0.85 ± 0.05 V 

MeO-2PACz ~ 0.2 D13 0.62 ± 0.05 V 0.60 ± 0.05 V 

Cl-2PACz ~ 4.6 D 28,29 1.19 ± 0.05 V 1.34 ± 0.05 V 
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Figure 6.9. JV curves from SaP measurement utilising Cl-2PACz for a) MAPI and b) DC 

perovskite. dJ/dV analysis for Cl-2PACz-based devices for c) MAPI and d) DC 

 

These findings are further supported by the consistency of the values obtained 

between DC and MAPI when using same SAMs. This agreement is expected because of 

the similar bandgaps exhibited by both perovskite compositions, as shown by UV-vis 

absorption and Tauc analysis: 1.49 eV for DC perovskite and 1.54 eV for MAPI, as shown 

in Figure 10. Given their comparable conduction and valence bands, as well as Fermi 

level alignments, the extract Vflat values are solely attributed to Fermi levels induced by 

the SAMs on ITO surface.  

 

Figure 6.10. Tauc analysis of a) DC perovskite and b) MAPI 
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To verify the accuracy of the SaP measurements, the Vflat values were compared with 

expected energetic offsets derived from XPS/UPS studies by Siekmann et al.15 These 

results indicate Fermi level shifts of -5.2 eV, -5.0 eV and -4.8 eV for 2PACz, Me-4PACz and 

MeO-2PACz, respectively. These values correspond to the dipole strength of the SAMs, 

where a stronger dipole leads to a greater Fermi level shift. 

 

Considering PCBM’s reported Fermi level (-4.2 eV),30,31 a conservative estimate of the 

Fermi level difference between the charge transport layers suggests values of 1.0 eV for 

2PACz, 0.80 eV for Me-4PACz, and 0.60 eV for MeO-2PACz. These estimations closely 

match the extracted Vflat values of 0.93, 0.85 and 0.60 ± 0.05 V respectively for MAPI and 

DC perovskite. This strong correlation underscores the reliability of the SaP 

measurement technique in assessing interfacial energetic modification in highly efficient 

PSCs, which exhibited lower mobile ion densities and minimal hysteresis. 

 

Analysing the impact of Fermi level shifts on SAM-based device, Figures 6.3 and 6.4 

show that devices with MeO-2PACz exhibit losses in both Voc and Jsc. This reduction in 

Jsc is counterintuitive when considering the energetic framework of the solar cell in 

Figure 6.11. According to conventional understanding, this device configuration should 

yield the highest JSC due to the offset at the HTL/Perovskite interface, which, in theory, 

should enhance charge extraction by providing an additional driving force.32 

 

Figure 6.11. Energy level diagrams for inverted PSCs incorporating each SAM layer (HTL: 

NiOx/SAM and ETL: PCBM). The perovskite valence band edge is -5.4 eV from 

literature.15 The electrostatic potential drop across the perovskite layer extracted from 

the SaP measurements is labelled as Vflat. The energetic offset from the valence band of 

the perovskite to the valence band of the HTL is labelled ΔE and is estimated from 

values obtained from the literature15 
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The built-in potential driven by the adjacent charge transport layers is approximately 

equal to Vflat in this device structure. Our previous work demonstrates that in ‘high-

injection limited’ cases, where interfacial recombination is not the limiting factor, 

reducing the built-in potential results in a loss of both Jsc and Voc.23 Ionic field screening 

leads to increased overlap of electron and hole populations, thereby enhancing bulk 

recombination rates. The significantly lower Vflat observed in MeO-2PACz-based devices 

aligns with TRPL data, which indicated a higher bimolecular recombination rate 

compared to SAM layer. This conclusion is further supported by KPFM measurements, 

where there is no surface potential difference before and after illumination.  

 

The highest Vflat was obtained using 2PACz as HTL, which is attributed to its strong 

dipole moment. This resulted in an increase in Voc but a decrease in Jsc compared to the 

MeO-2PACz device.13 According to the Figure 6.11, the current loss is attributed to the 

small energy barrier at the interface, as the valence band of the SAM-modified NiOx layer 

is deeper than that of the DC and MAPI, resulting in hole accumulation at the interface 

and increased recombination kinetics.  

 

In contrast, Me-4PACz exhibit the highest Jsc and Voc values, attributing to the 

optimal alignment of the SAM-modified NiOx valence band with that of perovskite. The 

small energetic offset (~0.1 eV) minimises charge accumulation and recombination 

compared to 2PACz, while the build-in potential remains sufficiently high to achieve the 

high Voc required for efficient operation. This conclusion is reinforced by the TRPL 

measurements, which revealed the slowest decay kinetics for Me-4PACz-based devices. 

The KPFM results show a charge build-up at the exposed perovskite surface after 

illumination, further confirmed the existence of a small potential barrier for charge 

extraction at the SAM/perovskite interface.  

 

Device performance data indicate that this potential barrier does not adversely 

affect efficiency. Similar findings were reported by Xu et al. who demonstrated that an ETL 

with a slight barrier to charge extraction could still achieve high PCEs.33 In fact, a small 

energetic offset at the interface can be beneficial for increasing the Voc, as shown by 

Chen et al. in devices that incorporated layered perovskites as interface modifiers.34 This 
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observation signs with the increased Voc measured in devices utilising 2PACz and Me-

4PACz in this study.  

 

6.3. Conclusions 

Using an advanced SaP measurement technique, we have systemically investigated 

how SAM-induced Fermi-level positioning affects the performance of high-efficiency 

inverted PSCs. This method enabled the determination of Vflat for two different perovskite 

compositions. The measured Vflat values for devices were 0.6 V for MeO-2PACz, 0.8 V for 

Me-4PACz, and 0.95 V for 2PACz, with consistent trends observed across both 

perovskites. Our findings demonstrate a clear correlation between low Vflat values and 

reduced Jsc and Voc. Device performance significantly improved when Vflat reached 0.80 

V but further increases provided no additional benefit. This limitation is attributed to the 

stronger dipole of 2PACz, which shifts the valence band deeper than that of the 

perovskites, creating an interfacial energy barrier that impedes charge extraction. 

Supporting evidence from KPFM and TRPL measurements further validated this 

interpretation. KPFM revealed substantial differences in surface potential between dark 

and illuminated conditions for device with higher Vflat, indicating the presence of an 

energy barrier. TRPL results showed reduced monomolecular recombination rates, 

further suggesting inefficient charge extraction due to this barrier. These insights highlight 

the importance of selecting the appropriate SAM for a given device architecture to 

optimise performance. For example, the higher Vflat induced by 2PACz may necessitate a 

bromide-based perovskite, which can deepen the valence band and mitigate energy 

barrier formation. In contrast, low-bandgap perovskites may benefit more from MeO-

2PACz, which induces a lower Vflat. This study demonstrates the value of thorough 

material characterization in identifying most suitable SAM for improving solar cell 

efficiency. 
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Chapter 7. Conclusion and Future Work 

This thesis explored charge transport layer (CTLs) in inverted perovskite solar cells 

(PSCs) through doping and interfacial engineering, with focus on non-fullerene organic 

semiconductors as electron transport materials (ETMs) and the role of self-assembled 

monolayer (SAMs) in tuning interfacial properties. By investigating bisflavin (BF) and 

naphthalenediimide (NDI) derivatives as alternative ETMs, we examined their 

conductivity properties and n-type doping mechanisms. Additionally, the influence of 

SAM-induced dipole moments on interfacial energetics was systematically studied using 

a novel Stabilisation and Pulse (SaP) measurement technique. These approaches 

demonstrated the critical role of interfacial engineering in optimising PSC efficiency.  

 

This work highlighted the potential of bio-inspired BF derivatives as n-type organic 

ETMs, with pristine BF-based devices achieving power conversion efficiencies (PCEs) of 

approximately 7%, along with respectable Jsc and Voc values. However, efforts to 

enhance their conductivity through n-type doping with N-DMBI revealed significant 

challenges. Glycol-functionalised BFG exhibited faster electron transfer than alkyl-

functionalised BFA, attributed to improved molecular interactions between its polar side 

chains and the dopant. Despite this, doping not significantly enhance conductivity or 

device performance. Density functional theory (DFT) calculations revealed that both BFG 

and BFA tend to form stable charge transfer complexes (CTCs) upon doping due to strong 

binding energies, making electron transfer to the LUMO of neutral molecules 

energetically unfavourable. This resulted in ineffective n-type doping, explaining the 

limited conductivity improvements observed experimentally.  

 

Further investigations into NDI-derivatives, including NDI-G (glycol-functionalized) 

and NDI-EtHx (ethylhexyl-functionalized), showed similar doping behaviour to BF 

derivatives when treated with N-DMBI. NDI-G exhibited faster doping reactivity than NDI-

EtHx, attributed to better polarity compatibility between the molecule and dopant. The 

proposed doping mechanism involves the electron transfer from N-DMBI, facilitating the 

formation of the NDI anion radical. This was confirmed through electron paramagnetic 

resonance (EPR) and UV-vis absorption measurements, supported by DFT calculations 

indicating CTC formation stabilized by strong binding energies. Unlike BF derivatives, the 
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energy alignment between the CTC and neutral NDI molecules facilitated efficient 

electron transfer, generating free charge carriers. Optimized doping of NDI-G achieved a 

conductivity of 10⁻² S/cm, surpassing many reported molecular charge transport 

materials, including PCBM. This improvement led to reduced series resistance (Rs) and 

enhanced charge transport in PSCs. However, despite its superior conductivity, doped 

NDI-G devices exhibited lower overall efficiency compared to PCBM-based devices, due 

to increased interfacial recombination and hysteresis. These results highlight that 

effective interface passivation is more critical than simply reducing Rs in the charge 

extraction layer for achieving optimal device performance. 

 

The study also explored the impact of SAMs on the Fermi level position in high 

efficiency inverted PSCs using a novel stabilization and pulse (SaP) measurement 

technique. By measuring the flat ion potential (Vflat) between HTL and perovskite layer, it 

was observed that variations in SAMs-induced dipole moment significantly influenced 

the Vflat, and consequently, device performance. The SAMs MeO-2PACz, Me-4PACz and 

2PACz yielded Vflat values of 0.60 V, 0.80 V and 0.95 V, respectively. A low Vflat was 

associated with losses in both Jsc and Voc. Maximum performance was achieved at an 

intermediate Vflat of 0.80 V, while further increases, as with 2PACz, did not yield additional 

improvements. Instead, a stronger dipole of 2PACz lead to formation of an interfacial 

energy barrier forming between the HTL and perovskite layer, as confirmed by KPFM and 

TRPL measurements. These results explain why different SAMs yield optimal device 

performance depending on the device architecture.  

 

This thesis contributes to the understanding of doping mechanism in n-type organic 

ETMs and the role of SAM-induced interfacial engineering in inverted PSCs. Future 

research could incorporate DFT calculations during the design phase of ETMs to predict 

the potential for CTC formation and binding energies, as well as to further study energy 

alignment with materials for specific applications. Additionally, side-chain modification 

offers a viable approach to improving n-type doping efficiency by increasing molecular 

polarity and improving dopant compatibility. The SaP measurement results suggest the 

dipole moment of SAMs controls the built-in potential, and the use of mixed SAMs could 

provide a strategy to fine-tune the dipole moment of the HTL, optimizing the Fermi level 
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alignment at the HTL/perovskite interface for efficient charge extraction. 
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