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Abstract

Using Virtual Reality (VR) technology in moving vehicles holds great potential to enhance the
passenger experience and support innovative Non-Driving Related Tasks (NDRTs). However,
VR usage in vehicles presents significant challenges due to motion sickness. This condition
often arises from a sensory mismatch between visually perceived motion and the vestibular sys-
tem’s input. This problem is especially pronounced when passengers engage with immersive VR
environments while in transit as the VR visual cues are often in contradiction to vestibular cues.
Consequently, current VR experiences tend to rely on matched motion cues, meaning experi-
ences where the virtual movements mirror the real movements of the vehicle. While matched
visual motion cues that align with optic flow can effectively reduce sensory conflict and miti-
gate motion sickness, they often impose constraints that may distract users from their primary
tasks in VR. Moreover, the requirement for matched cues significantly limits design flexibility,
constraining the diversity of VR scene designs. To address these issues, this thesis investigates
alternative visual cue designs that move beyond the traditional approach of the VR scene match-
ing visual motion. These novel cues reduce motion sickness by minimizing sensory mismatch
without replicating optic flow, thereby reducing distraction and enabling non-disruptive visual
motion cues. This thesis addresses two primary types of vehicle motion: rotational and linear.
In terms of rotational motion, innovative cues were validated through four studies, ranging from
implicitly manipulating the movements of existing virtual interfaces to explicitly presenting vir-
tual objects that react to the forces experienced by the vehicle. For linear motion, visual cues
that represent vehicle accelerations rather than velocity changes (as used in traditional matched-
motion cues) were tested in two studies in real driving environments. By comparing user motion
sickness ratings and distraction levels with those of solutions commonly used in the field, these
designs demonstrated their ability to strike a balance between mitigating motion sickness and
minimizing distraction from NDRTs. This thesis contributes novel insights into how visual mo-
tion perception, beyond simple matched motion cues, can improve passenger VR experience
without inducing motion sickness. By strategically designing to reduce the motion sickness as-
sociated with VR use and integrating VR devices into vehicles, this research also underscores
the importance of minimally distracting cues to enhance the overall user experience, which will

become a vital component of future vehicles interactions.
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Chapter 1

Introduction

1.1 Motivation

With the arrival of autonomous driving technologies, many drivers will become passengers and
are expected to experience long-distance travel more frequently [27,54,/110]. This transforma-
tion underscores the significance of Non-Driving Related Tasks (NDRTSs), encompassing activi-
ties such as reading, watching movies, and working, in shaping the future passenger experience.
Cutting-edge computing platforms [1] like Virtual Reality (VR) devices such as the Meta Quest 3
and Pico 4, have the potential to revolutionize our interaction with digital content, thereby signif-
icantly enhancing the passenger experience. These displays are digital interfaces that users can
configure within a 3D space to optimize size and spatial orientation, accommodating individual
ergonomic preferences and improving overall visual comfort. Consequently, these virtual dis-
plays enhance existing in-vehicle screens [[107,/112]. This innovation holds substantial promise
for transforming passenger entertainment and productivity experiences, facilitating non-driving
related tasks (NDRTSs) like streaming videos, browsing social media, and remote work, signifi-
cantly enriching the passenger’s travel experience. These NDRTs are currently delivered mainly
through 2D planar productivity applications (e.g. word processors, web browsers, Virtual Desk-
tops) and entertainment content (e.g. television, movies), providing novel modes of interaction.

Despite the advances in VR technology, motion sickness remains a significant challenge
during travel [27]. This impacts the overall experience of passengers during their journeys and
potentially hinders the realization of innovative VR travel experiences. The prevailing theory
posits that motion sickness is primarily caused by a sensory conflict between expected and ex-
perienced vestibular and visual self-motion [144]. When passengers are in motion, their vestibu-
lar system receives information related to the vehicle’s physical movement, while their visual
system receives conflicting information, such as the vehicle’s static interior or movement from
information displayed on screens within the vehicle. The use of VR headsets can further con-
tribute to this conflict by partially or completely occluding the outside visual world. This conflict

impedes the further application of VR technology in transportation.
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However, with thoughtful design, VR headsets also hold substantial promise as tools to mit-
igate motion sickness [[138,|141]]. VR headsets could present visual or multimodal information
(e.g. auditory) about the outside world to help resolve this sensory mismatch [[144,|190] and be
used as a tool for motion sickness mitigation. For example, visual stimuli, such as displaying
optic flow patterns conveying motion information from the external environment in the virtual
background, which are able to reduce conflicts between sensory systems and enhance passenger
situational awareness [[109]. Additionally, VR headsets can "manipulate" or correct passen-
ger head position and movement by ensuring they maintain an upright posture, by positioning
visual content in a way that encourages them to look up and avoid mis-alignment with grav-
ity [52]], and guiding their head tilt/rotation. Based on sensory conflict theory [77,/124], using
matched motion, which accurately replicates the vehicle’s movements—such as speed and rota-
tion—within VR scenes, ensures passengers have a consistent perception of their self-motion.
This has proven effective in reducing the incidence of motion sickness as confirmed by various
studies: [[19,20,61,109,111}]135,/138].

While matched motion can mitigate motion sickness, cues might detract from the overall user
experience by diverting attention and causing distraction from the media content or NDRT the
passenger is trying to use [[109}/136, 188]. In psychological studies on distraction, it is typically
defined as the factors that interfere with an individual’s ability to complete a primary task [[148]].
This interference can arise from multitasking or external stimuli [163]. In highly immersive
VR single-task studies, users’ sensory input is confined to the visual elements within the vir-
tual interface, making any non-task-related visual stimuli potentially disrupting, referred to as
visual interference [163]]. Matched motion involves providing visual motion cues that mimic
the visual signals passengers would experience throughout their journey. In real-world driving
scenarios, such as navigating city streets or highways, the vehicle undergoes substantial motion,
including acceleration, deceleration, cruise, and turns, meaning the user sees many matched
motion cues, which can be distracting. Cues are typically presented as starfield displays or
cityscapes [122,138./139,/183]], in the VR environment. These cues match the visual motion that
would be perceived if there was no obstruction by VR headset or the car interior. They are often
unrelated to the primary entertainment or productivity task, they occupy a significant portion of
the visual field and they continuously change with the vehicle’s movement. The motion of the
visual cues also generates substantial optic flow information. This could capture user attention
and introduce distractions, and limits the design space for in-car VR as the whole background
is take up by the cues. On the other hand, in the absence of this additional information, motion
sickness could greatly hinder individuals from enjoying their travel experiences and risk rejec-
tion of passenger VR. This motivates the need for minimally-disruptive motion cues that are less
distracting and more integrated into the scene or content being experienced, to reduce impact on
user experience whilst retaining mitigation efficacy. This also underscores that the question of

how best to visually convey vehicle motion (vestibular perceived self-motion) in VR to reduce
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motion sickness remains unclear. A range of new ways is needed by which self-motion can be
non-disruptively integrated into VR experiences and alongside NDRTSs, ultimately supporting
more productive travel.

Vehicles primarily experience linear and yaw (rotation) motion on the road [115]. Hence,
research in this thesis targets these types of motion separately, resolving sensory mismatch by
conveying congruent visual cues based on sensed vehicle motion. The designs proposed are
intended to reduce visual distraction and the impact of the virtual motion cues.

For yaw motion, Studies 1 and 2 demonstrated that altering the orientation of 2D planar con-
tent in VR devices based on the orientation of a motion simulator significantly reduced motion
sickness. This indirect method of conveying matched motion information is identified as a form
of implicit motion cue. Given that engaging with 2D content such as videos, web browsing, and
reading is likely to remain prevalent in vehicle-based VR scenarios, integrating implicit motion
cues into existing planar interfaces represents a promising direction for enhancing passenger
comfort. However, this design does not meet the needs of scenarios where users require a fixed
interface for NDRTs. To address this, the next stage of research focused on preserving a fixed
NDRT interface while embedding motion cues within the background, preferably by subtly uti-
lizing existing background elements. Study 3 explored whether incorporating physics-based
movements of virtual objects within the VR scene could further mitigate motion sickness. The
results confirmed that visual dynamics reflecting external vehicle movements effectively serve
as visual cues, validating the utility of physics-based approaches. In Study 4, these physics-
based cues were compared to conventional matched motion cues and directional arrow cues.
The findings indicated that, while physics-based cues achieved comparable reductions in mo-
tion sickness relative to traditional matched motion cues, they resulted in significantly lower
perceived distraction.

For linear motion, novel acceleration-based visual cues were specifically developed to ac-
commodate the vestibular system’s heightened sensitivity to changes in velocity. Two real-
world, on-road studies were conducted to evaluate their efficacy. Study 5 validated that these
acceleration-based cues significantly reduced motion sickness. Study 6 further confirmed that
the benefits of acceleration-based cues were comparable to traditional matched motion cues,
while inducing minimal distraction to Non-Driving Related Tasks. Additionally, this study vali-
dated the effectiveness of visual cue gain design in enhancing user experience.

Across both rotational and linear vehicle motions, this thesis demonstrates that various low-
optic-flow visual cue designs can effectively reduce motion sickness while significantly mini-
mizing distraction. These findings open up new opportunities for developing innovative motion-
sickness mitigation strategies and stimulate further exploration into how visual cues can alleviate
sensory mismatches. This thesis argues that the future of in-car VR experiences lies in breaking
free from the need for matched motion visual cues and moving towards complementary cues

that mitigate sensory conflict and maximize passengers’ ability to engage in VR-based NDRTs.
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1.2 Research Questions
The main research questions for this thesis are:

* RQ1: For rotational motion, how is the trade-off between motion sickness and distraction

impacted by visual cues that resolve sensory mismatch?

— RQ1.1 What are the effects of using implicit cues that manipulate the movements of

2D planar virtual interfaces?

— RQ1.2 What are the effects of using explicit physics-based cues presenting virtual

objects that react to the forces experienced by the vehicle?

* RQ2: For linear motion, how is the trade-off between motion sickness and distraction

impacted by visual cues that resolve sensory mismatch?

— RQ2.1 Can acceleration-based visual cues reduce motion sickness?

— RQ2.2 How does the trade-off between motion sickness and distraction compare

between existing velocity-based matched motion cues and acceleration-based cues?

— RQ2.3 Can tuning the parameters of acceleration-based visual cues benefit user ex-

perience?

* RQ3: How to achieve minimally disruptive visual motion cues that balance motion sick-

ness against distraction for Passenger VR?

1.3 Thesis Statement

This thesis investigates how innovative visual cues within VR environments can effectively mit-
igate motion sickness while minimizing distraction during NDRTs when passengers are in mo-
tion. Current approaches, such as matched motion cues, reduce motion sickness but introduce
significant visual distraction, detracting from the overall passenger experience. To address this
challenge, this research explores novel minimally-disruptive motion cues tailored specifically to
linear and rotational vehicle motions, integrating subtle yet effective motion representations into
VR scenes. By comparing these designs against existing methods through real-road studies, the
thesis identifies visual cue strategies that optimally balance the reduction of motion sickness
with minimal interference to user attention, and provides practical design principles to deepen

theoretical understanding, supporting the broader adoption of VR in transportation contexts.
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1.4 Thesis Outline

Chapter 2: Literature Review This chapter reviews research areas that inform the future of
passenger VR experiences, particularly focusing on the challenges posed by motion sickness.
It provides a detailed review and investigation of the literature related to motion sickness and
methods for VR mitigation techniques. The review concludes by highlighting some of the dis-
tractions caused by existing mitigation techniques.

Chapter 3: Exploration of Visual Cues for Rotational Motion: Implicit Cues This chapter
contains two lab studies conducted using a 1 DoF yaw rotation motion simulator that explore vi-
sual cue-based strategies for alleviating motion sickness induced by rotational movement. These
studies investigate the trade-off between motion sickness and distraction when resolving sen-
sory mismatches through implicit visual cues. These implicit cues convey motion information
indirectly based on existing VR Uls. The experiment compared the results of motion sickness
measurements with control conditions, demonstrating the potential of unconventional new visual
cues.

Chapter 4: Exploration of Visual Cues for Rotational Motion: Explicit Cues This chap-
ter contains two further lab studies using the same setup as the previous chapter. It explores
explicit cues that react to physical motion. The effectiveness of these physically-based cues is
examined. Comparisons with commonly used designs demonstrate their potential in mitigating
motion sickness and reducing distractions. The research conducted in Chapter 3 and Chapter 4
provide answers to RQ1 and offer insights into RQ3.

Chapter 5: Exploration of Visual Cues for Linear Motion: Acceleration Cues This chap-
ter includes two studies conducted in real vehicles to explore visual cue-based strategies for
mitigating motion sickness under linear motion. Starting from the limitations of commonly
used solutions, which can distract attention, this research proposes and evaluates an alternative:
acceleration-based visual motion cues. These studies demonstrate that acceleration-based cues
are as effective as matched motion cues in preventing motion sickness while being minimally
disruptive to non-driving related tasks. The studies also adjust various parameters to provide
references for more personalized future mitigation solutions. This chapter provides answers to
RQ2 and RQ3.

Chapter 6: Conclusions Here, the work conducted is summarized and the answers to the re-
search questions presented. It also highlights thesis’s key contributions, limitations and suggests

directions for design guidelines and future research.



Chapter 2

Literature Review

2.1 Introduction

This literature review provides a comprehensive synthesis of existing work at the intersection of
motion sickness research, VR design, and in-vehicle passenger experience.

The first section outlines the theoretical foundations of motion sickness, including the major
explanatory models. It also discusses the conceptual overlap between motion sickness and cy-
bersickness, and reviews widely used measurement tools. Additionally, individual differences in
susceptibility to motion sickness are examined, shedding light on the diversity of user responses
to similar stimuli.

The second section shifts focus to the future of passenger experience in autonomous vehi-
cles. It highlights how the development of AVs opens up new possibilities for productivity and
entertainment, with VR playing a central role in enhancing passenger engagement. At the same
time, it identifies emerging challenges in designing for comfort, safety, and usability in such
environments. These challenges introduce new design constraints and open up opportunities for
innovation in motion cue delivery and in-vehicle interaction.

The third section provides an in-depth review of motion sickness mitigation strategies, par-
ticularly those involving visual cues. Mitigation techniques are categorized into vehicle-centric
approaches and passenger-centric designs. Special attention is given to cue designs within VR
contexts, including both matched and semi-matched motion cues.

Finally, the review turns to the concept of distraction—an increasingly issue in VR visual
cues. The literature is reviewed with regard to how distraction is defined, what measurement

metrics are used, and how task design influences user attention.

2.2 Motion Sickness

Motion sickness, a condition affecting countless individuals across diverse environments, has

intrigued humans for centuries, with historical records dating back to 800 BC [64]. Symptoms
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significantly impacting an individual’s ability to function and enjoy certain activities or envi-
ronments. Despite its widespread occurrence, the exact physiological mechanisms underlying

motion sickness remain not fully understood.

2.2.1 Theories of Motion Sickness

Motion sickness is a complex phenomenon with underlying causes that remain incompletely
understood within the scientific community. Prominent explanatory frameworks, including Sen-
sory Conflict Theory [[145] and Postural Instability Theory [[146], offer valuable insights but also
face notable critiques and limitations.

The Sensory Conflict Theory, proposed by Reason and Brand [[145]], remains the most widely
cited explanation. This theory posits that motion sickness results from discrepancies among vi-
sual, vestibular, and proprioceptive sensory inputs. Specifically, the visual system perceives
motion through tracking movements, light variations, or parallax effects; the vestibular system
detects self-motion via the balance organs in the inner ear; and the proprioceptive system gath-
ers information regarding bodily posture and movements through sensors in muscles, tendons,
and joints. According to this theory, motion sickness arises from conflicts between expected
and actual sensory inputs during motion [10]. Such conflicts occur when the brain encounters
difficulties reconciling differing sensory signals, triggering symptoms of motion sickness.

Additionally, Sensory Conflict Theory addresses discrepancies between anticipated sensory
feedback, shaped by prior experiences, and actual sensory information received during move-
ment [180]. This phenomenon is notably exemplified among experienced operators. For in-
stance, seasoned pilots have developed consistent sensory expectations related to physical ac-
celerations and positional changes during real flights. However, in fixed-base flight simulators
lacking realistic force feedback, significant deviations occur between expected and actual sen-
sory inputs, potentially making experienced pilots more susceptible to simulator-induced motion
sickness than novices [93].

Sensory Conflict Theory effectively explains motion sickness across diverse contexts, in-
cluding traditional vehicular motion (e.g., cars and ships) and virtual environments, making it
one of the most widely referenced theories in motion sickness research.

Although the Sensory Conflict Theory has substantial support [77], it is not without criticism.
Riccio and Stoffregen [[146] argue that the theory does not universally predict its occurrence.
This critique highlights the need for more nuanced models that can account for a broader range
of motion-related experiences. They introduced the Postural Instability Theory [[146], suggesting
that motion sickness arises from prolonged postural instability. According to this model, any
condition leading to sustained instability of the body or its parts could provoke symptoms of
motion sickness. This instability disrupts an individual’s natural postural, affecting their ability
to maintain balance and understand their centre of gravity. This theory challenges the sensory

conflict perspective by proposing that motion sickness is linked to an inability to control posture
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rather than just sensory mismatch. Furthermore, based on the fact that passengers are more
prone to motion sickness than drivers [147], Wada et al. [174-177]] offered a new explanation
by proposing that the strategy for head tilting differs between drivers and passengers, influencing
the incidence of motion sickness. The experiment demonstrated that passengers who tilt their
heads toward the centripetal acceleration experience a significant reduction in motion sickness,
regardless of the presence or absence of visual cues. When passengers engage in NDRTs, like
reading a book or watching a movie, there is often an increased likelihood of experiencing
motion sickness due to them tilting their head downwards (holding the display or book on their
lap), with such a head position leading to increased motion sickness [31,88] as well as due to
them potentially occluding visual information from their surrounding, thereby creating a conflict
between visual and vestibular-perceived self-motion.

However, research by Warwick et al. [180] did not support the Postural Instability Theory
and instead provided evidence for the Sensory Conflict Theory. They originally believed that
an inability to maintain a stable posture, due to disrupted postural sway and impaired under-
standing of one’s centre of gravity, would lead to motion sickness. However, their study results
were contrary to the expectations set by the Postural Instability Theory. Despite attempts to
minimize postural control challenges, all participants still experienced motion sickness. These
findings suggested that postural control alone might not be the critical factor in the onset of mo-
tion sickness, thereby questioning the theory’s validity. More recent studies suggest a complex
relationship rather than direct causation between postural instability and motion sickness. Stof-
fregen et al. [[160] consider postural instability could be considered a precursor or accompanying
factor, rather than the primary source of motion sickness.

Sopite Syndrome [353], as described by Graybiel and Knepton is relevant to discussions
of motion sickness. This syndrome is characterized by fatigue and mood changes related to
both observed and perceived motion. However, Sopite Syndrome is considered a parallel phe-
nomenon with motion sickness rather than a causal factor, as it arises from similar motion-related
stimuli. The research by Warwick-Evans et al. underscores the importance of considering mul-
tiple factors in understanding motion sickness. It challenges researchers to look beyond single-
cause explanations and to explore how various physiological and sensory processes interact.
This nuanced understanding is essential for developing effective strategies to predict, prevent,

and treat motion sickness in various contexts.

2.2.2 Relationship Between Motion Sickness, Simulator Sickness and Cy-
bersickness
Based on different inducing contexts, motion sickness can be categorized into traditional mo-

tion sickness (triggered by real vehicle movements, e.g., cars, ships), simulator sickness, and

cybersickness. Table [2.T| presents the characteristics of the three types of sickness.



CHAPTER 2. LITERATURE REVIEW 9

MS SS CS
Primary context Real transport Training simulators VR/AR; consumer
(car/ship/air) (screen with/without interactive 3D
motion platform)
Dominant cue pattern | Vestibular: strong; Visual: strong; Visual: strong;
Visual: weak/static Vestibular: still/weak Vestibular: still/weak
Typical triggers Reading in a moving Large-FOV optic flow; | Motion-to-photon
car; looking sideways projection errors; latency; tracking error;
in waves display latency unstable FPS;
Device-specific Real vehicle dynamics | Screen alignment; Near-eye optics;
factors motion-platform reprojection artifacts
mismatch

Table 2.1: Distinguishing motion sickness (MS), simulator sickness (SS), and cybersickness
(CS).

Traditional motion sickness refers to symptoms such as dizziness and nausea occurring in
real transportation settings (e.g., cars, ships, airplanes), primarily caused by sensory conflicts
between vestibular inputs and visual/proprioceptive cues. The sensory conflict theory intuitively
explains this phenomenon: mismatches among visual, vestibular, and proprioceptive inputs in-
duce discomfort [[145]. For instance, when traveling by car, the inner ear detects motion, but
visual focus on a stationary interior object creates sensory conflict, causing motion sickness.
The postural instability theory also applies, suggesting abnormal postural adjustments in unsta-
ble environments may trigger motion sickness symptomes.

Simulator sickness occurs within simulated environments, such as flight simulator training
for pilots [95]]. Typically, these environments involve minimal or no physical motion but visu-
ally present dynamic scenes while the body remains stationary, leading to sensory mismatches.
Simulator sickness shares symptoms with traditional motion sickness, including discomfort,
disorientation, fatigue, drowsiness, and nausea. It essentially represents a subtype of visually
induced motion sickness (VIMS). The sensory conflict theory remains applicable here: visual
perception of motion without corresponding vestibular/proprioceptive sensations generates sen-
sory conflicts, inducing discomfort.

Cybersickness has emerged prominently with the widespread adoption of electronic dis-
plays and falls within VIMS, characterized by discomfort induced purely by visually simulated
motion. In virtual environments, users perceive realistic three-dimensional dynamic scenes,
creating illusions of self-motion while their bodies remain stationary. This condition leads to se-
vere inconsistencies between visual inputs and vestibular/proprioceptive signals. For example,
when playing computer games, players visually experience movement while physically station-
ary, generating similar sensory conflicts resulting in cybersickness. A typical instance in VR
is visual latency: rapid head movements followed by delayed virtual viewpoint updates briefly
induce sensory mismatches and instability, identified as a key factor triggering cybersickness.

Cybersickness is purely visually induced without vestibular input, unlike traditional motion sick-
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ness, which arises from vestibular motion coupled with conflicting visual cues (e.g., static car
interior, non-driving-related tasks).

Given this study’s emphasis on VR use in transportation, primary concerns regarding mo-
tion discomfort focus on traditional motion sickness and cybersickness. However, as VR dis-
plays—the primary inducers of cybersickness—are employed here specifically to provide visual
cues aimed at mitigating motion sickness rather than causing VIMS, this study emphasizes mit-
igation strategies addressing traditional motion sickness rather than cybersickness.

In the context of transportation, where the use of new technologies is increasing, addressing
motion sickness is crucial for enhancing user interaction within vehicles [156]. The introduc-
tion of these new technologies presents additional challenges; on one hand, the intersection of
physical motion and virtual views can lead to an interplay between motion sickness and cyber-
sickness, potentially exacerbating symptoms. On the other hand, well-designed virtual views
can help alleviate motion sickness. The challenge lies in integrating these technologies into
transport systems in a way that does not exacerbate—and might even improve—motion sickness
symptoms. As VR is increasingly utilized for in-vehicle entertainment or operational purposes,

understanding and mitigating motion sickness becomes critical.

2.2.3 Measures of Motion Sickness

Motion sickness is primarily evaluated through subjective self-report methods. These methods,
including various rating scales and questionnaires, aim to capture the intensity and personal ex-
perience of symptoms [49,79]]. However, subjective measures alone have limitations, such as
the lack of standardized instruments and reporting protocols. Consequently, there is a grow-
ing interest in identifying objective correlates that can supplement subjective assessments and

enhance the accuracy and reliability of motion sickness measurement [8]].

Subjective Measures

The most prevalent subjective measures for assessing motion sickness include questionnaires
that evaluate an individual’s susceptibility based on past experiences. The Motion Sickness
Susceptibility Questionnaire (MSSQ) is frequently used, offering a historical perspective on an
individual’s experiences with motion sickness across various modes of transport [49]. An al-
ternative is the Motion Sickness History Questionnaire (MHQ), which provides a more detailed
exploration of individual symptoms and their frequency, though it is more time-consuming [55]].
The Simulator Sickness Questionnaire (SSQ), developed by Kennedy et al. [78]], is a widely
used tool designed to assess symptoms specific to virtual simulator exposure. It comprises 16
items that participants rate based on their experience in a virtual environment, generating scores
across three subscales: Nausea, Oculomotor, and Disorientation. Despite its origins in simulator

research, the SSQ remains a standard in VR research. Table [2.2] presents the detailed sub-
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components and assessment levels of the SSQ. As a post-assessment instrument, the Simulator
Sickness Questionnaire (SSQ) provides a comprehensive evaluation of motion sickness symp-
toms. Being a subjective self-report measure, the SSQ is widely adopted in flight simulations,
driving simulations, and contemporary VR studies due to its simplicity, ease of administration,
and comprehensive coverage of typical symptoms. Although the SSQ remains one of the bench-
mark tools for assessing motion sickness, researchers are actively refining it to better align with
current technological contexts. To cater specifically to the burgeoning VR research field, spe-
cialized scales have been developed. Notably, Kim et al. introduced the Virtual Reality Sickness
Questionnaire (VRSQ) [82]. The VRSQ refines the SSQ by re-evaluating its symptom items
through retesting and factor analysis, extracting nine symptoms most relevant to VR-induced
motion sickness, thus forming a streamlined questionnaire. However, it is important to note that
the VRSQ is still undergoing validation and wider dissemination. To address the need for real-
time symptom tracking, the Fast Motion Sickness Scale (FMS) was developed by Keshavarz
and Hecht [[79]]. This scale allows for continuous assessment of motion sickness symptoms,
such as nausea and discomfort, on a minute-by-minute basis during VR exposure. The Fast
Motion Sickness (FMS) scale provides a dynamic profile of symptom progression and can be
effectively combined with post-exposure tools like the SSQ to offer detailed symptom insights.
Another efficient and straightforward assessment tool is the Misery Scale (MISC), proposed
by Bos et al. [12]. Characterized by its simplicity, the MISC consists of ten explicitly defined
severity levels, making it particularly suitable for rapid assessments during VR tasks.

Despite the availability of these specialized scales, the SSQ remains the standard instrument

utilized in most studies, owing to its extensive applicability and established validity.

Objective Measures

Researchers have investigated various physiological and neuronal correlates that could serve
as objective indicators of motion sickness. Fundamental physiological measures such as heart
rate [[62], skin conductance [48]], blink rate [103]], and respiration rate [102]] have been shown
to correlate with motion sickness symptoms. These measures typically increase with symptom
severity [29]. However, they are susceptible to confounding factors such as environmental con-
ditions or other changes in the participants state such as fatigue, stress, arousal, which may limit
their reliability. By analysing eye movement patterns and pupil data, researchers can infer levels
of discomfort [127]. Eye tracking is advantageous due to its non-intrusive nature and ability to
provide continuous data, making it a promising tool for the real-time assessment of motion sick-
ness symptoms. Additionally, some objective measures that capture real-time changes in brain
activity are gaining popularity [[17]. Studies have investigated changes in electroencephalogra-
phy (EEG) frequency bands, including delta, theta, and alpha, to identify neural correlates of
motion sickness [[70]. For instance, increases in delta power and changes in alpha activity have

been associated with the stress and discomfort of motion sickness, though findings across studies
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None | Slight | Moderate | Severe
General discomfort None | Slight | Moderate | Severe
Fatigue None | Slight | Moderate | Severe
Headache None | Slight | Moderate | Severe
Eye strain None | Slight | Moderate | Severe
Difficulty focusing None | Slight | Moderate | Severe
Increased salivation None | Slight | Moderate | Severe
Sweating None | Slight | Moderate | Severe
Nausea None | Slight | Moderate | Severe
Difficulty concentrat- | None | Slight | Moderate | Severe
ing
"Fullness of the head" | None | Slight | Moderate | Severe
Blurred vision None | Slight | Moderate | Severe
Dizzy (eyes open) None | Slight | Moderate | Severe
Dizzy (eyes closed) None | Slight | Moderate | Severe
Vertigo (Giddiness) None | Slight | Moderate | Severe
Stomach awareness None | Slight | Moderate | Severe
Burping None | Slight | Moderate | Severe

Table 2.2: Symptoms and Their Severity Levels in Simulator Sickness Questionnaire

vary, highlighting the complexity of neuronal responses to motion stimuli [[168]. Other objective
measures include postural stability assessments and neuroimaging techniques such as positron
emission tomography (PET) and functional magnetic resonance imaging (fMRI), which provide
neurological insights into motion sickness, though their application is often limited by practical
constraints such as cost and accessibility in routine research environments.

With technological advancements, new methods are emerging that overcome the limitations
of traditional measurement tools. The integration of deep learning and facial recognition tech-
nologies enables the real-time prediction of motion sickness indicators. By analysing facial
action units (AUs) and their dynamics, these systems can detect subtle physiological changes

indicative of motion sickness, offering a non-invasive, continuous monitoring solution [97].

2.2.4 Individual Differences in the Experience of Motion Sickness

The variety of measures for assessing motion sickness, and the lack of a fully standardized
approach, are largely due to individual differences in experiencing motion sickness. These dif-
ferences are shaped by a complex interplay of factors, including field dependency, personality
traits, age, gender, ethnicity, and prior exposure to motion-inducing environments. Field depen-
dency, which refers to the reliance on visual versus vestibular cues, significantly influences the
perception of self-motion. Research indicates that individuals who are highly field-dependent,
relying more on visual cues, experience motion sickness more intensely and for longer dura-

tions compared to those who are less field-dependent [36]]. Motion sickness susceptibility is
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widespread, with reports indicating that as many as one in three people are highly suscepti-
ble [94]]. While everyone is potentially susceptible, except those with complete labyrinth dys-
function [[149], the severity and onset frequency of motion sickness symptoms vary significantly
across different demographic groups. Gender differences are particularly notable, with females
generally experiencing more severe symptoms than males. This heightened susceptibility in fe-
males is often attributed to hormonal influences, such as higher levels of estrogen, which are
linked to increased motion sickness [106]. Additionally, differences in visual fixation patterns
between genders may also contribute to this distinction, particularly in visually induced motion
sickness scenarios [60].

Age is another critical factor. Among minors, susceptibility to motion sickness typically
increases with age [[170]. Among adults, the relationship between age and motion sickness is
less clear, with some studies suggesting an increase in susceptibility with age [51]], while others
report a decrease [170]. This inconsistency highlights the importance of considering travel expe-
rience, as familiarity with different travel modalities can influence susceptibility independently
of age [[170]. Prior experience with motion-inducing environments, can also impact the severity
of motion sickness. Behavioural adaptation may occur with repeated exposure to the same stim-
ulus, such as frequent engagement with virtual environments, which can lead to less sickness in
gamers compared to non-gamers in VR self-motion tasks due to sensory adaptation or habitu-
ation effects [140]. However, this adaptation is often considered temporary and specific to the
type of stimulus, making it challenging to generalize across all types of motion sickness [[157].

In addition to individual physiological and psychological factors, environmental conditions
within transportation settings can significantly influence the onset and severity of motion sick-
ness for some individuals [94]. For instance, studies have shown that strong or disagreeable
odours, such as those from vehicle exhaust or food, can trigger or intensify nausea and other mo-
tion sickness symptoms. It is important to note that this impact varies among individuals. Some
research highlights the lack of influence of pleasant or unpleasant odours on motion-induced
sickness [125]], while other studies suggest that olfaction can modulate motion sickness, with

pleasant odours potentially reducing symptoms [80].

2.3 Future Passenger Experience

Individuals spend a considerable portion of their lives commuting in vehicles [165]. Recent es-
timates suggest that drivers collectively spend about one billion hours per day behind the wheel
globally, with the average one-way commute in Great Britain is roughly 27-28 minutes [[171].
Passengers engage in various non-driving activities inside vehicles, collectively referred to as
Non-Driving Related Tasks (NDRTs). These activities are enabled by existing technologies,
primarily relying on hardware such as in-car screens, tablets, and mobile phones. With the

advancement of Automated Vehicles (AVs) and the consequent transition from drivers to pas-
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sengers, individuals are likely to spend increased time in vehicles as passengers [54] as AVs
promise to give back this time to passengers by freeing them from driving tasks. This prospect
has profound implications for the in-car experience, as commuters could transform formerly
idle driving hours into productive or enjoyable activities. With vehicle autonomy, occupants can
engage in a variety of NDRTSs during travel. Early research by Pfleging et al. surveyed potential
activities in a driverless car, finding that passengers would do everything they typically do on
public transport — such as making phone calls, browsing the web, and texting — and more once
granted the privacy of a personal vehicle [99]. Envisioned uses include working on a laptop,
reading books or papers, watching movies, playing games, catching up on news, or simply re-
laxing. These findings reinforce that occupants of future AVs will leverage travel time for both
productivity and leisure. Researchers even forecast the advent of the “mobile home and office” —
privately owned autonomous cars outfitted to be work and living spaces — which could vastly in-
crease people’s ability to plan and utilize travel time for such NDRTSs [99]. This underscores the
necessity for more comfortable and ergonomic interaction methods for NDRTSs in future AVs.
Introducing AR/VR technologies could overcome these limitations and provide an immersive
experience; however, the anticipated use of VR in vehicles brings with it certain challenges.
This section will discuss the future development of autonomous vehicles and the VR-based pas-

senger experiences of the future, along with the challenges posed by these technologies.

2.3.1 The Development and Future of Autonomous Vehicles

The idea of autonomous vehicles dates back to a century ago. In 1926, the radio-controlled car
known as the "Linriccan Wonder" was regarded as one of the earliest instances of autonomous
driving technology [9]]. During the 1960s, multiple research facilities achieved autonomous
high-speed driving on designated highways using embedded road detection signals, eliminating
the need for human drivers [24,164]]. With the rapid advancements in vehicle energy sources and
chip computing power, autonomous vehicles have experienced significant progress over the past
two decades. In 2013, Tesla, a leader in electric vehicles, introduced its Autopilot system. Over
the following decade, Autopilot underwent numerous hardware and software upgrades, evolving
into the Full Self-Driving (FSD) version in 2020 [44]. By 2023, Tesla integrated end-to-end
large models, bringing it closer to achieving full autonomy. In the same year, Mercedes-Benz
demonstrated a S-Class car that autonomously drove 100 km on a German highway using radar
and cameras. According to an IEEE forecast, by 2040, autonomous vehicles are expected to
account for 75% of all vehicles [85]].

The functionality of autonomous vehicles is categorized according to their level of automa-
tion. The most widely used classification system, established by the Society of Automotive
Engineers (SAE) in 2016, defines six levels of automation, as shown in Table At Level 0,
the driver is responsible for all driving tasks. At Level 1, the autonomous system assists the

driver with specific functions, such as highway cruising or emergency braking. At Level 2, the
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SAE Level | Name Execution of Monitoring of Fallback
Steering and Driving Performance of
Accelera- Environment Dynamic
tion/Deceleration Driving Task
0 No Driving Human driver Human driver Human driver
Automation
1 Driver Assistance | Human driver Human driver Human driver
and system
2 Partial Driving System Human driver Human driver
Automation
3 Conditional System System Human driver
Driving
Automation
4 High Driving System System System
Automation
5 Full Automation | System System System

Table 2.3: Comparison of automation levels in vehicle technology based on SAE level

system handles tasks like acceleration and steering, but the driver must remain attentive and
ready to intervene, avoiding distractions from non-driving-related tasks (NDRTSs). At Level 3,
the driver can largely transition to a passenger role in most scenarios, but must be prepared to
intervene if an emergency arises. At Levels 4 and 5, the autonomous vehicle assumes full re-
sponsibility for all driving tasks, allowing the driver to completely disengage from the driving
process.

Recent studies indicate that many vehicle manufacturers are moving towards Level 3 au-
tomation and actively exploring the design of SAE Level 4 and 5 autonomous vehicles [7]. The
potential benefits of these higher levels of automation are substantial. In terms of safety, re-
search suggests that autonomous vehicles are expected to significantly improve safety, as the
majority of current accidents are caused by human error. Autonomous systems can reduce or
eliminate driver fatigue, thus mitigating one of the primary causes of accidents [[155]. More-
over, autonomous vehicles possess superior situational awareness, enabling them to better as-
sess road conditions and respond more effectively in emergency situations. According to the
survey [187]], even at lower levels of automation, these technologies can enhance safety. Basic
autonomous driving systems (below Level 3) have already reduced collisions by more than 30%
annually [66]. Given the enhanced perception and decision-making capabilities of higher-level
autonomous systems, this reduction rate is expected to significantly increase as the technology
continues to develop.

The maturation of self-driving technology is fundamentally redefining the role of the person
in the car. In traditional vehicles, the human is an active driver; with partial automation (SAE
Level 2-3), the human becomes a system supervisor responsible for monitoring the automation;

and at full automation (Level 4-5), the human is essentially a passenger — no longer required to
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control the vehicle. This progression marks a shift from being a driver/operator to being a user
of a mobility service. This shift elevates the importance of Non-Driving Related Tasks. As a

result, passengers increasingly anticipate more innovative future passenger experiences.

2.3.2 Challenges and Design Opportunities in Future Passenger Experi-

ences

Currently, phones, tablets, in-car screens, and laptops are common fixtures in vehicles, playing
a crucial role for passengers by providing a variety of NDRTs. Existing NDRTSs face numerous
limitations. One significant constraint is the size and position of physical displays, which is lim-
ited by the spatial constraints of the vehicle interior [112]. Automotive comfort has traditionally
focused on ergonomic factors such as seat shape, headrest positioning, and the isolation of static
displays, all optimized for a forward-facing driver. However, these configurations are not ideal
for mitigating motion sickness. Static displays, when misaligned with the passenger’s move-
ment, may exacerbate sensory conflicts [109]. Similarly, fixed seating positions and head pos-
tures designed for driving comfort inadvertently reinforce visual-vestibular mismatches [[178].
This often forces passengers to turn/raise/lower their head to view the screen, which can encour-
age adverse effects such as motion sickness [[126]. Such setups may increase the likelihood of
motion sickness symptoms during NDRTs engagement.

Furthermore, individuals are often forced to make trade-off between maintaining the pri-
vacy and achieving optimal visibility angles in transportations [[182]. Autonomous vehicles also
herald new possibilities for social interaction inside the car — as well as new questions about
privacy [182]]. The balance between social and personal space also presents a nuanced design
problem. As noted, an AV could be a convivial space or a private cocoon. Flexible interior
architecture such as modular seats offers a solution, but implementing that flexibility is an open
question. Future autonomous vehicles may introduce windowless setups and alternative seat-
ing arrangements, allowing for more flexible positioning of NDRT content, better aligning with
ergonomic principles.

Also, the change from being a driver to a passenger sparked by autonomous vehicles, how-
ever, can lead to more experience of motion sickness. Passengers are generally more likely to
experience motion sickness as they are less aware of the trajectory of the journey [[67]]. There-
fore, the design of new NDRTSs is essential. At the same time, as mentioned earlier, with the in-
creasing prevalence and levels of automation in autonomous vehicles, the importance of NDRTs
is also growing. This increase is driven by two main factors: the transformation of drivers
into passengers, allowing more individuals to engage in NDRTs during travel, and an enhanced
willingness to travel among passengers [92]].

According to a study by Kyriakidis et al. [90], based on responses from 5,000 users, the
higher the level of vehicle automation, the more likely respondents are to engage in secondary
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tasks. The results showed a significant increase in the number of people who wanted to rest,
sleep, watch movies, or read in fully autonomous driving mode. Real-world studies on Level 2
automated driving also reflect this trend, as highlighted by Morando et al. [117], where drivers
exhibit fewer glances towards the road and a greater focus on NDRTs, such as engaging with
mobile phones, compared to manual driving. Similar findings have been confirmed by insurance
company. According to research by StateFarm [158]], autonomous driving will free up time for
both drivers and passengers, enabling them to engage in other activities. People are likely to
read, browse the internet, and watch movies while in the car. The study also noted that as trust
in autonomous driving technology grows, these tendencies are expected to increase further.

However, some studies present contrasting views. According to a survey by Lenz et al. [93]],
passengers in traditional vehicles still primarily focus on the ride and the route, with over 80%
of participants reporting that they never engage in social networking activities, such as using a
phone, emailing, or sending text messages, while driving. In contrast, when asked about their
expectations for future autonomous vehicles, most participants believe that the way people use
travel time will not undergo significant changes. This raises questions about the claims that
autonomous driving will significantly improve or optimize the use of travel time. Such opinions
highlight the importance of novel NDRTs and interaction modes, suggesting that users will
require efficient and user-friendly NDRTS to shift their previous habits.

The concept of this new generation of NDRTSs has received strong support from automotive
manufacturers. Many companies have already showcased their visions for the content of NDRT's
in future autonomous vehicles. For instance, Volvo’s 360c concept eliminates the driver’s seat,
greatly enhancing the interior design space of the vehicle [[172]. Such design also opens up
the potential for windowless set-ups and different chair arrangements, which could contribute
to more effective communication between passengers. At CES 2023, Audi presented its VR
experience platform for passengers, which leverages vehicle digitalization technology to trans-
form the interior into a third living space and lay the groundwork for future interactions within

autonomous vehicles [4].

2.3.3 Virtual Reality in Future Passenger Experience
Benefits of Virtual Reality in Enhancing Passenger Experience

As the next-generation computing platform, Virtual Reality (VR) plays a crucial role in future
passenger experience. Virtual reality refers to an immersive computer-generated experience that
simulates presence in either real or imagined environments [173]. The core of VR lies in its
ability to recreate a variety of sensory experiences, including sight, smell, and touch, although
visual stimulation remains the most predominant [[104]]. This ability to simulate realistic envi-
ronments has heightened public interest in VR technologies. The growing popularity of VR is

largely attributed to its wide range of applications.
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In the entertainment industry, VR offers users an enhanced and immersive experience, al-
lowing them to explore virtual worlds with unprecedented realism and interactivity [[154]]. This
has reshaped the way audiences consume digital content, with examples ranging from video
games to virtual tours, establishing VR as an integral part of modern entertainment. Beyond
entertainment, VR has found significant applications in the field of therapy. Researchers such as
Fodor et al. [42]] have demonstrated the potential of VR in therapeutic settings, utilizing virtual
environments to treat various psychological disorders. VR therapy has been particularly effec-
tive in exposure therapy, where patients confront and manage their fears within a controlled,
virtual space [43,|131]. This approach allows for a safe and flexible treatment environment,
which can be customized to meet the specific needs of each patient. Furthermore, VR is increas-
ingly being used in training and educational applications. Studies highlight the effectiveness
of VR in simulating real-world scenarios for training purposes. VR training modules are em-
ployed across various sectors, including healthcare, aviation, and military, providing trainees
with realistic practice environments without the associated risks and costs of traditional training
methods [26,(74,|189]]. The versatility and adaptability of VR technology continue to expand
its applications across different domains, offering significant benefits and transforming how we
interact with digital content. As VR technology continues to evolve, its potential impact on
society is expected to grow, paving the way for new innovations and applications that further
integrate virtual experiences into everyday life.

VR has demonstrated transformative capabilities in societal development, highlighting its
immense potential to enhance the future passenger experience. The ability to create immersive
environments that overcome the limitations of physical space is particularly relevant in the con-
text of transportation, where two-dimensional (2D) physical constraints often limit the size and
functionality of traditional displays [[112]]. Czerwinski et al. [25]] suggest that larger and wider
2D display spaces can enhance productivity tasks, indicating a demand for more expansive vi-
sual environments. However, such demands are difficult to meet with conventional in-vehicle
displays due to space restrictions [[112]. VR headsets, on the other hand, circumvent these limita-
tions by rendering content at any size, depth, or position around the passenger, thereby providing
a versatile and expansive visual experience. Such 2D content remains a critical component of
VR-based interactions. It encompasses a wide range of productivity and entertainment elements,
such as web pages and videos [107]].

Integrating VR into vehicles enables innovative ways to present NDRT's content on VR de-
vices. This content can include streaming videos, such as television shows or movies, provid-
ing an immersive experience, and can also extend to increasing screen sizes or using multiple
screens to display productivity-related content and workspaces [5,6(101,/107,/129]. Such de-
signs can greatly enhance passenger entertainment and productivity [101]. By allowing users
to simulate larger screens or multiple workspaces, VR headsets help overcome the limitations

of mobile devices like smartphones and laptops. This capability not only improves the comfort
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and ergonomics of the user experience but also creates new possibilities for human-computer
interaction in transportation settings [[107,/123]].

As VR technology advances, it presents a promising solution to improve passenger expe-
riences by alleviating the boredom and discomfort associated with long-distance travel [108]].
The incorporation of VR technology in autonomous vehicles could lead to novel and stimu-
lating experiences, expanding opportunities for entertainment and enhancing the overall travel
experience. By harnessing the unique capabilities of VR, future transportation systems can cre-
ate immersive and engaging environments tailored to the diverse needs of passengers, thereby

redefining the concept of in-transit entertainment and productivity.

Challenges and Concerns in Implementing Virtual Reality

To realize the promising potential of VR technology in enhancing passenger experiences, it is
essential to address the current challenges associated with its use, particularly those related to
social acceptability, technical limitations, interaction in constrained spaces, and motion sickness
[1O8].

There are barriers to the social acceptance and adoption of VR technology in public trans-
portation environments. A significant issue is the reluctance to become fully immersed in a
vehicle due to mistrust or safety concerns. VR headsets can obstruct a user’s ability to quickly
respond to real-world events, such as vehicle stops or emergencies, and ensuring physical crash
safety is a critical consideration in worst-case scenarios [108]]. Additionally, wearing a VR
headset can isolate users from their immediate surroundings, potentially leading to discomfort
or social awkwardness in shared public transport settings.

Technical limitations, such as display lag and low frame rates, can also contribute to cy-
bersickness and detract from the user experience [[71]. While advancements have significantly
reduced these adverse symptoms, ongoing development is necessary to eliminate them com-
pletely [45]]. Manufacturers are continuously working on improving these aspects, but until they
are resolved, they will remain significant barriers to the widespread adoption of VR in transit.

Another critical area of concern is the integration of VR with existing transportation systems
and infrastructure. Developing low-latency interfaces that can effectively interact with various
vehicle systems is essential [[111]. For example, VR systems must adapt to different vehicle
dynamics and maintain synchronization with real-world motion to reduce motion sickness and
enhance user experience. This integration challenge is further complicated by the need for
compatibility across diverse transportation modes, including airplanes, trains, and buses.

The most significant impediment to the widespread adoption of VR in transit environments
is the issue of motion sickness. Motion sickness is a primary concern when displaying content
via VR, characterized by symptoms such as nausea, dizziness, cold sweats, and even vomit-
ing [89]. These symptoms can be both immediate and prolonged, lasting several hours after

onset and significantly impairing user comfort [32]. The most widely accepted explanation for
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motion sickness is the sensory mismatch between the visual and vestibular systems [73,/145].
While travelling by vehicle, passengers encounter various motion sickness stimuli, and the pro-
longed commuting times anticipated for autonomous vehicles (AVs) further exacerbate these
concerns [27,/54]. As noted by Isu et al., a typical case of motion sickness in vehicles occurs
when passengers use screen-based electronic devices [[68]]. This type of motion sickness in-
tensifies when the visual information from fixed screens conflicts with sensory inputs from the
vestibular system detecting passive self-motion, creating a dissonance that can lead to discom-
fort. Such discomfort can significantly compromise the passenger experience, undermining the
potential for productive use of travel time [32]. This issue could be even more pronounced in
VR, where users are fully immersed in a virtual environment and unable to see the outside world.
Therefore, addressing the challenges posed by motion sickness is crucial for the future use of

VR technology in transportation and is a key focus of this paper.

2.4 Motion Sickness Mitigations

Efforts to mitigate motion sickness have led to the development of various interventions, from
behavioural strategies [[146] and pharmacological treatments [84] to technological innovations
[96,(109] aimed at reducing sensory conflict. Despite these advancements, motion sickness
remains a significant challenge, particularly in situations involving new technologies like virtual
reality environments.

Understanding the causes of motion sickness and anticipating future passenger experiences
allows for the effective integration of these themes to explore improved strategies for alleviating
motion sickness in future passenger settings. This chapter is divided into two main sections. The
first section discusses how future vehicles may contribute to motion sickness and outlines po-
tential mitigation strategies. The second section examines the contribution of passenger-centric
motion sickness alleviation strategies to future passenger experiences. By combining these mit-
igation strategies, VR technology, with its unique advantages, is poised to play a significant role

in enhancing future passenger experiences.

2.4.1 Motion Sickness Mitigations: Vehicle-Centric Design

The advent of autonomous vehicles AVs offers a transformative potential for future transporta-
tion. However, it also presents considerable challenges, particularly in addressing motion sick-
ness. Unlike traditional vehicles, where drivers can anticipate movements and thus experience
reduced motion sickness [147]], passengers in AVs are more vulnerable due to their passive roles
and inability to predict vehicle trajectories. To tackle this issue, researchers have proposed a
range of car centric mitigation strategies for future AV designs. Unlike the passenger-centric

mitigation strategies discussed later in this paper, traditional vehicle engineering primarily fo-
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cuses on reducing motion stimuli, aiming to delay the onset of motion sickness by minimizing
the intensity of such stimuli.

In conventional vehicles, passive suspension systems primarily focus on dampening vertical
vibrations (1-2 Hz) to enhance ride comfort. However, these systems are ineffective against
low-frequency motions (<0.5 Hz), which are a major contributor to motion sickness [35]. Ac-
tive suspension systems in future AVs promise to significantly improve passenger comfort by
effectively absorbing vertical motion caused by uneven road surfaces [34]]. For instance, Zhao et
al. [192]] developed a PID algorithm that optimizes performance indicators such as body accel-
eration and suspension dynamic deflection. This optimization effectively reduces the incidence
of motion sickness by minimizing ground roughness excitation and enhancing vehicle handling
stability. The integration of such technologies in future AVs could greatly mitigate the impact
of vertical vibrations on motion sickness.

Nevertheless, challenges persist in addressing other contributors to motion sickness, such as
horizontal motion and rotation, which are intrinsic to vehicle dynamics and cannot be entirely
eliminated. Comfort motion planning offers a viable solution to some of these concerns. This ap-
proach involves using specialized algorithms within AV control systems to generate smooth and
comfortable motion trajectories [[191]. The objective is to minimize abrupt movements, accel-
eration, and deceleration, ensuring a pleasant and comfortable experience for passengers [91].
Comfort motion planning considers various factors, including vehicle dynamics, road condi-
tions, speed limits, traffic patterns, and passenger preferences. By optimizing trajectory plan-
ning, it reduces sudden speed changes, sharp turns, and abrupt stops, leading to a smoother
ride, reduced motion sickness, and enhanced overall satisfaction [63]. Thus, a comprehensive
approach that combines active suspension systems with comfort motion planning could provide
a more effective mitigation strategy, paving the way for a smoother and more comfortable ride
in future AVs. Also, improving passengers’ situational awareness is crucial for reducing motion
sickness. Technologies that provide real-time visual cues about anticipated trajectories can help
align passengers’ vestibular and visual inputs, thus alleviating motion sickness symptoms [11]].
Additionally, innovative seat designs and orientations play a significant role in mitigating mo-
tion sickness. While face-to-face seating arrangements in AV's promote social interaction, they
can hinder passengers’ ability to anticipate vehicle movements [30]. Adjustable seats that al-
low passengers to face the direction of travel or provide support during vehicle maneuvers can
improve comfort and reduce sensory conflicts [[150].

As autonomous vehicles become more prevalent, addressing motion sickness through in-
novative technological solutions is essential. By leveraging advancements in vehicle dynamics
and passenger comfort technologies, future AVs can provide a more comfortable and enjoyable
passenger experience. These technologies represent critical directions for the development of
AVs.
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2.4.2 Motion Sickness Mitigations: Passenger-Centric Sensory Cues

In the area of vehicle design, technologies mentioned in the previous section have predominantly
focused on decelerating the vehicle to reduce the motion experienced by passengers. In contrast,
numerous studies have adopted a more passenger-centric approach by designing visual and mul-
timodal motion cues that align with vehicle movements to alleviate motion sickness. Many of
these cues are based on visual stimuli and are grounded in established motion sickness theories,
generating various types of sensory inputs that contribute to effective mitigation strategies.
This chapter first provide a comprehensive review of previous research on the use of visual
cues to reduce motion sickness in automated vehicles. According to Emond et al. [39], these
visual cues can be categorized into four main types, as summarized in Table [2.4] The following
sections will build upon this table to explore and expand each category in depth. In addition,
some studies have experimented with multimodal cues, including auditory and haptic stimuli, to
further reduce motion sickness. These efforts have added diversity and depth to research in this

arca.

Visual Design Categories
Displaying the vehicle’s front view
Displaying artificial visual references synchronized with the vehicle’s motion forces
Moving or rotating the entire visual content of the NDRT according to the vehicle’s mo-
tion forces
Presenting anticipatory visual signals of the vehicle’s future motion

Table 2.4: Visual Cues Design Categories Based on Classification [39]
Displaying artificial visual references synchronized with the vehicle’s motion forces

Displaying the vehicle’s front view and artificial visual references: matched motion cues

Returning to the widely accepted Sensory Conflict Theory [[145], motion sickness arises from
discrepancies among visual, vestibular, and proprioceptive sensory inputs. A key trigger of mo-
tion sickness during NDRTs is the absence of visual information reflecting the vehicle’s motion
and the external environment. Therefore, if the actual visual input is aligned with the bodily
sensations—namely, the vehicle’s movements—motion sickness can be effectively mitigated.
These designs are widely known as matched motion. A straightforward strategy to address this
is to provide visual cues that display the vehicle’s front view, compensating for the blocked
external view. Beyond the vehicle’s front view, such cues can also take the form of artificial
visual references that are synchronized with the vehicle’s motion forces. Therefore, the first two
categories in Table[2.4]are discussed together in this chapter under the theme of matched motion.

In the context of car transportation, having an external view has been shown to significantly
influence the modulation of motion sickness [[11]. Proper use of visual information can reduce

the severity of motion sickness by up to 90% [116]. Consequently, visual cues, have been
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Figure 2.1: Transparent wall design: Visual motion is observed through the transparent wall in
the background. Image adapted from [20].

recognized as a leading strategy for mitigating motion sickness in vehicles [88]. Miksch et
al. projected a real-time video stream of the driving environment onto the background of
text while passengers were reading. This approach allowed passengers to maintain alignment
between their vestibular and visual information, even while engaged in reading. The study
demonstrated the potential of this approach by using a display to show images from a camera
positioned behind the windshield, thus compensating for the blocked view.

Artificially designed visual references also represent significant attempts in providing matched
visual cues. Cho and Kim’s real-world study compared a artificially virtual space cues,
which converts the vehicle’s motion forces into the movement of virtual space, with a design
lacking additional visual cues. Their findings showed a reduction in motion sickness. Although
the test duration for each group was relatively short, only five minutes, their study still provided
valuable insights for future design directions in this area.

Many VR research studies have also concentrated on sensory conflict theory, developing
visual cues designed to replicate the motion that passengers would typically perceive from the

external environment [[19}76}[109}[122}[136L[138]]. Suwa et al. developed a similar design

for viewing fixed 2D content on VR. In their study, participants performed reading tasks on a

vibrating platform, comparing two background conditions: a white background, which did not
allow for visual perception of movement, and a camera background, which provided movement
perception through the front camera. The results indicated that motion sickness was significantly
reduced in the camera background condition. Similarly, a real-world road test using a transparent
wall in VR [20], which displayed the vehicle’s motion forces on the background walls in VR.
Figure [2.1] illustrates this design, where information from outside the vehicle is conveyed into
the VR environment through semi-transparent walls. Their results showed a reduction in motion
sickness.

By delivering self-motion information congruent with visual self-motion cues normally ex-
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perienced during a car journey, these designs effectively reduce the sensory conflict between the
visual and vestibular systems [[19,/61,/110,/111]]. These visual cues are often presented in the
background, independent of a productivity or entertainment task. Visual cues can be integrated
into the virtual experience in various ways, including through virtual/real scenes [ 19, 138]] or
starfields [81},|122],/128]] that simulate external motion information.

However, although matched motion has been shown to be effective in many studies and
holds promise as one of the most optimal mitigation strategies, some research has reported
mixed or contradictory results. Karjanto et al. [[75]] designed a visual peripheral information
system (VPIS) based on visual cues, which displayed information from the front of the vehicle’s
windshield on a 4-inch display. Real-world vehicle experiments revealed that this design actually
exacerbated the experienced motion sickness. This might be due to the movement of the 4-
inch screen and the reading task, which induced visually induced motion sickness, a condition
distinct from typical motion sickness but with similar symptoms. Similarly, earlier studies by
Griffin and Newman [56]] indicated that provision of a real-time video view of the road ahead
did not reduce motion sickness. Due to the early stage of their experiments and the limitations in
screen hardware, the results may also have been influenced by the position and display quality

of the screen. This indicates that more considerations are needed when designing visual cues.

Moving or rotating the entire visual content of the NDRT according to the vehicle’s motion
forces

Morimoto et al. indicated that adjusting the spatial position and shape of video content to mimic
the motions of the vehicle effectively diminished symptoms of motion sickness [118]]. They
proposed two approaches to reduce motion sickness while watching videos in a vehicle: distort-
ing or moving the video to reflect the vehicle’s motion. Figure [2.2]illustrates these two design
approaches. This research paved the way for further studies using the movement of NDRT's con-
tent itself as a visual cue. In a related study, Hanau and Popescu developed MotionReader [58],
a technology incorporating analogous design principles. They examined the impact of different
visual signals on e-readers, specifically through Text Inertia, which reflects acceleration data by
shifting the virtual frame of the e-reader counter to the direction of acceleration. They suggested
that further exploration of augmented reality might hold potential benefits. In their study, they
also proposed an artificial visual reference known as the ’ball-spring’ cue [58]], which reflects
the vehicle’s motion forces through the stretching and compressing of a spring in response to the
vehicle’s movements. Participants were seated on a bus and viewed NDRTSs content along with
visual cues on a tablet screen. Despite their efforts, results indicated that this design actually

worsened motion sickness symptoms, potentially due to the limited field of view.
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Figure 2.2: Two examples of visual cues involve moving or rotating the entire visual content.
In these cases, the lateral movement or rotation of the entire NDRT interface is used as a visual
cue. Adapted from [39].

Presenting anticipatory visual signals of the vehicle’s future motion

Sawabe et al. [151] conducted an experiment where they induced a vector illusion called the
Pseudo-acceleration stimulus. This stimulus triggered participants’ anticipated responses to mo-
tion prior to actual acceleration. Figure [2.3]illustrates their design, where visual signals prepare
passengers in advance for the vehicle’s future motion. This approach was found to reduce the
degree of conflict between visual and vestibular signals, thereby ameliorating symptoms of mo-
tion sickness. However, this type of design only validated the situation where the vehicle was
moving uniformly. Nevertheless, their design demonstrated that even non-fully matched motion
can aid in mitigating motion sickness. For common movements during vehicle motion, such
as turning, additional countermeasures are required. Also, Karjanto et al. [76] investigated a
Peripheral Visual Feedforward System (PVES) in a prototype vehicle without a forward view,
employing animated blue LED arrows visible in peripheral vision. These anticipatory signals,
activated three seconds before turning maneuvers, significantly reduced the motion sickness
scores by 75%. However, in subsequent experiments, when the PVFS was expanded to a Vi-
sual Peripheral Information System (VPIS), which combined real-time and predictive motion
cues, it actually exacerbated motion sickness [75]. This adverse effect might be attributed to
the overwhelming dynamic visual content and associated oculomotor issues. The contrast in
results between studies could also relate to the type of NDRTSs, as reading is more provocative
than video-watching. These findings underscore the complexity of integrating visual cueing
strategies in vehicles to effectively counteract motion sickness.

In the realm of automated vehicles, the challenge of mitigating motion sickness through
anticipatory visual signals has gained significant attention. Brietzke et al. [[13] explored a dual-
section screen interface placed inside a vehicle, allocating 80% of the screen to NDRTs and

20% to vehicle motion information. They conducted a real-world vehicle experiment on motion
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Figure 2.3: Pseudo-acceleration stimulus for reflected movement against the curved acceleration
from the front view. Image adapted from [[151].

sickness, asking participants to verbally rate three symptoms of motion sickness on a scale from
zero to ten at one-minute intervals. While the results showed that participants did not experience
relief from motion sickness symptoms, this outcome might have been influenced by factors such

as the short exposure duration and screen positioning.

Multisensory Approaches

In addition to visual-based strategies, recent research has explored multimodal approaches for
mitigating motion sickness. Auditory inputs have been proposed to support spatial orienta-
tion and reduce disorientation. One study using a rotating-chair VR setup found that adding
spatialized motion-correlated sounds yielded modest symptom reduction (though visual signal
alignment remained more effective overall) [[185]. Weech ez al. also reviewed studies indi-
cating that spatialized auditory motion cues may enhance presence and reduce cybersickness by
improving the user’s sense of motion congruence, although direct evidence on sickness reduc-
tion remains limited. In contrast, haptic feedback often shows stronger benefits. For example, an
experiment with 80 users in a VR driving simulator demonstrated that providing synchronized
engine vibrations alongside engine noise led to significantly lower sickness scores than either
sound-only or vibration-only conditions [[I52]. Similarly, wearable haptic devices targeting the
vestibular system have proven promising. Galvanic vestibular stimulation (GVS), which feeds
low-current electrical signals to the inner ear in tune with virtual motion, has been shown to
significantly cut down cybersickness discomfort by realigning vestibular perception with VR

visuals [57]. Another novel approach delivers proprioceptive cues via muscle actuation: the
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SYNC-VR system synchronizes an actual vehicle’s movements with the VR experience and
uses electrical muscle stimulation on the passenger’s body to impart coordinated motion feed-
back, an in-car VR technique reported to reduce motion sickness and enhance user presence
during autonomous transit [38]. Olfactory cues have been comparatively less studied but ex-
plored, pleasant odors would ease sickness and showed clear improvement over baseline [57].
In summary, these multimodal approaches from audio/haptic feedback and vestibular stim-
ulation to ambient scent and body, underscore a growing toolkit for combating motion sickness

in vehicle VR. They often yield partial relief but not a complete cure.

Semi-Matched Motion Cues: A New Design Direction

Extensive experiments and literature have demonstrated the importance of matched motion in
alleviating motion sickness for passengers. This approach has gained a central role in mitigation
strategies and is gradually becoming the gold standard. However, matched motion also faces
several practical limitations.

Matched motion cues are typically driven by the motion platform’s velocity, rotation angle,
and pitch, and are presented in a 1:1 ratio to reflect actual vehicle movements. This approach is
rooted in the sensory conflict theory. However, such strict coupling can make VR design inflex-
ible, as cue generation is constrained by the vehicle’s real-time dynamics, potentially limiting
the experience. Moreover, this match may introduce distractions within the user’s field of view.

A growing body of research has focused on the integration of non-1:1 matched motion cues
into existing NRDTs content. Some studies have explored the interplay between visual display
and motion sickness by investigating the effects of various non-matched starfield motion patterns
[33,140]. Sewon et al. has attempted to categorize actual motion information into linear and
circular optical flow patterns, integrating these through the movement of a starfield in the VR
content background, rather than directly conveying actual motion cues. These cue designs have
not yet been implemented in VR/spatial computing, nor have they been systematically compared
in effectiveness to the current gold standard of matched motion conveyances. This absence of
controlled comparisons restricts our understanding from a vision science perspective.

Furthermore, while real-world studies involving actual vehicle motion [81}/122,|139] are
considered the gold standard due to their higher ecological validity relative to studies that em-
ploy simulators [23]138]], the transmission of real-time, low-latency vehicle data to VR systems
presents a significant challenge [[111]. Some studies have utilized Inertial Measurement Units
(IMUs) and On-Board Diagnostic (OBD) systems to obtain vehicle motion data like velocity
and create VR content that matches the vehicle’s physical motion [47,61,/111}/122,139]. These
hardware solutions effectively support the data requirements for matched motion, but they pose
significant challenges in terms of deployment compatibility and cost. Some designs are shifting
towards using the device’s built-in IMU and GNSS systems in combination to calculate vehicle

motion [19,[20]], thereby avoiding the need for additional components. However, according to
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tests by McGill et al., when retrieving velocity or velocity-related positional data, these meth-
ods may be prone to latency or drift issues [111]. These studies highlight the importance of
effectively delivering motion cues based solely on VR devices. According to Meschtscherjakov
et al., a visual cue called Bubble Margin, which was only controlled by acceleration (obtained
through electronic devices such as IMU), was shown to alleviate motion sickness during reading
activities on mobile devices and can be integrated into various applications as an overlay [[113]].
With this integrated design, people can bring VR headsets onto any form of transport—buses,

cars, and trains—instead of relying solely on specially equipped vehicles.

2.5 Distraction and Its Measurement

While matched motion can mitigate motion sickness, they may also detract from the overall user
experience by diverting attention and causing distraction from the media content or NDRTSs the
passenger 1is attempting to engage in [109, 136//188]. This section provides a review of how

distraction is defined and measured in existing studies.

2.5.1 Definition of Distraction

In psychology, attention and distraction are closely intertwined, and understanding the latter
requires first defining the former. Attention is defined as a set of cognitive mechanisms that
select and filter stimuli and information processing to provide an appropriate response to primary
tasks [22], while distraction is typically defined as factors that interfere with an individual’s
ability to complete a primary task. Based on this foundation, distraction can be categorized into
three types [163]: multitasking interference, which occurs when a secondary task is performed
alongside the main task, often weakening performance due to structural interference (e.g., using
the same sensory or cognitive channels) or resource interference (limited attentional resources);
external stimulus interference, which refers to visual, auditory, or motion stimuli unrelated to
the task, but affecting performance due to overlapping sensory pathways or cognitive load; and
mind-wandering, an internal thought process unrelated to the current task or environment, often
observed in situations with minimal task load.

In VR visual cue distraction research, most studies use single-task settings and immerse
participants in the scene to minimize multitasking and mind-wandering, focusing on the impact
of visual stimuli on cognitive performance. In this setup, participants’ sensory input is limited
to the visual elements within the virtual interface, meaning that any non-task-related visual

stimulus can lead to significant distraction.
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2.5.2 Measuring Distraction: No Unified Standard

Evaluating distraction is critical for appropriately balancing motion sickness relief and distrac-
tion in VR. One of the main challenges in investigating distraction is the lack of direct measure-
ment methods for the constructs [148]], resulting in no unified measure to assess the degree of
distraction [|148]].

Researchers measure distraction using a variety of objective and subjective approaches. One
common objective measurement method is eye-tracking, which captures where and for how long
users look at different objects. In automotive human—factors research, eye-tracking is considered
the gold standard for detecting visual distraction [185]. For example, studies of augmented
reality head-up displays (AR-HUDs) for drivers define specific Areas of Interest—such as the
road ahead, pedestrians, or the HUD itself—and measure gaze metrics like fixation duration and
frequency. In eye-tracking data, the number of times the gaze deviates from the Areas of Interest
can indicate that a poorly designed display might draw attention away from the road too much
[18]. Similarly, in VR settings, the entire visual field is virtual, but researchers can still track gaze
within the headset. If users’ gaze frequently deviates toward added cues and away from relevant
content, this suggests attentional distraction [161]. Ma et al. [[105] found that when a passenger’s
video screen was active, drivers showed longer average glance durations and fixations, reflecting
an increased visual workload. Given the increasing affordability and integration of eye-tracking
technology in many newer VR headsets, VR eye-tracking measures offer substantial application
potential. Combining objective performance metrics with subjective assessments ensures robust
detection of even subtle distractions induced by visual cues. Additionally, task setups in research
can also contribute. These tasks range from mathematics-based exercises [[141], reading [138]],
and video viewing [142]], to more complex interactions.

Task accuracy and reaction time serve as metrics for assessing user attention. Although
widely used, this approach can be influenced by participants’ educational backgrounds and prior
knowledge. For example, a mathematician or aviation enthusiast might effortlessly complete
relevant tasks, independent of attentional distraction. Coupling such gaze data with performance
metrics provides an objective sense of distraction—if a participant’s gaze often wanders to a cue
and their task performance drops, one can infer that the cue is too distracting.

In parallel with objective measurements, researchers also use subjective methods to capture
the user’s perception of distraction. Such feedback is crucial in VR-in-vehicle studies to under-
stand the felt experience of distraction. The simplest approach is to directly ask participants to
rate how distracted or mentally taxed they felt. This can be done on a Likert scale (e.g., 1 = not
at all distracted, 7 = extremely distracted, from [148]) or a more structured evaluation. When
multiple conditions or interfaces are tested, researchers sometimes ask users to rank them by
distraction level (e.g., Distraction level rankings across all conditions from [143]]). Such single-
item ratings are quick to administer and allow users to integrate all facets of distraction as they

experienced it. Subjective impressions are valuable as they capture the human perspective on
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distraction, which can guide design.

In summary, the evaluation of in-vehicle VR distraction balances both objective and sub-
jective measures, with no unified and gold standard available. Objective metrics provide quan-
tifiable evidence, while subjective ratings and questionnaires reveal the user’s comfort and per-
ception. Some studies often combine the two [148] to better understand the importance of

distraction in design.



Chapter 3

Exploration of Visual Cues for Rotational

Motion: Implicit Cues

3.1 Introduction

According to sensory conflict theory [[144]], motion sickness arises from a discrepancy between
expected and actual sensory inputs from the vestibular and visual systems. In moving vehi-
cles, passengers’ vestibular systems perceive the vehicle’s actual motion, while their visual
systems receive conflicting cues from static interiors or onboard displays. VR headsets have
the potential to mitigate motion sickness by providing synchronized visual information about
external movements, thus reducing sensory mismatches [144,/190]. Numerous studies demon-
strate that introducing supplementary visual motion cues effectively alleviates motion sick-
ness [19,20176,88,109,134,135]]. Nevertheless, these additional cues may negatively impact user
experience by diverting attention away from primary media content or NDRTs [[109,|136,|188].
Psychological literature defines distraction as factors that disrupt an individual’s ability to focus
on a primary task [148].

Within VR environments, visual cues designed to mitigate motion sickness may conflict
with the virtual context or NDRT content, compelling users to alternate attention between the
cues and their intended tasks, thereby disrupting overall immersion. Additionally, visual cues
typically placed around NDRT content exploit peripheral vision, which is highly sensitive to
motion [109]. Consequently, any peripheral visual movement can involuntarily capture users’
attention, detracting from their primary activity.

While the presence of visual cues may undermine VR immersion, their absence significantly
increases motion sickness, negatively affecting users’ enjoyment and potentially leading to re-
jection of VR technology. This dilemma underscores the necessity for developing motion cue
designs that integrate seamlessly with the virtual environment, minimizing distraction and main-
taining immersive quality while effectively reducing motion sickness.

As an initial step in exploring minimally-disruptive motion cues, the research focuses on ro-
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tational motion—one of the most common and motion sickness-inducing movement experience
in vehicles [115]. This chapter studies the implicit conveying of motion information through
foreground movement— transmitting motion information implicitly and indirectly to achieve
low distraction. This chapter includes two studies based on rotating planar 2D virtual displays.
Such 2D displays are common in VR environments, as seen in Figure [3.1 They would occupy
the majority of the available visual field in the headset, posing problems for the delivery of ex-
isting motion cues. The novel approach in this chapter subtly manipulates the virtual planar
display (hereafter referred to as display) itself to convey information about motion implicitly
interleaved with the VR content. The display design provides a visual cue of the experienced

rotational motion of the passenger through changes in its yaw orientation relative to the user

based on vehicle orientation changes.

Figure 3.1: Examples of 2D virtual displays in VR. From left: Virtual Desktop [46], Multi-
screens [132]

The studies explore whether the rotation of the display around the user in VR is an effective
visual cue and could slow the onset of motion sickness. Study 1 examines the performance of
two levels of rotational ratios (0.3 and 0.6) applied to the display and their effects on motion
sickness. This experiment highlighted the beneficial effects of the smaller ratio of 0.3 on motion
sickness. Informed by the results of Study 1, the design of Study 2 was refined to re-evaluate
the 0.3 ratio. The study employed a multi-session format with prolonged condition exposure
to enhance motion sickness induction, while sessions were scheduled on separate days to avoid

cumulative symptoms. This chapter primarily addresses RQ1.1 in RQ1:

¢ RQ1: For rotational motion, how is the trade-off between motion sickness and distraction

impacted by visual cues that resolve sensory mismatch?

— RQ1.1 What are the effects of using implicit cues that manipulate the movements of

2D planar virtual interfaces?
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3.2 Study 1: Preliminary Exploration of the Effectiveness of
Rotating Display Cues

In this study, a new approach is developed to implicitly convey rotational motion cues by ma-
nipulating the orientation of presented 2D planar display (hereafter referred to as display) in
real-time based on experienced external (physical) motion, as rendered using a VR headset. The
design’s performance in mitigating motion sickness induced by y-yaw rotation is explored at
two levels of rotational ratios (0.3 and 0.6), testing the feasibility of the design.

3.2.1 Study Setup

Study 1 consisted of three conditions: Control Condition, the coefficient was set to 0, mean-
ing that the task display was rotated to the same degree as the chair; and two experimental
conditions: Condition 0.3 and Condition 0.6, described above. The display was rotated at a re-
duced angle based on the conditions compared to the degree of the chair rotation. For example,
if the chair rotated 45 degrees in the 0.3 condition, the 2D display would rotate 31.5 degrees
(45 — 45 x 0.3). These coefficients, 0.3 and 0.6, were chosen to systematically vary the degree
of decoupling between the chair’s rotation and the task display, allowing us to study how dif-
ferent levels of rotation impact user perception and motion sickness. By adjusting the display’s
rotation in this manner, we aimed to understand the balance between maintaining immersion
and reducing sensory conflict. The experiment employed a within-subjects design and all the
conditions were administered on the same day. The order of the three conditions was coun-
terbalanced according to a Latin square [[130] to minimize order effects. Rotational motion is
typically created using simulators or rotational chairs [[138,|179]]. These devices induce motion
sickness through controlled and sustained rotational movements to test mitigation measures. Ac-
cordingly, this study utilizes a similar rotational chair to simulate vehicular motion and induce

motion sickness.

3.2.2 Study Platform

A rotating chair (RotoVR) that can perform 1 Degree of Freedom rotations around the yaw-axis
was used as a way to induce motion sickness, see Figure left. This platform has already
been proven in other studies to effectively induce motion sickness [134]. The rotations were
scripted using a random function generator to rotate the chair at random intervals of 30, 45, or
90 degrees to the left or right. These angles were proposed by Feng ef al.. as the idealized
base for the structure of urban road networks [16]. In order to achieve a uniform distribution
of rotational angles, we additionally included 60 degrees as a transitional value between 45
and 90 degrees. The interval between each rotation was approximately 5 seconds. The Meta

Quest 2 was used as the VR platform. Throughout the study, participants were wearing the VR
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headset while seated on the rotating chair, see Figure [3.2]right. This experiment was approved

by the University Ethics Committee. For Study 1, there were a total of 3 conditions, with each

condition set to 5 minutes to accumulate motion sickness.

| i
([

Figure 3.2: On the left is the RotoVR rotating chair. On the right is a participant undergoing
rotational motions on the chair.

3.2.3 Measurement Method
Motion Sickness Measurement

Two methods for measuring motion sickness were used. The first was the Simulation Sickness
Questionnaire (SSQ, [78]]). After completing a condition of the experiment, the participants
filled in the SSQ describing their experiences and the level of motion sickness they felt during
the condition. The second method was a 7-point real-time motion sickness rating slider, see
Table[3.1] The slider was from [56] and was displayed at the bottom of the VR screen throughout
the experiment. Participants could continuously rate their motion sickness using the slider. The
maximum value and average value of this slider is utilized to reflect the participant’s level of
discomfort experienced during the experiment. To ensure that participants did not forget about
the slider during the experiment, a reminder prompt appeared above it approximately every 30

seconds, encouraging them to indicate their level of motion sickness by adjusting the slider’s
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4840

Nausea

No
Symptoms

Figure 3.3: A screenshot is shown, which mirrors the participant’s visual display. The display
presents a maths question, a red dot for the attention task, and a slider to allow the participant to
indicate their real-time level of motion sickness.

value. If a participant’s rating reached a value of 7 (moderate nausea, according to the scale
labels), the experiment was terminated to ensure the participant’s safety. Before participating in
the experiment, participants were informed about this threshold.

The Motion Sickness Susceptibility Questionnaire (MSSQ) [50], was utilized to screen par-
ticipants. This questionnaire is divided into two sections, each querying past occurrences of
motion sickness during travel in vehicles such as cars, buses, coaches, and trains, as well as on
small boats, ships, playground swings, and theme park rides. The first section focuses on the in-
dividual’s history of motion sickness before the age of 12, whereas the second section addresses
incidents that occurred within the last ten years. To ensure participant safety, individuals with
a history of severe motion sickness (Motion Sickness Susceptibility Questionnaire total scores
over 30 [49]) were excluded from the study.

Productivity Measurement

A maths task involving two-digit addition and subtraction was used for the primary task, simu-
lating a productivity activity, see Figure[3.3] Similar maths tasks have been widely used in pre-
vious studies as an assessment of participants’ cognitive ability and workload capacity [211[37].
Participants were instructed to provide the answer verbally for each question as quickly as pos-
sible. The questions were updated every seven seconds, and providing no answer was counted

as a wrong answer. The task was chosen because it is fair to all participants regardless of their
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Table 3.1: Motion sickness slider measurement and description.

Value Description

0 No symptoms

Any symptoms

Mild symptoms

Medium symptoms

Slight nausea

Mild nausea

Mild to moderate nausea

Moderate nausea (experiment stop line)

NN R W

language backgrounds, avoiding the disadvantage of non-native speakers with slower reading
speeds in tasks involving text [[133]]. Additionally, a secondary attention task was implemented
that required participants to press the trigger on the VR controller when the red dot in the middle
of the screen turned blue. This task was designed to ensure that participants maintained visual
attention on the task at hand, based on work by Kooijman and colleagues [86]. It was important
to keep their attention focused on the task to prevent data distortion caused by participants be-
coming completely distracted during the task. Furthermore, maintaining attention ensured that
the visual cues remained effective, as the task was positioned at the center of the 2D display, and

the display’s rotation movement itself constituted part of the visual cues.

3.2.4 Visual Cues Design

In the VR display, the maths problem, motion sickness slider, and secondary attention task
were all presented in the same 2D plane as shown in Figure As the content of the VR
background, such as the virtual horizon [59], can influence motion sickness, the background
was set to a solid colour to avoid effects of background on motion sickness and distraction. The
black background of the task plane was enhanced with white grid lines to distinguish it from the
plain spatial background and to make the interface more visually prominent.

The rotation of the 2D display around the participant was used as a visual cue to alleviate
motion sickness. Taking a 90° rotation of the chair to the right as an example, the participant’s
field of view would rotate 90° to the right, following both the physical rotation of the chair and
the VR scene. However, if the 2D plane remained stationary (anchored at a distant location
in physical space rather than moving with the VR viewpoint), the participant would perceive
the plane as gradually rotating 90° to the left due to relative motion. In reality, this apparent
rotation arises from the participant’s field of view rotating to the right. This would serve as a
clear visual cue to match the vestibular motion. However, this rotation would make the 2D plane
very difficult to see because its position would exceed the VR device’s field of view [65]. When

the 2D plane was matched to the chair rotation and no visual rotation was applied, it would be
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easy to see as the plane would remain in front of the chair, but there would be a strong mismatch
between visual and vestibular perception, leading to motion sickness. The hypothesis was that
a smaller rotation of the 2D plane in the same direction as chair rotation would be enough to
provide a visual cue that partially matched the vestibular perceived rotation, and thus reduce
motion sickness without affecting the view of the plane. When the chair rotation stopped, the
position of the task plane was reset to be directly in front of the participant’s field of view to
ensure that the participant’s head faces forward.

When applying the visual motion sickness mitigation cues, the task plane rotated in the
same direction as the chair’s movement but to a lesser degree. We used chair rotation angle —
(chair rotation angle x coefficientX) to control the task plane’s rotated degree. Increasing the
value of X results in a smaller rotation angle. Figure [3.4]illustrates the movement of the task
plane when X is set to 0.3 and 0.6 for a 90° chair rotation. The value of 0.6 was chosen as it
enabled participants to view the entire maths task without having to turn their heads in VR, even
when the chair was rotated to its maximum 90° angle.

The reason for setting this coefficient is that multiple studies have already proven that active
or passive head movements can exacerbate motion sickness [100,119,/178|]. The value of 0.3 was
selected as a compromise between 0.6 and no display visual cues (coefficient 0). This reduction
to 0.3 would increase the rotation angle. This was made to investigate whether larger rotation
angles (display rotation angle is closer to the chair’s actual angle) could provide enough motion

information.

3.2.5 Study Procedure

First, participants undertook training that was used to help those who were unfamiliar with VR
and lasted for two minutes. They performed maths tasks identical in format to the experimental
tasks and in the same virtual environment as the main experiment. The training was designed
to ensure participant familiarity with the VR environment and experimental procedures before
starting the experiment. As the training did not involve any chair rotation and lasted for a short
duration, it did not induce any motion or simulator sickness. After completing the training,
participants were given a few minutes of rest until they felt ready to continue.

Once the training was completed, participants performed the three different conditions, each
condition lasted five minutes and participants performed the maths task while being rotated on
the chair and rating their sickness level using the motion sickness slider. Before each condition,
participants were required to answer the SSQ questionnaire to ensure the absence of motion
sickness-related symptoms and minimise carry over effects from one condition to another. After
each condition, participants again answered the SSQ questionnaire to measure their symptoms
after exposure. Between each condition, participants rested for ten minutes to reduce the cumu-
lative effects of motion sickness. The next condition would start only when they were certain

that they did not exhibit any symptoms listed on the SSQ.
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Figure 3.4: A top-down view of the visual cue movement. The shaded areas represents the VR
field of view, and the red line depicts the top-down view of the 2D task plane. The user is at the
centre, sat on the RotoVR rotating chair. In the case shown on the right, the coefficient X was
set to 0.3, with both the participant and RofoVR rotated 90° to the right. As a result, the red task
plane was rotated 63° (90 — 90 x 0.3) to the right. In the case shown on the left, the coefficient
X was set to 0.6, so the task plane was only rotated 36° (90 — 90 x 0.6).

3.2.6 Results

The design resulted in a motion sickness across all conditions. Since the data did not meet
the assumption of normality, a Friedman’s ANOVA was employed for non-parametric statistical
analysis, followed by pairwise comparisons with Bonferroni correction for post hoc comparisons

among the different experimental conditions.

Motion sickness slider maximum scores

The maximum value of the Motion Sickness slider during each 5-minute route was calculated.
No significant differences were found between conditions (Control condition (M = 1.10,SD =
1.20), Condition 0.3 (M = .80,SD = .75), and Condition 0.6 (M = 1.20,SD = 1.26), x?(2) =
433, p=.115.
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Motion sickness slider average scores

The average value of the Motion Sickness slider during each 5-minute route was calculated. No
significant differences were found between conditions (Control condition (M = .43,SD = .59),
Condition 0.3 (M = .33,SD = .40), and Condition 0.6 (M = .50,SD = .51), x*(2) = 4.46,p =
.108.

SSQ Nausea Subscale

The Nausea subscale of the SSQ was analysed separately because it is the subscale most strongly
associated with symptoms of motion sickness. Nausea ratings differed significantly between
the conditions, y?(2) = 12.23, p = .003, Cohen’s F? = .02. Post hoc tests revealed a signif-
icant difference between the Control condition (M = 24.07,SD = 20.15) and Condition 0.3
(M =10.44,SD = 11.64,p = .010). No significant differences were found between the Control
condition and Condition 0.6 (M = 20.44,SD = 1.82,p = .948), nor between Condition 0.3 and
Condition 0.6 (p = .161), see Figure 3.5
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Figure 3.5: The Nausea related symptoms subscale from the SSQ. The box in this boxplot
represents the data’s interquartile range, and the line inside the box denotes the median. There
was a significant difference between the Control and 0.3 conditions.
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Total SSQ scores

Total SSQ scores differed significantly between the conditions, x2(2) = 6.07, p = .048. How-
ever, post hoc tests revealed no significant differences between specific conditions. The Control
condition (M = 33.84, SD = 29.05) did not significantly differ from condition 0.3 (M = 19.23,
SD = 16.86, p = .062) or condition 0.6 (M = 32.06, SD = 31.23, p = 1.000). No significant
difference was also found between condition 0.3 and condition 0.6 (p = .316). The other two

SSQ subscales showed similar patterns to the total SSQ scores.

Performance on Maths Task

No significant difference was found between conditions, y?(2) = 2.20,p = .332. In all condi-
tions, participants answered the questions with high accuracy (Control condition (M =97%,SD =
4%), Condition 0.3 (M = 99%,SD = 2%), and Condition 0.6 (M = 98%,SD = 2%).

Reaction Time in the Attention Task

Reaction time was recorded for participants in the attention task. No significant difference
was found between conditions, y2(2) = 5.43,p = .066. In all conditions, participants showed
comparable reaction times (in seconds) on the attention task (Control condition (M = .40,SD =
.05), Condition 0.3(M = .41,SD = .06), and Condition 0.6(M = .39,SD = .06).

3.2.7 Study 1 Discussion

The preliminary results of Study 1 demonstrate that display manipulation with a coefficient of
0.3 significantly reduced adverse symptoms as indicated by the Nausea subscale of the SSQ.
However, no beneficial effects were observed for the other measures. Rotation of the 2D display
did not affect performance on the maths task or on the attention task, suggesting that rotation of
the display does not notably affect its usability.

One limitation of the study design was that all conditions were conducted within a single
day, which may have allowed motion sickness symptoms to accumulate across each condition,
potentially affecting the later conditions more than the earlier ones. Efforts to minimize these
ordering effects included counterbalancing the order of all conditions. Participants also rated
their motion sickness symptoms before each condition using the SSQ to ensure that their re-
ported motion sickness level had returned to baseline, but some accumulation may not have
been reported. To address this, Experiment 2 was conducted with all conditions performed on
separate days to avoid any accumulation of motion sickness, allowing for validation of results
under conditions of lower interference.

The 0.6 coefficient condition did not significantly reduce motion sickness compared to the

Control. This outcome may be related to the task plane’s reset design; during larger-angle



CHAPTER 3. EXPLORATION OF VISUAL CUES FOR ROTATIONAL MOTION: IMPLICIT CUES4

rotations, the task plane moves to the extreme left or right of the participant’s field of view due
to the 0.6 setting. When rotation stops, the task plane resets to the center of the participant’s
field of view, potentially causing additional mismatch between visual and motion information.
Future work will explore the causes of this phenomenon and optimize the design, for instance
by blinking out the reset rather than having the display move back towards the center. The 0.6
condition was not re-tested in the second experiment due to the extended time required to run

experimental conditions on separate days, so only the 0.3 condition was re-tested.

3.3 Study 2:Validation of Rotating Display Cues

In Study 2, the objective was to validate the results of the 0.3 coefficient from Study 1, which
significantly reduced the effects of nausea and eliminated any accumulation of motion sickness.
Additionally, the effectiveness of motion sickness mitigation was tested using a more complex
and motion sickness-inducing set of chair rotations. Each condition lasted 12 minutes, instead of
5. There were two conditions: the Control condition, which was the same as in Study 1, and the
experimental condition, which used the 0.3 coefficient. The interval between each condition was
extended to 24 hours to prevent the cumulative effect of motion sickness. Figure shows the
improvements of Study 2. Before each condition, participants completed the SSQ questionnaire

to ensure the absence of motion sickness-related symptoms.
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Control Condition Control Condition
Condition 0.3 Experimental Condition
Condition 0.6

5 mins rotation 12 mins rotation
All in one day 24 hours interval
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Figure 3.6: Study 2, building on improvements from Study 1, featured conditions with longer
durations and larger intervals.
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3.3.1 Study Platform

The same rotating chair (RotoVR) used in Study 1 was employed as a method to induce motion
sickness. The rotation angles and intervals were unchanged. Rotations were scripted using a
random function generator to rotate the chair at random intervals of 30, 45, or 90 degrees to the
left or right. To provoke more severe motion sickness and validate the design’s mitigating effects,
the experiment duration was extended to 12 minutes. Additionally, the Meta Quest 2/ continued
to be used as the VR platform. Throughout the study, participants wore the VR headset while

seated on the rotating chair. This experiment was approved by the University Ethics Committee.

3.3.2 Measurement Method
Motion Sickness Measurement

The same two methods were employed for measuring motion sickness in the second experiment.
The primary method was again the Simulation Sickness Questionnaire (SSQ, [78]). Following
each experimental condition, participants completed the SSQ to document their experiences
and the extent of motion sickness they perceived. The SSQ’s scores were utilized to evaluate
the intensity of motion sickness among participants. Additionally, a 7-point real-time motion
sickness rating slider, cited from [56], was used. This slider was present on the lower part of
the VR display throughout the experiment, allowing participants to continuously assess their
level of motion sickness. The peak value recorded on the slider represented the highest level
of discomfort experienced, while the average value depicted the general status of the participant
throughout the experiment. Reminder prompts were shown above the slider approximately every
30 seconds to ensure that participants regularly updated their sickness level. If a participant rated
their discomfort at the maximum value of 7 (indicative of moderate nausea), the experiment was
halted to safeguard their well-being. Participants were briefed on this protocol prior to the start
of the experiment.

Furthermore, the Motion Sickness Susceptibility Questionnaire (MSSQ) [50] was again used
to screen participants for their susceptibility to motion sickness. The MSSQ assesses past motion
sickness experiences, with the first section inquiring about incidents before the age of 12 and the
second focusing on occurrences within the past decade. Participants identified with a frequent

history of motion sickness through the MSSQ were excluded from participation.

Productivity Measurement

The second experiment also incorporated a maths task to simulate a productivity measure, in-
volving two-digit addition and subtraction. This task, consistent with prior research, serves as
a measure of cognitive function and task load capacity [21,37]]. Participants were required to

answer verbally as promptly as possible. The questions refreshed every seven seconds, and
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unattempted answers were marked incorrect. The choice of a math task ensured fairness across
participants of varied linguistic backgrounds by eliminating disadvantages related to reading
speed in text-based tasks [[133].

In addition to the primary task, a secondary attention task was administered, requiring par-
ticipants to activate a trigger on the VR controller whenever a red dot on the screen turned blue.
This measure was designed to maintain participants’ visual focus on the tasks, drawing from

methodologies established by Kooijman et al. [86].

3.3.3 Study Procedure

At the beginning of the experiment, participants reconfirmed that they met all the experimental
requirements. They then put on the VR headset and sat on the rotating chair to commence the
experiment. The same training session as described in Study 1 was provided to all participants to
familiarise themselves with the VR environment and experimental procedure. After completing
the training, participants were given two minutes or more of rest until they felt free of any related
symptoms of motion sickness. Once the training was completed, participants were assigned
to either the control or experimental condition, with counterbalancing employed to minimize
interference. After each condition, participants answered the SSQ questionnaire to reflect their

symptoms.

3.3.4 Participants

A total of 25 participants were recruited for Experiment 2. Two participants were unable to
complete all conditions due to reaching a score of 7 on the motion sickness slider, with one
individual completing the experimental condition and the other completing the control condi-
tion. Furthermore, one participant was unable to complete the entire experiment due to personal
reasons. Their incomplete data were subsequently excluded from the analysis. Thus, complete
data from 22 participants, with 11 male and 11 female participants, ranging in age from 21 to 32
years (M = 24.73,SD = 2.30) were analyzed. Sixteen of them had some experience with VR.
To protect participants, anyone with a history of severe motion sickness was excluded from the

study.

3.3.5 Results

Due to the non-normal distribution of the data, the Wilcoxon signed-rank test was used for
comparisons. Figure[3.7]shows the results of the continuous motion sickness ratings, displaying
the mean reported real-time motion sickness scores of all participants during stimulus exposure

for each condition. The sampling rate used was set at 30-second intervals.
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Motion sickness slider maximum scores

The maximum level of Motion Sickness reported by participants differed significantly between
the Control and the Experimental condition (Z = —2.77,p = .006), with participants experi-
encing stronger symptoms in the Control (M =2.72, SD = 1.88) compared to the Experimental
condition (M = 2.05,SD = 1.70).

— Control Condition

— Experimental Condition

Motion Sickness Slider Rating

360
Time(s)

Figure 3.7: Value of the real-time motion sickness slider for the two conditions. The shaded
area represents the corresponding confidence interval.

Motion sickness slider average scores

The average level of Motion Sickness reported also differed significantly between the conditions
(Z = —3.10,p = .002), with participants rating motion sickness higher in the Control (M =
1.29,SD = 1.07) compared to the Experimental condition (M = .92,SD = .89).

SSQ Nausea Subscale

The scores on the Nausea subscale differed significantly between the conditions (Z = —3.16,p =
.002), with participants scoring significantly higher on the scale in the Control (M = 33.82,SD =
22.56) compared to the Experimental condition (M = 20.38,SD = 14.21).

Total SSQ scores

The results of the sub-scale analyses, including Nausea, Oculomotor, and Disorientation, were

consistent with the overall SSQ score. Scores on the total SSQ differed significantly between
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Figure 3.8: The total SSQ scores. The box in this boxplot represents the data’s interquartile
range, and the line inside the box denotes the median. Lower SSQ scores indicate reduced levels
of motion sickness.

the conditions (Z = —3.18,p = .001), with participants scoring higher in the Control (M =
42.80,SD = 37.42) compared to the Experimental condition (M = 27.03,SD = 27.94), see Fig-
ure

Performance on the maths task

No significant difference was found between conditions (Z = —.75,p = .455). In both condi-
tions, participants answered the questions with high accuracy: Control condition (M =97%,SD =
3%) and Experiment Condition (M = 96%,SD = 3%).

Reaction Time on the Attention Task

No significant difference was found between conditions (Z = —.15,p = .884). In both con-
ditions, participants showed comparable reaction times (in seconds): Control condition (M =
.54,SD = .16) and Experiment Condition (M = .52,SD = .12).
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3.4 Limitations

This section represents the first step towards a new type of motion cue that can implicitly convey
rotational motion by manipulating planar display content presented in VR. These designs may
also be applicable to devices such as AR headsets, but it is essential to evaluate and verify
any impacts on effectiveness. However, there are some limitations to this work. Firstly, the
studies were conducted using a rotating chair rather than in a real vehicle. Rotating chairs as a
common solution can simulate the vehicle’s yaw rotation well, but vehicle motion is a complex
engineering challenge that also includes pitch, roll, and linear motions. Furthermore, this type
of motion may not fully represent the movements that people experience in real vehicles as the
city road network consists of various road environments [[166], which could potentially lead to
more severe symptoms of motion sickness.

For ethical reasons, participants who were likely to be particularly susceptible to motion
sickness were screened out. Thus, the studies were likely to only induce mild motion sickness
in general. To overcome this limitation in future experiments, longer exposure times or more
frequent rotations may be employed. Study 2, building upon this improvements, achieved a
higher level of motion sickness than Study 1.

In addition, this implicit cue design is based on the motion of the 2D display itself, which
represents an innovative approach but also introduces certain limitations. This design is confined
to the 2D display. Although 2D interfaces are widely used in VR applications—such as reading,
web browsing, and video playback—it still restricts usage in certain scenarios, such as gaming
environments.

Also, due to the relatively low difficulty level of the maths task, the accuracy rate was ex-
cessively high. It is speculated that increasing the difficulty level and refining the design of the
maths task could make it more demanding for future stress test performance. Besides the maths
task, a variety of tasks have been employed in motion sickness research (e.g., reading [134],
attention [[86]]). Future research should consider the suitability and validity of different primary
tasks in replicating the cognitive demand expected during typical passenger activities. Further-
more, the performance of methods for implicitly conveying motion will be compared with other
explicit visual motion cues, exploring the pros, cons, and trade-offs between implicit and explicit

conveyance of motion.

3.5 Opverall Discussion

In Study 1, it was discovered that manipulating the motion of a planar 2D virtual display as a
visual cue to align with the user’s physical motion had a mitigating effect on motion sickness
with a rotation coefficient of 0.3. For Study 2, a longer duration of experienced rotation was

employed, which induced a higher level of motion sickness symptoms, alongside a more con-
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trolled validation approach (one session per day). Under these more rigorous conditions, the cue
design was further demonstrated to have a significant effect in reducing motion sickness-related
symptoms when the coefficient was set to 0.3.

In the maths task, no significant variations in participants’ accuracy levels were observed,
indicating that performance on productivity tasks such as this was not compromised by the tech-
nique. For the second attention task, across both experiments, participants responded within an
average of 0.6 seconds, confirming their ability to maintain an upright posture and focus their
attention on the task plane in VR. This underscores that the visual cues designed consistently
contributed to alleviating motion sickness in participants. These results preliminarily address
RQ1. For rotational motion, motion cues can be implicitly conveyed by manipulating the ori-
entation of planar content rendered by an XR device. This implicit conveyance may mitigate
the onset of motion sickness and potentially reduce distraction from visual cues. This opens
up further research into low-distraction visual motion cues that could be less visually obtrusive
than existing cues. Such a design provides a more realistic and immersive simulation for these
technologies and helps in identifying more tools to convey motion cues effectively.

This work builds upon previous research [58,,77,|118] that involved manipulating interfaces
and content on 2D displays to convey vehicle motion information and extends these findings by
demonstrating how such manipulations can be applied in a 3D context to planar content rendered
in VR. This approach opens up future research possibilities on how to implicitly convey motion
cues and expands the capability to interleave motion cues with planar content. The research
findings indicated that using a display rotation with a lesser degree could reduce motion sickness
while still enabling participants to see and interact with a maths task presented in a 2D window.
The design is applicable to most common 2D planar interfaces rendered by an XR headset,
contributing to the improvement of motion sickness mitigation in future autonomous vehicles
and enhancing the experience of using VR/XR in self-driving cars.

The visual cue developed in this study is based on manipulating the presentation of existing
2D planar content and does not require additional forms of visual information, such as cityscapes
[134] or virtual particles [28], or other overt additional visual or multi-modal motion cues. This
allows it to be applied seamlessly to a wide range of existing 2D content, including movies, TV,
and 2D productivity apps like (Immersed), in VR/XR environments. This approach minimizes
the need for extensive additional modifications, accommodating the future demand for using XR
devices in vehicles effectively.


https://immersed.com/

Chapter 4

Exploration of Visual Cues for Rotational
Motion: Explicitly Cues

4.1 Introduction

In this chapter, the research continues to focus on rotational motion, a common form of vehicle
movement. Building on previous studies, using the existing interfaces within the VR environ-
ment, low-distraction cues based on implicit conveyance have proven effective. Therefore, this
chapter continues to explore methods of conveying motion information through the existing
content in the VR environment and compares these methods with some common approaches by
using optical flow information cues.

This section introduces the use of the motion of existing elements within the VR environment
to convey motion information. It is posited that the brain’s cognition of the physical motion of
commonly seen objects may offer insights into self-movement awareness and perception. Thus,
the physical motion of objects displayed within VR can be utilized to convey the forces expe-
rienced in a manner that is familiar to passengers. For instance, swinging items like hanging
ornaments or fuzzy dice (see Figure {.1]), commonly found in some car interiors, can serve as
intuitive indicators. This method allows for the direct perception of the direction of rotational
movement through the motion of elements, hence it is considered an explicitly conveyed cue.
Consequently, a physics-based cue was devised that simulates the physical movement of a hang-
ing red ball to convey motion information. Such physics-based cues can seamlessly integrate
into realistic virtual reality environments, minimizing distractions. These cues align the visual
perception in the virtual environment with the actual physical movement experienced by the
vehicle, reducing the incidence of motion sickness. However, the challenge lies in designing
these cues to be effective without becoming overly distracting. Ideally, these cues should subtly
integrate with the virtual content, ensuring they do not divert attention from essential tasks or
overwhelm the user, thus maintaining a balance between comfort and usability. In Study 3, an

experiment was conducted to compare this design with a control condition lacking visual cues,
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to investigate its effectiveness.

Figure 4.1: An example of fuzzy dice hanging in a vehicle. The way they sway with the physical
movement of the vehicle provided design inspiration. Image cited from [120]

After demonstrating the effectiveness of physics-based cues, two additional representative
motion sickness mitigation designs were selected for comparison. A multi-session study was
conducted using the same rotating chair to analyze the performance of these three designs in
terms of mitigation and user distraction. For the first design, the cues employed by P6hlmann et
al. were incorporated. This approach involves replacing the entire VR background with
a cityscape (or another realistic environment) and conveying motion information through the
rotation of the entire background. This method fully occupies the VR background and explicitly
communicates both the speed and direction of external motion, along with the degree of rotation,
direction of rotation, and optic flow that completely matches physical motion. This condition
uses matched motion and is a widely adopted and demonstrated effective visual cue, referred
to as the speed-and-direction-based cue (SDBC) in this study. However, this design approach,
which requires the use of a complete VR background to display visual cues, has the potential to
be distracting and invasive. As an alternative, an explicit direction-based cue (DBC) was also
tested, which has previously shown effectiveness in anticipatory motion cue research. Drawing
inspiration from the work of Karjanto et al. [76], yellow arrows were incorporated within the
VR environment to make the motion information more prominent and easily noticeable, thereby
enhancing situational awareness.

The study compared the effects of different designs on motion sickness mitigation, rang-

ing from potentially high information density (speed-and-direction-based cue) to lower density
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(physics-based and direction-based cue). This comparison was to understand the trade-off be-
tween reducing motion sickness and the potential for causing distraction due to visual cues. The
experimental results confirm that both the speed-and-direction-based cue and the physics-based
cue successfully mitigated motion sickness. Notably, the design incorporating physics-based
cues achieved this mitigation with significantly less perceived distraction. By demonstrating the
effectiveness of physics-based cues in mitigating motion sickness while minimizing distraction,
this research raises questions about the types of visual perception of motion that can resolve
sensory conflicts (beyond optic flow-based cues). It opens the door to exploring new ways by
which self-motion can be non-disruptively integrated into VR experiences, ultimately aiming to
support more productive travel.
Studies in this chapter addresses Sub RQ1.2 and part of RQ3

* RQ1: For rotational motion, how is the trade-off between motion sickness and distraction

impacted by visual cues resolving sensory mismatch?

— Sub RQ1.2 What are the effects of using explicit physics-based cues presenting

virtual objects that react to the forces experienced by the vehicle?

* RQ3: How to achieve minimally disruptive visual motion cues that balance motion sick-

ness against distraction for Passenger VR?

4.2 Study 3 - Efficacy of Physics-Based Cues

In Study 3, the effectiveness of a physics-based cue (PBC condition) was tested against a control
condition (no visual cue) while VR users engaged in a maths task. The PBC condition incor-
porated physics-based visual cues that are implicitly interpreted as being caused by physical
self-motion as we commonly experience them in the real world, for example when the car turns
objects hanging from the rear-view mirror move in a similar fashion in response to the car mo-
tion. We reflected the external movement through the motion of common items inside the car
caused by vehicle turns. The idea is that instead of conveying the absolute motion, we could

convey the forces being experienced visually in a familiar yet abstract way.

4.2.1 Study Design

A set of three balls was created that swing in response to external motion. When external
motion is detected, the balls sway in the direction opposite to the motion due to inertia. The
greater the speed of the external motion, the larger the amplitude of the sway. However, due to
the influence of inertia, the amplitude of the balls’ sway does not exceed 90 degrees. Once the
external motion stops, the balls promptly revert to their initial positions. They are positioned
behind the task to avoid obscuring the NDRTSs interface, as illustrated in[4.2] The design subtly



CHAPTER 4. EXPLORATION OF VISUAL CUES FOR ROTATIONAL MOTION: EXPLICITLY CUE

conveys information about the direction and speed of external motion through the pendulum
movement of the balls. For control, the same design as the PBC condition was used, but with

the balls fixed in a stationary position, oriented vertically downwards.

12+62+37

Figure 4.2: Participant’s visual experience. The screen presents a mathematics question along
with multi-choice answers and a slider for the participant to indicate their current level of motion
sickness in real-time. Three red spheres, which form the visual cue, are placed directly behind
the VR task area. Their swaying motion constitutes the visual cues.

4.2.2 Study Platform

A rotating chair (RotoVR) that can do 1 Degree of Freedom rotation around the yaw-axis was
used as a way to induce motion sickness. Participants were seated on the chair whilst wearing a
Meta Quest 2/ headset, see Figure .3] The rotations were scripted by three levels, according to
the method detailed in [138]]. Rotation speeds were classified as easy (= 25 degrees per second),
medium (= 35 degrees per second), and hard (= 45 degrees per second). Each condition was
presented for 12 minutes on separate days to avoid cumulative motion sickness effects between

conditions. The parameters for the chair rotation in this chapter are more aggressive compared


https://www.rotovr.com/
https://www.meta.com/gb/quest/products/quest-2/
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to the settings in previous sections, meaning they can induce stronger motion sickness. This

helps to better test the mitigating effects of visual cues on motion sickness.

Figure 4.3: A participant engages in rotational movements while seated in the RofoVR chair.

4.2.3 Measurement Method
Motion Sickness Performance

Two measures of motion sickness were used in Studies 3:

Simulator Sickness Questionnaire (SSQ, [78]) Before and after completing a condition of the
experiment, participants completed the SSQ, resulting in an overall measure of motion

sickness for the condition;


https://www.rotovr.com/
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Real-time 7-point scale motion sickness rating slider This slider, sourced from [56], is dis-
played beneath the VR task for the entire duration of the experiment. Participants were
able to rate their level of motion sickness continuously. To prevent participants from ignor-
ing the slider during the experiment, a reminder prompt periodically appeared above it ev-
ery 30 seconds. If a participant’s rating reached a value of 7, signifying mild-nausea [56],
the experiment was terminated to prioritise the safety and well-being of the participant.
Participants were thoroughly informed about these thresholds prior to their participation

in the study.

Performance and Distraction Performance

Mathematical questions involving two-digit addition were used as the primary task to simulate
a productivity activity. Compared to Study 1 and 2, where participants responded verbally to a
maths task, the method of answering maths questions was changed to selecting answers using a
controller. This adjustment better simulates the actual usage scenario of VR, where users interact
via controllers rather than through verbal communication. Similar mathematical tasks have been
used in previous research to assess participants’ cognitive capabilities and workload capacity
[141,/184]. Furthermore, following the approach outlined by Yan et al. [[184]], we categorised
the mathematical questions according to their levels of difficulty, allowing us to simulate user
scenarios with varying degrees of focus or distraction, thereby enhancing the task’s realism.
This method involved classifying addition operations with positive integers into seven difficulty
levels, considering factors such as the computed result, the number of digits in the addends,
and the need for calculating a decimal carry-unit digit. Yan’s experiments provided evidence
of a linear increase in user computation time as the difficulty levels increased. Accuracy and
response time for each question answered by the participants were recorded, reflecting their

performance in the productivity activity.

4.2.4 Participants

Twenty-five participants took part in the study. Two participants, one in each condition, dropped
out due to severe motion sickness. Two participants were unable to complete all the experiments
due to scheduling conflicts, and one participant’s data was lost due to technical issues with
the application. Resulting in a final sample of 20 participants for data analysis, including 10
females and 10 males, with ages ranging from 22 to 35 (M = 26.10,SD = 3.33). In the interest
of participant safety, those with a history of severe motion sickness were not included in the
study based on the MSSQ [50]. Prior to the start of the experiment, participants were asked to

reconfirm their eligibility, ensuring they fully met the experimental criteria.



CHAPTER 4. EXPLORATION OF VISUAL CUES FOR ROTATIONAL MOTION: EXPLICITLY CUE

4.2.5 Study Procedure

The experiment consisted of two sessions across three separate days to prevent cumulative ef-
fects of motion sickness. The conditions were presented in a counterbalanced order to mitigate
potential ordering or learning effects. In the first session, participants were provided with a
brief introduction and shown the 7-point motion sickness scale, which they could familiarise
themselves with. Following this, the experimenter gave a quick introduction to the VR controls,
allowing participants time to familiarise themselves with the controls and tasks. Afterwards,
participants engaged in a 2-minute training involving mathematical problems and adjusting the
motion sickness slider. During this training, the chair remained stationary to avoid motion sick-
ness. This was followed by a 5-minute break to prepare for the formal experiment. After com-
pleting a 12-minute VR condition, participants completed the SSQ to gauge the severity of their
motion sickness-related symptoms. This experiment received ethical approval from University

of Glasgow.

4.2.6 Results

The Wilcoxon signed-rank test was used for comparisons between the control condition and the

physics-based cues condition due to the non-normal distribution of the data.

Continuous motion sickness measure

The maximum value of the continuous motion sickness measure was utilized to reflect the peak
discomfort level experienced. The motion sickness level reported by participants differed signif-
icantly between the Control and PBC condition (Z = —2.07,p = .038,Cohen’sd = 0.38), with
participants experiencing stronger symptoms in the Control (M = 2.60,SD = 1.93) compared
to the Experimental condition (M = 1.90,SD = 1.71), see Figure The results also indicate

that the experimental setup was effective in inducing motion sickness.

SSQ scores

For brevity only the total SSQ (including Nausea, Oculomotor, and Disorientation) score analy-

sis is included here. Scores on the total SSQ differed significantly between the conditions(Z =
—2.65,p=.044,Cohen’sd = 0.55), with participants scoring higher in the Control (M = 81.51,SD =
65.81) compared to the PBC condition(M = 50.93,SD = 43.17), see Figure[4.3]

Performance on the maths task

Accuracy in answering mathematical questions was analyzed. No significant difference (Z =
—0.41,p = .679) was found between the control condition (M = 93%, SD = 0.07) and the PBC
condition (M = 93%,SD = 0.08).
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Figure 4.4: Motion sickness value. The box in this boxplot represents the data’s interquartile
range, and the line inside the box denotes the median.

4.2.7 Discussion

In Study 3, a physics-based visual cue was devised to match physical motion. The results ad-
dressed part of Sub RQ1.2, validating the effectiveness of the design. Using physics-based
visual cues, could significantly alleviate symptoms of motion sickness, as evidenced by both
the SSQ scores and the maximum values of the motion sickness slider. This study demonstrated
that physics-based visual cues can convey external motion through the actual physical movement
of existing elements within the VR environment. This does not explicitly display self-motion
information, and if properly designed, does not require additional elements (for example, move-
ment forces could be applied to existing objects within a VR scene), thereby reducing potential
distraction.

This study prompted an inquiry into how the PBC (Physics-Based Cue) design compares
to common visual cues known to mitigate motion sickness. To address this question, further
research and comparisons between different types of cues are necessary. Such comparisons
could yield valuable insights into the efficacy of various visual cue designs in terms of mitigat-
ing motion sickness and their potential to disrupt the user experience in a virtual environment.
Consequently, Study 4 is designed to answer this question by comparing the PBC design with

existing, validated visual cues.
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Figure 4.5: Total SSQ scores. The box in this boxplot represents the data’s interquartile range,
and the line inside the box denotes the median.

4.3 Study 4 - Comparing Physics-Based Cues with Others

Upon demonstrating the effectiveness of physics-based cues in Study 3, two additional repre-
sentative motion sickness mitigation designs were identified. Using the same rotating chair, the

performance of these three designs in terms of mitigation and user distraction was analysed.

4.3.1 Study Platform

In this study, motion sickness was induced using the same apparatus as Study 3, a rotating chair
(RotoVR), capable of 1 Degree of Freedom rotation around the yaw-axis. Participants were
seated in the chair while wearing a Meta Quest 2 headset. The chair’s rotations were scripted
into three severity levels according to the specifications in [138]. Each condition lasted for
12 minutes and was conducted on separate days to prevent any cumulative effects of motion

sickness.

4.3.2 Measurement Method
Motion Sickness Performance

In Study 4, motion sickness was assessed using two methods. Firstly, participants completed

the Simulator Sickness Questionnaire (SSQ, [[78]) before and after each experimental condition,


https://www.rotovr.com/
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providing an overall measure of motion sickness. Secondly, a real-time 7-point scale motion
sickness rating slider from [56] was displayed beneath the VR task throughout the experiment.
Participants could continuously rate their motion sickness level. Reminder prompts appeared
above the slider every 30 seconds to ensure engagement. If a participant’s rating reached 7, in-
dicating mild nausea, the experiment was terminated for safety, with participants fully informed
of these thresholds beforehand.

Performance and Distraction Performance

For Study 4, the primary task also employed to gauge productivity involved two-digit addition
mathematical questions. This methodological shift aligns more closely with typical VR user
interfaces, which predominantly utilize controller inputs rather than voice. Adopting this ap-
proach not only reflects the actual usage scenarios in VR environments but also enhances the
experimental realism by simulating varied focus levels and interaction complexities.

During Study 3, a high accuracy rate was observed in the two-digit addition task. To increase
the difficulty while maintaining the graded complexity of these mathematical tasks, Study 4
introduced an additional digit to the original two-digit addition. This third digit was determined
by calculating the integer average of the sum of the first two digits. The design of the tasks is
depicted in the right part of Figure4.3] Accuracy and response time for each question answered
by the participants were recorded, reflecting their performance in the productivity activity.

Additionally, in Study 4, a ranking question was designed to subjectively evaluate the degree
of distraction caused by the different motion sickness mitigation designs. Participants were

instructed to rank the visual cues from the least to most distracting.

4.3.3 Study 4 Design

The study employed a within-subjects experimental design, with motion sickness and produc-
tivity measures as dependent variables. The experiment comprised the same physics-based cues
condition taken from Study 3 and the following two experimental conditions, with these con-
ditions being presented in a counterbalanced order to mitigate potential ordering or learning

effects:

DBC condition: Direction-based cues

This condition incorporates a pair of arrows as a simplified set of visual cues. This design is
inspired by Karjanto et al. [[76], where they alleviated motion sickness by displaying the an-
ticipatory direction of upcoming motion inside a vehicle. The design was integrated into the
VR display, with the visibility of the arrows enhanced by changing their color to yellow. This
decision was based on previous research findings indicating that yellow turn signals result in sig-

nificantly shorter reaction times and are widely used in real cars [72]], ensuring that they are more
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conspicuous and less prone to being missed. Unlike other cues that were not anticipatory, these
cues were presented simultaneously as the motion began. When an external rotation is detected,
the arrow corresponding to the direction of that motion illuminates. When the motion ceases,
the arrow disappears to minimise distraction. This design contains minimal motion information
(direction only) and occupies only a small portion of the VR field of view as a visual cue. The
study explores whether visual cues that convey limited information—specifically, direction of
motion—are effective in mitigating motion sickness. These cues, referred to as Direction-based
Cues (DBC), focus solely on indicating the directions of motion. The left panel of Figure [4.6]

illustrates this design.

SDBC condition: Speed-and-direction-based cues

This condition incorporates visual cues that simultaneously encompass both speed and direction
of motion. The design adopted from Pohlmann ez al. incorporated a cityscape view as
the VR background. Motion information was conveyed through the rotation of the background.
This design uses the entire background as additional display content, aligning the speed and
direction information from the background with external motion. Whenever an external rotation
is detected, the entire cityscape texture responds with an opposite rotation, presenting optic
flow corresponding to the visual motion that would be experienced if participants were not
wearing the VR headset experiencing the rotations. Pohlmann et al.’s experiments
have demonstrated the effectiveness of such a design in mitigating motion sickness, as depicted
in the right panel of Figure 4.6] However, the large amount of visual motion that occurs with
this design has the potential to be distracting from a primary task. This design is representative

of the current "standard" mitigation strategy 138,[162]], and the study compares this
established approach with our newly proposed design.

2 1 9
20 2
10 4

- A \- ° us
ST A W NN
4 7 = :

Figure 4.6: On the left is the experimental design for the Direction-based cue condition. On
the right is the design for the Speed-and-direction-based cue. Motion information is conveyed
through the rotation of the background.
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4.3.4 Participants

Twenty-four new participants took part. Only 19 completed all the conditions. Among the 5
participants who did not complete the experiment, one withdrew during the PBC condition, and
three withdrew during the DBC condition due to severe motion sickness. One was unable to
participate in certain parts of the experiment due to personal reasons. For one participant, who
took part in all conditions but withdrew during the last one, we assigned a value of 7 to the
subsequent data points on the slider. This value represents the highest possible score. This
approach was employed to ensure the integrity of the data to the greatest extent possible [[138]].
A total of 20 sets of data were used for data analysis, including ten females and ten males, with
ages ranging from 21 to 32(M = 25.00,SD = 1.80). In the interest of participant safety, those
with a history of severe motion sickness were excluded from the study based on their MSSQ

scores taken in advance of the study [S0].

4.3.5 Study Procedure

The study was conducted over three sessions across three separate days to prevent potential
build-up of motion sickness. The procedural flow of the experiment was identical to the first

experiment.

4.3.6 Results

A Friedman’s ANOVA was employed, followed by pairwise comparison tests with Bonferroni

correction for post hoc comparisons among the different experimental conditions.

Continuous motion sickness measure

The development of motion sickness slider ratings over time for the three conditions was com-
piled and plotted. The maximum value of the continuous motion sickness measure was utilized
to reflect the peak discomfort level experienced. Results differed significantly between the con-
ditions, see Figure 2%(2) =9.81,p = .007. Post hoc tests revealed the DBC condition (M =
2.55,SD = 1.90) caused a significantly higher level of motion sickness than the SDBC condi-
tion (M = 1.60,SD = 1.27,p = .027,Cohen’sd = 0.59). No significant differences were found
between PBC condition (M = 1.95,SD = 1.84) and DBC condition (M = 2.55,SD = 1.90,
p =.098). Also, no significant differences were found between the PBC(M = 1.95,SD = 1.84)
and SDBC conditions (M = 1.60,SD = 1.27,p = 1.000).

Total SSQ scores

Total SSQ scores differed significantly between the conditions,y?(2) = 15.38,p < .001, see
Figure Post hoc tests revealed a significantly higher level of motion sickness in the DBC
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Figure 4.7: Development of motion sickness over time for the 3 conditions rated via the slider
displayed in the headset. Shaded areas represent 90% confidence intervals. Y-axis represents
Motion Sickness Slider values, participants were able to rate their level of motion sickness: 0:
"no problems", 1: "some discomfort", 2-5: "vague to severe dizziness", 6: "little nauseated", 7:
"mild nauseated".

condition (M = 52.17,SD = 43.33) than the SDBC condition (M = 24.31,SD = 17.09,p =
.005,Cohen’sd = 0.85) and PBC condition (M = 27.33,SD = 24.45,p = .002,Cohen’sd =
0.71). No significant differences were found between the PBC (M = 27.33,SD = 24.45) and
SDBC conditions (M = 24.31,SD = 17.09,p = 1.00).

Performance and Distraction

A comparative analysis of the PBC (M = 83%,SD = 0.82), DBC (M = 80%,SD = 0.70), and
SDBC conditions (M = 84%,SD = 0.74) using the Friedman’s ANOVA test revealed no sig-
nificant differences in maths scores, ¥2(2) = 2.80,p = .247. Our design to increase the task
difficulty in the second experiment was successful; we reduced task accuracy from 93% to 84%,
thereby avoiding any ceiling effect associated with high accuracy rates.

Participants ranked the three conditions relative to each other in terms of distraction, with
Rank 1 assigned to the least distracting condition, Rank 2 to the intermediate, and Rank 3 to the
most distracting. Seventeen individuals were included in the final analysis (three participants did
not provide responses). A Friedman test revealed a significant difference in rankings across the
three conditions, x2(2) = 10.94,p = .004, see Figure Post hoc indicated that conditions PBC
(M = 1.77,SD = 0.66p = .030) and DBC (M = 1.59,SD = 0.71p = .006) were significantly
less distracting than SDBC (M =2.65,SD = 0.70). No significant difference was found between
PBC (M =1.77,SD = 0.66) and DBC (M = 1.59,SD = 0.71,p = 1.00).
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Figure 4.8: Total SSQ scores of study 2, The box in this boxplot represents the data’s interquar-
tile range, and the line inside the box denotes the median.

4.3.7 Study 4 Discussion

Study 3 showed that physics-bases cues reduced motion sickness, hence in Study 4, they were
compared with the ’standard’ mitigation techniques of direction cues and speed-and-direction
cues, to compare mitigation levels and to see if they had other benefits, such as lower distraction.
Speed-and-direction cues, or matched motion cues, often use VR backgrounds to synchronize
fully with external motion and avoid sensory mismatch. Conversely, direction cues convey less
information, just presenting direction arrows, but, by exclusively transmitting direction infor-
mation, potentially alleviate motion sickness while being less distracting.

The results of the SSQ scores collected after each session demonstrate the effectiveness of
the design in mitigating motion sickness. Compared to cues based on direction only, cues based
on physical motion and those based on both speed and direction significantly reduced the level of
motion sickness. The results from the motion sickness slider ratings also confirmed that speed-
and-direction cues are better in alleviating motion sickness than direction cues alone. When
comparing our physics-based cues with the standard speed-and-direction cues, no significant
differences were observed.

Regarding Sub RQ1.2, we discovered that both physics-based cues and direction-based cues
resulted in lower distraction levels compared to speed-and-direction-based cues. This finding is

crucial in VR design: lower distraction implies a better user experience. While SDBC demon-
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Figure 4.9: Distraction ranking frequencies across conditions (n = 17). Bars show how many
participants placed each condition 1st/2nd/3rd (Rank 1 = least distracting; Rank 3 = most dis-
tracting).

strated the best motion sickness mitigation performance in the experiment, they also introduced
the highest level of distraction. Our physics-based cues provide a good compromise, with lower

distraction and strong mitigation performance.

4.4 Limitations

There are some limitations to this study. The study was conducted on a rotating chair, The chair
allowed for more precise control of motion to ensure that each participant experienced the same
motion stimuli. This provides a clear baseline of performance for the different cue types. The
motion profile of the chair was however limited to yaw rotation and could not induce linear
forward and backward motion or roll and pitch rotations, which could be experienced in more
advanced motion simulators or during travel in a vehicle.

Additionally, this research on participant distraction is relatively limited. Unlike motion
sickness, there is no unified approach for studying user distraction. The task performance and
subjective ranking questions we employed may not fully reflect the distraction caused by vi-

sual cues on users. More objective methods, such as eye-tracking technology, can be used to
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investigate this more effectively in the future.

4.5 General Discussion

4.5.1 Efficacy of Physics-based Cues in Motion Sickness Mitigation

Through two studies in this chapter, the significant mitigating effects of physics-based cues on
motion sickness were validated. By integrating the results of both studies, it was observed that
purely directional information was less effective. However, physical cues provided sufficient in-
formation to achieve mitigation effects comparable to those of speed-and-direction-based cues,
which offer comprehensive motion information and show full optic flow outside of the VR head-
sets. While speed-and-direction-based cues have been extensively validated and implemented
by peers [69,|136,/138], cues based on physical characteristics are novel and have been proven
effective for the first time. Such cues do not need to dominate the entire VR background and, if
well designed, can convey motion information without distraction while integrating with physi-

cal movements within the VR environment.

4.5.2 Physics-based Cues Mitigate Motion Sickness whilst Minimizing Dis-

ruption

Accuracy in the maths task did not change across conditions, suggesting that the cues may not
have a strong distraction effect on the task. It might, however, be due to the fact that the maths
tasks were relatively easy, which resulted in good task performance. However, based on the
subjective rankings of distraction levels across different conditions, the SDBC condition, which
utilised the entire background as a visual cue, was perceived as significantly more distracting
than both the Physics-based and the Direction-based conditions.

The effectiveness of visual cues in mitigating motion sickness has been discussed in previous
research. However, the aspect of distraction caused by these cues has not been thoroughly
investigated. The physics-based, PBC condition was designed to strike a balance between these
two aspects. It approaches the mitigation effectiveness of widely used methods (such as the
SDBC condition) while providing lower distraction, potentially creating a higher level of user

comfort.

4.5.3 Integrating Visual Cues in VR to Enhance Motion Perception and
Reduce Motion Sickness
This chapter opens the door to a breadth of visual cues that could be better integrated into the

VR environment or potentially manipulate things already in the VR scene and answers part of

RQ3. By integrating the motion of objects within the VR environment as visual cues into VR
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spatial Uls, it is possible to effectively achieve non-disruptive visual motion cues that balance
motion sickness alleviation against distraction.

This design principle is effective not only for the rotational movements explored in our
chapter but also may benefit other types of vehicular motion, such as linear movement. Examples
include the swaying of water on a table in response to vehicle movement when the user is situated
in a productive environment, or the movement of tree and plant leaves in a jungle environment in
reaction to vehicle motion, as opposed to the vehicle’s absolute velocity. Such an approach does
not need to add any extra objects to the scene for mitigation. Through these carefully considered
designs aimed at reducing motion sickness, the integration of VR devices into vehicles will
become an essential aspect of travel, transforming the passenger experience in cars, planes,
buses, or trains into an immersive virtual space, ultimately enhancing the overall passenger
experience.

Finally, when we consider the prevailing theory of sensory conflict resulting in motion sick-
ness, this work provokes new considerations of what constitutes appropriate visual stimuli to
resolve this conflict. Past research has focused on optical flow and matched motion-type expe-
riences as absolute conveyances of the physical motion being experienced. However, in demon-
strating that a physics-based cue is effective, this suggests that the physics-based calculations
our brain [41] is making when viewing these cues could form part of the multi-sensory inte-
gration of available motion cues in determining the overall motion being experienced - raising
fundamental questions for future research around what constitutes effective visual motion cues

when considering sensory conflict and motion sickness.



Chapter 5

Exploration of Visual Cues for Linear

Motion

5.1 Introduction

In previous chapters, visual cues based on yaw rotational movements have been explored. How-
ever, when driving on real roads, such as city streets and highways, the vehicle undergoes sig-
nificant linear motion, including acceleration, deceleration, and steady-speed travel. Therefore,
linear motion is also a fundamental type of vehicle movement. This chapter focuses on studying
visual cues for linear motion. To better examine linear motion absent significant rotational mo-
tion, the studies in this chapter have been prepared using a pre-defined near-straight real-world
car route.

Mainstream in-car motion sickness studies have used matched motion to align virtual en-
vironments with real vehicle movements—such as velocity and rotation—to ensure consistent
sensory perceptions of self-motion to alleviate motion sickness [[138,|139]. According to the
sensory conflict theory, aligning these sensory inputs will alleviate motion sickness [77, 124].
While matched motion can mitigate motion sickness, cues might detract from the overall user
experience by diverting attention and causing distraction from the media content or NDRT the
passenger is trying to perform [109}136,/188]. In psychological studies on distraction, it is
typically defined as factors that interfere with an individual’s ability to complete a primary
task [[148]. This interference can arise from multitasking or external stimuli [163]. In highly
immersive VR single-task studies, users’ sensory input is confined to the visual elements within
the virtual interface, making any non-task-related visual stimuli potentially disrupting, referred
to as visual interference [[163]. For example, human peripheral vision is highly sensitive to mo-
tion [109]. Thus, any moving visual element can involuntarily draw a user’s gaze or focus away
from their primary activity. While visual cues are essential for conveying motion information
to alleviate motion sickness, they inherently compete for attentional resources with media con-

tent and can cause distraction if not designed carefully. In real-world driving scenarios, such as

65
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navigating city streets or highways, the vehicle undergoes substantial motion, including accel-
eration, deceleration, cruise, and turns, meaning the user will experience constant visual motion
cues, which can be distracting. This is due to the motion of elements composing the visual cues
generating substantial optic flow information, which could capture user attention and introduce
distractions from the NDRTSs that the user wishes to engage with. Thus, designers must balance
adding visual motion cues against the risk of distraction from the main VR content.

In contrast to the visual system providing constant information about velocity, the vestibu-
lar system primarily detects changes in velocity, specifically acceleration or orientation [14].
Hence, the chapter investigates the novel acceleration-based motion cues which align closely to
the self-motion detected by the vestibular system, rather than matching the expected self-motion
detected by the visual system. They are delivered through the movement of a stereoscopic optic
flow stimulus in VR, specifically linked to the vehicle’s acceleration rather than its absolute ve-
locity. To achieve this, an optic flow stimulus, virtual starfield, was developed, which simulated
a three-dimensional cloud of red spheres (Red cues in VR can make visual stimuli more promi-
nent [[143]]). This stimulus affords us the flexibility to design and deploy dynamic visual cues and
has been applied in many research [19,121,/122]. For instance, as the vehicle accelerates from a
standstill, the starfield moves backwards, simulating the sensation of self-forward motion; as the
vehicle stabilizes at a constant velocity, the starfield halts, reflecting no perceptible motion; and
when the vehicle decelerates, the starfield moves forward. This approach is anchored in sensory
conflict theory, aiming to synchronize the visually perceived motion with the acceleration de-
tected by the vestibular system rather than matching it to the visual motion perceived in reality.
A simple starfield-based acceleration cue [3]] has recently been deployed to iOS devices as a
motion sickness countermeasure, but the size of the mobile display means that the cues overlap
with content and thus are potentially distracting. Mobile display size limitations mean the cues
presented do not reach peripheral vision, where they would be most beneficial [[15]. Accelera-
tion cues offer a potential improvement over matched motion cues as they may resolve sensory
conflict in ways that require less perception of visual motion, and consequently less distraction
and disruption (e.g. having no visual movement when the car is at a steady speed). Additionally,
accurately matching the VR scene’s motion with actual vehicle velocity often necessitates extra
effort such as additional hardware [47,61,|111] or employing GPS to estimate vehicle veloc-
ity [19,20]. These add cost, complexity and encounter issues with positional drift [[111] over
time. For acceleration, an off-the-shelf inertial measurement unit, commonly found in devices
such as phones, is sufficient.

The research encompasses two on-the-road studies (Study 5 and Study 6) conducted in daily
traffic. In Study 5, participants engaged in three sessions using real vehicles on a predefined ur-
ban route. This study compared conditions using acceleration-based cues (with a starfield back-
ground) with matched motion cues (with a cityscape background) and no motion cue baseline

(with a cityscape background). The objective was to evaluate the effectiveness of acceleration
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in reducing motion sickness and to ascertain the potential distractions caused by the visual cues.
Results from Study 5 indicated, for the first time, that acceleration cues can mitigate motion
sickness and even perform similarly to the most "effective" mitigation cues (cityscape matched
motion).

Subsequently, Study 6 build upon the work of Study 5 by specifically investigating the differ-
ences in distraction and disruption between matched motion and acceleration-based cues. Since
Study 5 was preliminary, as it used different backgrounds for each condition, making it difficult
to compare results across conditions to see the benefits of acceleration based cues on motion
sickness or distraction. Recent research has shown that even when the same visual cue motion
strategy is applied, users exhibit different preferences and levels of distraction depending on
the background design [[121]], which limited the exploration of visual cue distraction. Hence,
Study 6 builds on this by further comparing matched motion and acceleration based cues us-
ing the same design, particularly for distraction. Reducing distraction is a significant potential
advantage of designing such cues, making further investigation in this area crucial.

In Study 6, a uniform starfield background was applied across all conditions, enabling a more
rigorous comparison under consistent visual cue elements. The starfield background, being less
constrained by realistic scene design compared to an urban background, offers greater flexibil-
ity for experimentation. Also, for linear motion, applying gain or attenuation to visual cues
does not significantly increase motion sickness [139]. This allows designers greater freedom in
controlling the speed of visual motion in VR applications, without being strictly constrained by
real-world motion parameters. This was also tested with acceleration cues for the first time, by
including an additional condition in our study to investigate the effects of applying a 2x gain to
the starfield displays to see its effects on motion sickness and distraction. Through these com-
parisons, the performance of acceleration-based cues in terms of motion sickness mitigation and
distraction compared to matched motion cues were systematically investigated, as well as the
impact of gain on distraction levels.

The results indicate that acceleration-based cues resulted in similar levels of motion sick-
ness as velocity-based matched motion cues, which are the gold standard in motion sickness
mitigation to date, while being perceived as less distracting. Applying gain to the acceleration-
based cues did not diminish their effectiveness in mitigating motion sickness, nor did it affect
performance on certain distraction-related measures, indicating that gain could be effectively
utilized for such cues. Our research provides novel insights into how alternative types of visual
motion perception, beyond traditional matched motion cues, can enhance the travel experience
for passengers without inducing motion sickness symptoms. Ultimately, this work will facilitate
more comfortable and enjoyable travel, broadening the potential for VR-based applications in

transportation
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5.2 Study 5 - Efficacy of Velocity and Acceleration-Based Cues

In the Study 5, we examined the effects acceleration-based cues and velocity-based cues have
on motion sickness and distraction while performing a VR video task in a moving vehicle. Sub
RQ2.1 in RQ2 was covered by Study 5:

* RQ2: For linear motion, how is the trade-off between motion sickness and distraction

impacted by visual cues that resolve sensory mismatch?

— Sub RQ2.1 Can acceleration-based visual cues reduce motion sickness?

5.2.1 Study Design and Setup

The study used a within-subjects design with motion sickness level, user experience ratings and
task performance as dependent variables. There were three conditions: Acceleration, Velocity,

and Control.

Acceleration Condition

Velocity/Control Acceleration

Figure 5.1: On the side are screenshots of what the participant sees, with the left portion rep-
resenting the Velocity/Control condition. The background of the former will move with the
velocity of the vehicle, while the background of the latter is static. The right portion shows the
starfield used in the Acceleration condition. The size and position of the task plane remained
constant across conditions, though differences in VR screenshots may arise from varying angles
or vehicle motion.

A virtual starfield display was developed, which simulated a three-dimensional cloud of
red spheres as depicted in the background of Figure right, serving as the foundation for
the visual cue design. Similar designs have previously been utilized in non-VR [33,40] and
VR-related motion sickness studies [59,81]], but not specifically for acceleration. Participants

were immersed in this dynamic environment while engaging in a video-watching task centrally
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positioned within their visual field. The three-dimensional arrangement of these particles pro-
vides a dynamic and immersive visual environment essential for simulating real-world motion in
VR. Furthermore, the flexibility of the starfield design enables precise manipulation of motion
parameters such as velocity and acceleration. Similar starfield configurations have been previ-
ously adopted in both non-VR [33,40] and VR motion sickness studies [59,81]; however, their
application in acceleration-based cues has not been widely explored. Recent technological de-
velopments, such as Apple’s Vehicle Motion Cues in 10S 18 [3]], which employs particle-based
motion visualization to alleviate motion sickness, provide practical validation for this concept.
The virtual starfield was generated using a particle system in Unity3D, continuously spawn-
ing randomized red particles. The motion of the starfield was directly correlated with vehicle
dynamics: particles moved backward or forward at a speed corresponding precisely to the ve-
hicle’s real-time acceleration or deceleration. When the vehicle maintained a constant velocity
or remained stationary, the starfield stayed static, accurately reflecting zero acceleration. Figure
[5.2]illustrates the motion of the starfield in these three conditions through animated form. This
design subtly conveys the vehicle’s motion through acceleration cues, potentially causing less

distraction compared to traditional velocity-based matched motion designs.

Figure 5.2: The motion patterns of the starfield are displayed in animated form. On the left,
as the vehicle accelerates, the starfield moves backward (opposite to the direction of the user’s
forward view); in the middle, as the vehicle moves at a constant speed, the starfield remains
static; on the right, as the vehicle decelerates, the starfield moves forward.

Velocity Condition

For comparative purposes, the velocity condition employed a matched motion design where
the backward movement velocity of a virtual city background was regulated based on the vehi-
cle’s velocity, obtained from the car’s OBD interface, as illustrated in Figure left. A virtual
city background was chosen to closely mimic the real-world passenger experience [139]. This
background included straight urban roads surrounded by offices, houses, shops, and pavements,

with the scale of the buildings and the parameters of the roads set to closely match the environ-
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ment surrounding the experimental road. This design ensures that the velocity condition closely

aligns with commonly used matched motion cues and is capable of eliciting a strong sensation

of self-motion [[139]].

Control Condition

In the control condition, there was no representation of vehicle motion. The same city design
from the velocity condition was used, but with the city background fixed in a stationary position,
representing the scenario with no visual cues. This condition was likely to cause the highest

motion sickness as there was no visual cue to indicate vehicle motion.

5.2.2 Experimental Platform

Figure 5.3: The participant is shown wearing a VR headset while seated in the vehicle for the
experiment. On the left side of the image, an experimenter is present to assist the participants.

Two different vehicles—an SUV (KIA Niro) and a Saloon/Estate (Skoda Superb)—were
rented during the study. Each vehicle was assigned an equal number of participants. Participants
were seated in the rear left seat of the car and were instructed to watch videos and answer video-

related questions while wearing a Pico 4 Pro VR headset. Figure[5.3|displays a scene from the


https://www.picoxr.com/uk/products/pico4

CHAPTER 5. EXPLORATION OF VISUAL CUES FOR LINEAR MOTION 71

experiment, showing a participant wearing a VR headset in the car. There was a driver to control
the vehicle and an experimenter to assist participants. For the Velocity condition, we used the
PassengXR platform [[111]], see Figure [5.4]to capture vehicle velocity. For other conditions, all
the vehicle movement data was collected by a VR controller mounted in the car (which contains

an IMU suitable for detecting acceleration).
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Figure 5.4: The schematic of the PassengXR Open-Source Motion Platform is composed of
multiple parts; for this experiment, only the functions of the ESP32 and OBD units were utilized.

5.2.3 Driving Route

The vehicle traversed a 2-mile stretch of city road, averaging 16 minutes per journey, with a
speed limit of 30 mph, as depicted in Figure [5.5] Conducting the experiment on real roads
increased ecological validity. As rotational and linear motion are detected by different parts
of the vestibular system, and since rotational motion has been extensively studied with rotat-
ing chairs [138,[179], a straight road was selected to minimize the influence of curves. This
approach allowed the focus to remain on linear motions, including acceleration, deceleration,
and steady speed. The study of motion sickness induced by linear motion on straight roads has
been less explored, largely due to the greater demands for experimental platforms. By distin-
guishing these two types of motion, the research could investigate linear motion in isolation,
and effectively validate the design’s effectiveness. Additionally, the experiments were sched-
uled between 10 AM and 4 PM to avoid the variable of peak traffic congestion, ensuring more

consistent conditions.
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@

Figure 5.5: Road taken during Studies 1 and 2. The red line indicates the straight road used in
Study 1. The blue line represents the additional curves near the starting and ending points of the
route, which were included in Study 2. The red dot is the start point of studies

5.2.4 Measurements
Motion Sickness

Two measures of motion sickness were used in Studies 3:

Simulator Sickness Questionnaire (SSQ, [78]) Before and after each condition, participants
filled in the Simulator Sickness Questionnaire (SSQ) [[78]], providing an overall measure

of motion sickness for each condition;

Real-time 7-point scale motion sickness rating slider This slider, sourced from [56], is dis-
played beneath the VR task for the entire duration of the experiment. Participants were
able to rate their level of motion sickness continuously. Participants were required to
adjust the numerical value using a joystick based on the definition of the MISC slider
whenever they perceived a change in their motion sickness state. If a participant’s rating
reached a value of 7, signifying mild-nausea [56]], the experiment was terminated to pri-
oritise the safety and well-being of the participant. Participants were thoroughly informed

about these thresholds prior to their participation in the study.

Since our design’s primary intent is to reduce the potential distractions caused by motion
sickness mitigation cues, at the end of the experiment, participants were instructed to rank the
distraction level of visual cues across the three conditions (from lowest distraction to highest

distraction).
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Video Task Performance

Participants viewed six two-minute video clips, answering four related questions per clip within
a 10-second time limit per question, see the video figure for examples of the task and conditions.
The video clips were played sequentially without any pauses in between. These videos and
questions were sourced from the ActivityNet database [[186], a widely used benchmark in com-
puter vision containing annotated Question/Answer (QA) pairs. We employed them as watching
videos is a very common activity during travel [2], and we could measure comprehension via a
simple set of questions. We selected videos from the dataset with minimal on-screen motion to
prevent any visually induced motion sickness. Each video in the database is associated with ten
QA pairs. After screening the pairs to ensure no prior knowledge was required and difficulty was
appropriate, we conducted an online test on Prolific (n = 100 in total, for each video, n = 20).
Each online participant viewed six videos, consistent with the experiment setup, and responded
to the accompanying QA pairs using a multiple-choice format. Based on the accuracy rates for
each QA pair obtained from the online test, we selected four pairs per video to achieve an average
overall accuracy rate of approximately 80% for the questions associated with each video. This
accuracy rate was calibrated to ensure that the task was neither overly challenging—potentially
leading to participant frustration—nor excessively simple, which could induce boredom during
video viewing. Additionally, the presentation order of the videos was counterbalanced to avoid

the impact of cognitive load and attention on motion sickness and task accuracy.

Subjective Distraction

We implemented subjective measures to evaluate visual distraction. Participants completed a
subjective ranking questionnaire at the experiment’s conclusion, ranking distraction levels in-

duced by visual cues across the three conditions from lowest to highest.

5.2.5 Participants

Twenty participants took part in the study. One participant dropped out as the MISC rating
reached 7 during the Control condition, leaving 19 complete data points, including 10 females
and 9 males, with ages ranging from 19 to 35 (M = 23.90,SD = 3.85). To ensure participant
safety, individuals with a history of severe motion sickness (Motion Sickness Susceptibility

Questionnaire total scores over 30 [49]) were excluded from the study.

5.2.6 Study Procedure

The experiment was conducted over three separate days, with one session per day, to prevent
cumulative effects of motion sickness. To minimize potential ordering or learning effects, the

conditions were presented in a counterbalanced order. In the first session, participants received


https://www.prolific.com/

CHAPTER 5. EXPLORATION OF VISUAL CUES FOR LINEAR MOTION 74

a brief tutorial on the VR controls followed by a 3-minute training session that included a video
and related questions. All training was conducted while the vehicle remained stationary to
mitigate the onset of motion sickness. After a 5-minute break, the formal experiment began.
Each experimental condition lasted 16 minutes, subsequent to which participants completed the
SSQ and other questionnaires to assess the severity of their motion sickness symptoms and their
level of immersion in the VR conditions. The studies in this paper received ethical approval

from our University’s Ethics Committee.

5.2.7 Results

A single-factor Friedman’s ANOVA was employed, followed by pairwise comparison tests with
Bonferroni correction for post hoccomparisons between the different experimental conditions.
When the data for each vehicle were analyzed, the results were consistent, suggesting that the

type of vehicle used did not differentially affect motion sickness.

Continuous motion sickness measure

The maximum MISC score selected by the user in each condition was used to reflect the peak
discomfort level experienced. Results differed significantly between the conditions, see Figure
x%(2) = 11.61,p = .003. Post hoc tests revealed the Control condition (M = 2.84,SD =
1.90) caused a significantly higher level of motion sickness than both the Acceleration (M =
1.58,SD = 1.64,p = .036,Cohen’s d = 0.71) and Velocity conditions (M =1.52,SD=1.39,p=
.028,Cohen’s d = 0.79). There was no significant difference between Acceleration and Velocity
conditions (p = 1.000).

Total SSQ scores

As all three sub-scales (Nausea, Oculomotor, Disorientation) yielded results similar to the total
SSQ scores, only total scores are reported for brevity. Total SSQ scores differed significantly
between the conditions,y?(2) = 25.73,p < .001, see Figur Post hoc tests revealed a sig-
nificantly higher level of motion sickness in the Control condition (M = 50.77,SD = 33.55)
than the Acceleration (M = 17.41,SD = 20.37,p = .000,Cohen’s d = 1.20) and Velocity condi-
tions (M = 18.86,SD = 16.18, p = .000,Cohen’s d = 1.21). There was no significant difference

between Acceleration and Velocity conditions (p = 1.000).

Task Performance

No significant differences in video question accuracy were found between conditions, x2(2) =
4.91,p = .086. The results were: Acceleration condition (M = 66.0%,SD = 0.12), Velocity
conditions (M = 73.0%,SD = 0.08), and Control condition (M = 66.6%,SD = 0.92).
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Figure 5.6: The MISC maximum value. The box in this boxplot represents the data’s interquar-
tile range, and the line inside the box denotes the median. Lower MISC scores indicate reduced
levels of motion sickness.

Distraction and User Experience

The rankings of the two motion sickness mitigation designs were compared by assigning a value
of 1 to conditions that were ranked at a higher level of distraction, and -1 to conditions that
were ranked at a lower level of distraction. A condition’s average value closer to 1 indicates
that it was more frequently selected as the most distracting condition. The final results showed
that the Velocity condition had a higher distraction rating (M = 0.47,SD = 0.90), while the
Acceleration condition (M = —0.47,SD = 0.90) had lower distraction levels, (y?(2) = 4.26,p =
.039,Cohen’s d = 1.05).

5.2.8 Study 5 Discussion

The experimental results demonstrated that the acceleration-based cue significantly reduced mo-
tion sickness compared to the Control condition, as evidenced by both the SSQ and MISC scores.
This validated the effectiveness of presenting acceleration cues for alleviating motion sickness.

When comparing this design to the ’standard’, velocity-based cue, both achieved similar out-
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Figure 5.7: The total SSQ scores. The box in this boxplot represents the data’s interquartile
range, and the line inside the box denotes the median. Lower SSQ scores indicate reduced levels
of motion sickness.

comes, addressing Sub RQ2.1 in RQ2.

Additionally, subjective ranking questions indicated that the acceleration-based cue resulted
in lower user distraction. While previous studies have assessed the role of matched visual cues
in alleviating motion sickness, the extent to which these cues might distract users has remained
unexplored. However, since the initial intent was to compare the acceleration-based cue with
common matched motion cues, the two conditions employed different backgrounds. The in-
consistency of backgrounds used in the Acceleration and Velocity conditions could potentially
confound the results. Therefore, in subsequent experiments, this limitation was addressed, and
an additional condition to investigate the effects of gain to cues to see its effects on motion

sickness and distraction was conducted.

5.3 Study 6 - Exploring Larger Acceleration Cue Coefficients

The results from Study 5 demonstrated the effectiveness of the acceleration-based design. How-

ever, this study compared the starfield acceleration cue to a common matched motion design
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that used a cityscape instead of a starfield. As users exhibit different preferences and levels of
distraction depending on the background design [[121]], it was necessary to ensure that the results
were not attributable to differences in the stimuli and backdrops, which was addressed in Study
6. Additionally, We also tested this with acceleration cues for the first time, by including an
additional condition in our study to investigate the effects of applying a 2x gain to the starfield
displays to see its effects on motion sickness and distraction. Study 6 addressed Sub RQ2.2,
Sub RQ2.3 in RQ2 and RQ3.

* RQ2: For linear motion, how is the trade-off between motion sickness and distraction

impacted by visual cues that resolve sensory mismatch?

— Sub RQ2.2 How does the trade-off between motion sickness and distraction com-
pare between existing velocity-based matched motion cues and acceleration-based

cues?

— Sub RQ2.3 Can tuning the parameters of acceleration-based visual cues benefit user

experience?

* RQ3: How to achieve minimally disruptive visual motion cues that balance motion sick-

ness against distraction for Passenger VR?

5.3.1 Study Design and Setup

We adopted a within-subjects experimental design, with motion sickness levels, eye-tracking in-
dexs, user distraction ratings, and task performance as dependent variables. Three experimental

conditions were tested: Acceleration, 2X Acceleration, and Velocity.

Acceleration Condition

The same virtual starfield display in Study 5 was developed, serving as the foundation for the
visual cue design. This immersive dynamic scene, filled with virtual spheres resembling stars,
used a particle system in Unity3D to generate the starfield. It spawned a constant stream of
random red particles, which made the cues clearly visible against the black background, moving
toward the camera object. This design subtly conveys the vehicle’s motion through acceleration
cues, potentially causing less distraction compared to traditional velocity-based matched motion

designs.

2X Acceleration Condition

Perceptual manipulation in VR has a longstanding history [[169]], commonly employing trans-
lations gain to allow users to perceive larger virtual spaces within limited physical areas, thus

expanding VR design capabilities and enhancing user experience [[183]]. Previous research on
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visual cue gain or attenuation for matched motion designs has indicated that attenuation reduces
distraction and enhances productivity, whereas increased gain has the risk of increases distrac-
tion [[139]. Acceleration-based cues, compared to velocity-matched cues, have the potential
advantage of reduced distraction. Therefore to explore whether applying gain to acceleration-
based cues diminishes their distraction-minimizing benefits, we implemented a gain design for
this condition. We used the same starfield design as the Acceleration Condition but doubled
(2X) the particle movement speed to investigate its impact on mitigating motion sickness and

distraction.

Velocity Condition

This condition utilized a matched motion design, where the backward movement velocity of the
virtual starfield was consistent with the real-time vehicle velocity obtained from the vehicle’s
OBD interface. This approach follows standard matched motion design principles, replicating
a passenger’s actual visual experience of looking outside a moving vehicle at a 1:1 scale. Such
designs have been extensively validated in simulators and real vehicles, effectively mitigating
VR-induced motion sickness in transportation scenarios [[19,|121,|142]. This design is widely
recognized as the benchmark visual strategy for reducing motion sickness during in-vehicle
VR use, thus providing a critical baseline for evaluating the effectiveness of our experimental
conditions.

Matched-motion cues have consistently demonstrated effectiveness as the gold standard for
mitigating motion sickness across various platforms—including both motion simulators [19,38,
61.83,138,143,162] and real-world transportation [201221142//159]]. Moreover, previous studies
have shown that the absence of visual cues frequently leads to severe motion sickness, causing
participants discomfort and resulting in experimental interruptions. As a result, we adopted the
matched motion (velocity-based) condition as our baseline rather than including a no-visual-cue
control. Additionally, Study 5 has specifically validated acceleration cues as superior to no-
cue conditions through real-world vehicle trials, further diminishing the necessity and ethical
appropriateness of including a no-cue baseline.

By directly comparing our acceleration cue conditions against the matched-motion baseline,
this design explicitly targets the critical issue of visual distraction. While matched-motion cues
effectively alleviate motion sickness, their reliance on velocity-matched visual inputs inherently
risks heightened visual distraction. Hence, our primary objective is to assess whether accelera-
tion cues can comparably mitigate motion sickness while reducing visual distraction relative to
this established standard.
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5.3.2 Experimental Platform

The same model of Skoda Superb used in Study 5 was continued as the test vehicle. The rest of
the setup remained consistent with Study 1. Participants sat in the rear-left seat, wore a Pico 4
Pro VR headset, watched videos, and answered related questions. There was a driver to control
the vehicle and an experimenter to assist participants. For the Velocity condition, we used the
PassengXR platform to capture vehicle velocity. For other conditions, all the vehicle
movement data was collected by a VR right-hand controller mounted in the car. The controller

itself contains an IMU suitable for detecting acceleration.

5.3.3 Driving Route

The vehicle traversed the same 2-mile city road as in Study 5. Building upon the focus on linear
motions in the first study, Study 2 introduced rotations including a 90-degree turn at both the
start and end points of the route, as well as a 180-degree U-turn at the route’s turnaround point,
as depicted in Figure [5.5] These additions ensure we could test them for a prolonged period
on the route without a break. As the vehicle turned, the visual cues also rotated in the same
direction and angle to match the real car’s movements, helping to minimize additional motion
sickness caused by rotations. Figure [5.8] showcases the scene of the vehicle traveling on the

experimental road during the experiment.
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Figure 5.8: The experimental vehicle is travelling on the public road.
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5.3.4 Measures
Motion Sickness

Participants completed the Simulator Sickness Questionnaire (SSQ) [78]] before and after each
condition, providing an overall measure of motion sickness. While immersed in the virtual
environment and exposed to the physical motion, participants also continuously rate their motion
sickness levels on the Misery Scale (MISC) [56] using a rating slider displayed beneath the VR
task whenever they perceived changes in their motion sickness levels. If a participant’s rating
reached 7, indicating a feeling of mild nausea [56], the experiment was stopped to ensure the
participant’s safety and well-being. Participants were fully informed about these thresholds

before the study began.

Video Task Performance

Participants viewed same six two-minute videos from the ActivityNet database [186] and an-
swered four comprehension questions per video. Videos featuring minimal motion were selected
to mitigate motion sickness. From an initial online test, four QA pairs per video were chosen
based on achieving an ideal accuracy rate of 80%, ensuring the task was neither too challenging
nor too simple.

For the experimental task in both studies, participants watched six two-minute videos from
the ActivityNet database [[186] and answered four questions per clip to assess comprehension.
Videos were selected for minimal motion to prevent motion sickness, and four QA pairs per
video were chosen based on a pre-test conducted on Prolific Prolific (n = 100 in total, for each
video, n = 20). that ensured no prior knowledge was necessary and the difficulty was suitable.
The task aimed to balance engagement and challenge by achieving an average accuracy rate of

80% in responses, which avoided overcomplexity and maintained participant interest.

Objective and Subjective Distraction

Distraction refers to factors interfering with an individual’s ability to perform primary tasks and
it can generally be categorized into three types: multitasking interference, external stimulus
interference, and mind-wandering [163]]. Based on this theoretical framework, this VR-based
research involved a single-task paradigm in which participants’ vision was restricted to the VR
display without additional multimodal stimuli. Consequently, multitasking interference was
minimized. Furthermore, since participants continuously viewed videos and responded to ques-
tions without breaks or relaxation intervals, mind-wandering was also substantially reduced.
Thus, distraction predominantly arose from external visual stimulus interference.

To objectively quantify this distraction, we employed eye-tracking technology. Given that
the primary task remained consistently centered within the visual field, with visual cues intro-

duced peripherally, we developed an Off-Target Index to quantify visual distraction caused by
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visual cues. Specifically, gaze points were continuously recorded throughout the experimental
session. We defined the plane encompassing the primary task and the MISC slider as the target
plane. Any gaze points recorded outside this target plane were categorized as distraction events.
The total number of these off-target gaze points constituted the Off-Target Index, objectively
reflecting visual distraction frequency. Additionally, the order of conditions and video con-
tent were counterbalanced to mitigate potential biases from participants’ initial curiosity toward
novel visual cues or differences in visual hotspots linked to specific videos.

Moreover, we implemented subjective measures to evaluate visual distraction. Participants
completed a subjective ranking questionnaire at the experiment’s conclusion, ranking distraction
levels induced by visual cues across the three conditions from lowest to highest. Considering
that forced linear rankings might inadequately capture participants’ nuanced perceptions and
attention as selective cognitive processes for stimulus and information processing, closely inter-
twined with distraction [22]], we included an additional attention and focus rating questionnaire
after each condition, where participants rated their perceived level of attention and focus on a

slider scale ranging from O (low focus) to 10 (high focus).

5.3.5 Participants

Twenty-one participants took part in the study. Due to technical issues, one participant experi-
enced interruptions in the transmission of vehicle velocity data via the OBD interface, and their
data were subsequently excluded. Therefore, we collected 20 complete datasets, including 11

females and 9 males, with ages ranging from 22 to 28 years (M = 23.95,SD = 1.82).

5.3.6 Results

A single-factor Friedman’s ANOVA was employed, followed by pairwise comparison tests with
Bonferroni correction for post hoc comparisons among the different experimental conditions.
Additionally, since Friedman’s ANOVA cannot quantify evidence in favor of the null hypothesis
when results are non-significant, Bayesian ANOVA was employed to assess whether there were
meaningful differences across conditions and to quantify the strength of evidence supporting the

absence of such differences [[87]].

Misery Scale Scores

To assess overall motion sickness symptoms, the averaged participants” MISC scores was used
to reflect the overall discomfort level experienced. The results showed no significant differences
among the conditions, y2(2) =0.553,p = .759. Across all conditions, participants’ MISC scores
were relatively mild (Acceleration condition: M = 0.25,SD = 0.35; 2X Acceleration condition:
M =0.38,SD = 0.47; Velocity condition: M = 0.44,SD = 0.62). To further evaluate the strength

of evidence supporting the null hypothesis, a one-way Bayesian repeated-measures ANOVA was
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Figure 5.9: The MISC maximum value. The box in this boxplot represents the data’s interquar-
tile range, and the line inside the box denotes the median.

used. This analysis yielded a Bayes Factor of 0.185 in favor of the null hypothesis, indicating
strong support under the Bayesian framework for the absence of significant differences among
conditions. Specifically, the null hypothesis (no difference) is approximately 5.4 times (1/0.185)
more likely than the alternative hypothesis, strongly suggesting no differences in average motion
sickness levels across the three conditions.

In addition, the maximum MISC score selected by the user in each condition was used to
reflect the peak discomfort level experienced. There were no significant differences between
the conditions, x2(2) = 0.481,p = .786, see Figure Across all conditions, participants’
maximum MISC scores were relatively mild (Acceleration condition: M = 1.30,SD = 1.03; 2X
Acceleration condition: M = 1.60,SD = 1.27; Velocity condition: M = 1.55,SD = 1.60). A
one-way Bayesian repeated-measures ANOVA was also used, which yielded a Bayes Factor of
0.062, indicating that the null hypothesis (no difference) is approximately 16 times (1/0.062)
more likely than the alternative hypothesis. This strongly suggests that there were no differences

in peak motion sickness levels among the three conditions.

Simulator Sickness Questionnaire

As all three sub-scales (Nausea, Oculomotor, Disorientation) yielded results similar to the total

SSQ scores, only total scores are reported for brevity. There were no significant differences
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Figure 5.10: The total SSQ scores. The box in this boxplot represents the data’s interquartile
range, and the line inside the box denotes the median.

between the conditions, ¥?(2) = 5.312,p = .150, see Figure Across all conditions, partic-
ipants’ Total SSQ scores were relatively close (Acceleration condition: M = 17.20,SD = 14.83;
2X Acceleration condition: M = 18.87,SD = 14.93; Velocity condition: M = 13.65,SD =
13.36). A one-way Bayesian repeated-measures ANOVA was also used, which yielded a Bayes
Factor of 0.075, indicating that the null hypothesis (no difference) is approximately 13 times
(1/0.075) more likely than the alternative hypothesis. This suggests that there were no differ-

ences in SSQ scores among the three conditions.

Task Performance

Statistics on participants’ accuracy in responding to the video task questions were compiled.
These data serve as a reference for gauging participants’ focus on the primary task. Task accu-
racy differed significantly between the conditions,y?(2) = 10.55,p = .005, see Figure Post
hoc tests revealed a significantly higher level of accuracy in the Acceleration condition (M =
76.9%,SD = 0.06) than the Velocity condition (M = 68.7%,SD = 0.73,p = .008, Cohen’s d =
1.23). No significant difference was found between the 2X Acceleration condition(M = 71.3%,SD =
0.08) and Acceleration condition (p = .246). Also, no significant difference was found between

the 2X Acceleration and Velocity conditions (p = .618).
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Figure 5.11: The video tasks accuracy rates. A higher accuracy rate indicates greater compre-
hension of the video contents.

Distraction and User Experience

For eye-tracking data, the gaze Off-Target Index described earlier was compared across three
conditions. This index represents the cumulative count of gazes directed away from the task
area during each condition. Higher values indicate that participants’ gaze deviated more to-
wards peripheral areas rather than the center. The results revealed a significant difference
among conditions, x2(2) = 7.62,p = .022. Post hoc tests revealed Acceleration condition
(M = 14.45,SD = 12.60) had a significantly lower Off-Target Index compared to the Veloc-
ity condition (M = 26.55,SD = 20.66,p = .043,Cohen’s d = —0.707). The Acceleration con-
dition also approached significantly lower scores compared to the 2x Acceleration condition
(M =27.45,SD = 20.87,p = .066). No significant difference was observed between the Veloc-
ity and 2x Acceleration conditions (p = 1.000).

In the rankings of distraction levels, the rankings of three motion sickness mitigation designs
were compared. A value of 1 was assigned to participant rankings indicating a higher level of
distraction, O to a middle level of distraction, and -1 to rankings indicating a lower level of dis-
traction. The final results differed significantly between the conditions,y>(2) = 16.30,p < .001.
Post hoc tests revealed both Acceleration (M = —0.55,SD = 0.51,p = .000,Cohen’s d = —2.13)
and 2X Acceleration conditions (M = —0.15,SD = 0.75,p = .022,Cohen’s d = —0.63) had a
significantly lower distraction level compared to the Velocity condition (M = 0.70,SD = 0.66).
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Figure 5.12: Participants’ subjective focus ratings, with O representing extremely low focus and
10 representing extremely high focus.

There was no significant difference between the Acceleration and 2X Acceleration conditions
(p=.618).

Significant differences were also observed in the focus assessment slider, y>(2) = 7.85,p =
.020. Post hoc tests revealed that Acceleration condition (M =7.45,SD = 1.10,p = .034) had a
significantly higher focus rating compared to the Velocity condition(M = 6.10,SD = 1.25,p =
.034,Cohen’s d = 1.15), see Figure There was no significant difference between Acceler-
ation and 2X Acceleration condition (p = .912).

5.3.7 Study 6 Discussion

The results of Study 6 once again demonstrated that acceleration-based cues perform as effec-
tively in alleviating motion sickness as the commonly used matched motion cues, as evidenced
by both the SSQ and MISC scores. This reaffirms the effectiveness of such design in mitigat-
ing motion sickness and positions acceleration visualization for linear motion as a promising
approach for addressing motion sickness. In Study 6, since the same starfield design was em-
ployed, a better comparison of user distraction and immersion levels was possible through the
results of the task accuracy rates. It is well established that higher levels of motion sickness
tend to impair task performance [96,|138|]. In this study, all conditions induced comparable

levels of motion sickness, and task difficulty was controlled across trials. As the only manipu-
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lated factor was the type of visual cue, the observed reduction in task accuracy can be attributed
to the additional distraction introduced by the velocity cues, rather than differences in motion
sickness. Based on this comparison, it was confirmed that acceleration-based cues cause less
distraction than velocity-based cues, thereby enhancing the VR experience and addressing Sub
RQ2.2. Regarding Sub RQ2.3, it was observed that both the Acceleration condition and the
2X Acceleration condition maintained similar levels of motion sickness mitigation, indicating
that increasing the gain of acceleration cues does not result in higher MISC or SSQ scores.
Additionally, the results for subjuect distraction levels indicated that the 2X Acceleration did
not result in significantly higher levels of distraction. However, objective assessment using the
Off-Target Index revealed a significant increase in users looking outside the task, reaching levels

comparable to those observed with acceleration cues.

5.4 Limitations

5.4.1 Route and Driving Conditions

The driving route in this study was primarily linear, enabling effective isolation and focusing on
linear motion effects. However, this also implies that findings primarily contribute to the under-
standing of motion sickness induced by linear movements. Nevertheless, these initial findings
provide a foundation for future studies. Further studies should be undertaken in different driv-
ing environments, for example motorways, to look at the effectiveness of cues in more driving

scenarios.

5.4.2 Driving Conditions

Vehicle velocity was regulated to 30 mph in compliance with speed limits and ethical guidelines,
which restricted the duration of acceleration and deceleration phases as well as the driving pro-
file overall. This could have contributed to the relatively low levels of motion sickness observed.
Furthermore, despite efforts to schedule the experiment during off-peak traffic hours, variations
in traffic conditions inevitably affected the number of accelerations and decelerations encoun-
tered by participants, resulting in inconsistent, but realistic, experimental conditions across ses-

sions. This meant a lack of control in the experiments but at a large gain for ecological validity.

5.4.3 Tasks

Watching videos is a very common activity, but future studies should look at a wider selection
of tasks to see how acceleration cues perform in a different context. Additionally, unlike motion
sickness, no gold-standard measurement exists for assessing user distraction. We utilized a

variety of methods, including task performance assessments and subjective rankings. However,
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the results derived from these diverse methods may not be entirely consistent. In future studies,

we will incorporate other metrics and interviews to get more insight on user distraction.

5.4.4 Distraction Measurement

The action of sliding the MISC slider itself can distract users, as they need to divert attention
from the task to assess their current level of motion sickness and ensure the slider is moved to the
correct position. This is an inherent drawback of real-time sliders. An alternative could be fixed-
interval, non-real-time assessments of motion sickness, though this method lacks sensitivity and
may miss changes in motion sickness that occur between assessments.

Furthermore, regarding the video task content, although the video selections were pre-screened
to prevent visually induced motion sickness, the content of the tasks themselves might still im-
pact the users’ focus. Although video tasks provide a more realistic simulation of users” VR
experiences compared to mathematical tasks, they have shortcomings compared to the previous
mathematical tasks used.

Unlike motion sickness, there is no established gold-standard metric for evaluating user
distraction. This study employed multiple assessment methods, which may have introduced
inconsistencies. Future studies should integrate additional quantitative metrics and qualitative

interviews to gain deeper insights into user distraction.

5.4.5 Lack of a Baseline Condition on Motion Sickness

As Study 5, we did not include a no-visual-cue condition as the baseline for motion sickness
in Study 6, considering both ethical concerns for participants and the primary focus of this
study. The results show that acceleration cues perform similarly to conventional matched cues
in mitigating motion sickness, aligning with previous findings. Future studies that include a
baseline condition for motion sickness would allow for a more comprehensive evaluation of the

effectiveness and contribution of visual cues in motion sickness mitigation.

5.5 General Discussion

This chapter, conducted in a real-road traffic environment, demonstrates for the first time that
visual cues based on acceleration are as effective as commonly used velocity-based matched
motion cues in mitigating motion sickness for passengers in linear motion. Additionally, these
acceleration-based cues reduced the distraction associated with visual cues, offering a viable
alternative to matched motion designs for a range of passenger VR applications like productivity,

entertainment or well-being apps.
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5.5.1 The Similar Effects of Acceleration and Velocity Cues on Motion

Sickness

Studies in this chapter employed both MISC and SSQ to evaluate motion sickness levels. The
results from Study 5, when compared to a control condition lacking visual cues, confirmed the
effectiveness of acceleration cues in reducing motion sickness. Furthermore, when these accel-
eration cues were compared with two different designs of velocity cues (city scape, starfield),
no significant differences were observed in either MISC or SSQ scores. Bayesian analysis fur-
ther strongly indicated equivalence between the designs, with results remaining closely aligned.
Consequently, acceleration-based designs have proven to be effective in mitigating motion sick-
nes, thereby providing a clear answer to RQ2.1. This indicates that, in addition to displaying
visuals that align with expected views in VR, directly matching the perceived self-motion of the
vestibular system is a viable strategy.

Although it may seem counter intuitive, acceleration cues move backwards in the visual
field during vehicle deceleration, despite the vehicle still moving forward, which is typically
viewed as a visual conflict potentially leading to motion sickness. Results demonstrate that
properly matching the perceived motion of the vestibular organs performs comparably to tradi-
tional matched motion. This approach could have wide application as such starfield like cues
could be integrated into most types of VR environment and sour design obviates the need for
additional hardware to acquire vehicle velocity and still delivers comparable outcomes, thus
lowering the barriers to implementation in other forms of transport and in future autonomous
vehicles. This discovery heralds a new frontier in the design of visual cues for passenger VR,
and opens the do to designing minimally disruptive spatial motion cues based on acceleration
for AR/XR generally.

5.5.2 Velocity-based Cues Introduce Greater Distraction and Reduced Fo-

cus Compared with Acceleration-based Cues

Visual motion sickness mitigation cues inevitably introduce some distraction. However, in the
context of using VR in vehicles, mitigating motion sickness remains essential. Thus, it is crucial
to strike a balance between reducing motion sickness and minimizing the distractions caused
by visual cues. In terms of task performance, no significant differences were observed in Study
5. However, Study 6 revealed a significant decrease in accuracy under the Velocity condition
compared to the Acceleration condition. Our tasks mimic common VR activities such as video
viewing, suggesting broader implications for VR interaction design. It is well established that
higher levels of motion sickness tend to impair task performance [96,/138]]. In Study 6, all
conditions induced comparable levels of motion sickness, and task difficulty was controlled
across trials. As the only manipulated factor was the type of visual cue, the observed reduction

in task accuracy can be attributed to the additional distraction introduced by the velocity cues,
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rather than differences in motion sickness. This answers RQ2.2.

In both studies, participants also rated velocity cues as significantly more distracting than
acceleration cues. This suggests that, with careful design, we can reduce distraction while main-
taining good motion sickness mitigation performance.

In Study 5, the Velocity condition was designed using a typical urban background, while a
starfield background was introduced for the velocity-based cue. This difference in backgrounds
potentially explained the absence of significant differences in task accuracy observed in Study
5. When employing the same types of cues (acceleration/velocity), the starfield design, being
less common than everyday cityscape scenes, could be more captivating to users. However,
Study 5 utilized different types of motion cues—acceleration in the starfield and velocity in the
cityscape. The disparity between the acceleration cue and velocity cue significantly impacted
distraction more than the background design, a finding also demonstrated in Study 6. There-
fore, our starfield acceleration cues could benefit from further refinement, such as reducing the
density of the starfield or substituting it with other elements to further minimize distractions.
Overall, our findings suggest that various visual cues can indeed introduce additional distrac-

tions, subsequently impacting user experience and efficiency in VR environments.

5.5.3 No Evidenced Benefits of Gain for Acceleration Cue Design

It was observed several intriguing results regarding newly introduced 2x acceleration cues.
Therefore, the conclusion for RQ2.3 remains inconclusive.The results can be interpreted from
two perspectives. In terms of motion sickness, gain could be applied to acceleration cues without
negatively impacting motion sickness mitigation. These observations align with prior findings
involving velocity-based matched motion cues [139]], which also showed the feasibility of ap-
plying visual gain without adverse effects. Such results have substantial implications for the
broader applicability of our designs. XR designers are not limited to a single visual cue speed,
but can instead match cue gains to specific VR tasks or games. For instance, designers could
employ gain-enhanced acceleration cues in interstellar travel games [139]. Further research
should investigate the possibility of attenuation, with even less cue movement there could be
lower distraction, if the effects on motion sickness mitigation are maintained.

Regarding distraction, the results were less consistent. Subjectively, participants reported no
noticeable change in focus after the gain was applied. We believe this is because our design
intentionally avoids introducing distracting visual cues during steady-speed periods. During
such periods, cues remain static regardless of gain adjustments. As vehicles often travel at con-
stant speeds (e.g., on highways), participants’ subjective experiences remain largely unaffected.
However, objective assessment using the Off-Target Index revealed a significant increase in users
looking outside the task. We attribute this to the gain-enhanced visual cues during acceleration,

which likely amplified the perceived motion and thus impacted the distraction measures.



Chapter 6

Conclusion

6.1 Introduction

This thesis explored the balance between alleviating motion sickness and user distraction when

using VR visual cues in vehicles. The thesis statement was as follows:

This thesis investigates how innovative visual cues within VR environments can
effectively mitigate motion sickness while minimizing distraction during NDRTs
when passengers are in motion. Current approaches, such as matched-motion cues,
reduce motion sickness but introduce significant visual distraction, detracting from
the overall passenger experience. To address this challenge, this research explores
novel minimally-disruptive motion cues tailored specifically to linear and rotational
vehicle motions, integrating subtle yet effective motion representations into VR
scenes. By comparing these designs against existing methods through real-road
studies, the thesis identifies visual cue strategies that optimally balance the reduction
of motion sickness with minimal interference to user attention, and provides prac-
tical design principles to deepen theoretical understanding, supporting the broader

adoption of VR in transportation contexts.

In the experimental chapters, six studies are presented that support this statement and seek
to answer the thesis research questions. Initially focusing on rotational motion, Chapters |3| and
H] explore different types of novel visual cues to reduce motion sickness. Chapter [3| begins
with implicit cues, designing ways to convey motion cues through manipulating the orientation
of planar content, without any additions to the content itself. Two lab studies validate this
design and the results prove that the design mitigates motion sickness by providing awareness
of physical orientation changes through changes in the visual orientation of the virtual planar
content. Chapter [] starts from physical motion within VR to introduce physics-based motion
sickness mitigation cues. One study is used to prove the design’s effectiveness in alleviating

motion sickness, and another study compares it with common solutions, assessing the distraction
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caused by these three visual cues. The designs in this thesis reduced motion sickness and were
less distracting than existing solutions, showing it is possible to control motion sickness without
user distraction.

Subsequent research is based on linear motion. Chapter [5] presents a novel approach to mit-
igating motion sickness through acceleration-based cues that convey information about linear
vehicle motion. Two studies were conducted in a real driving scenario. The results showed that
both acceleration cues and standard velocity cues significantly mitigated the symptoms of mo-
tion sickness. Furthermore, when comparing distraction levels, the acceleration cue effectively
reduced motion sickness and also caused less user distraction compared to other designs. In this
chapter, these findings are used to answer the Research Questions and summarize the Contribu-
tions. Furthermore, the limitations of this thesis will be discussed, followed by a description of

future work.

6.2 Research Questions

6.2.1 Research Question 1

¢ RQ1: For rotational motion, how is the trade-off between motion sickness and distraction

impacted by visual cues that resolve sensory mismatch?

— RQ1.1 What are the effects of using implicit cues that manipulate the movements of

2D planar virtual interfaces?

Two studies, detailed in Chapter [3] were conducted to investigate this question. Since dis-
traction is considered a factor that disrupts an individual’s ability to concentrate on the primary
task, the initial approach focused on minimizing these factors. Study 1 explored implicit cues
by manipulating the movement of existing virtual interfaces showing content to the user. The
motion of these interfaces allowed for the transmission of motion information without introduc-
ing additional visual elements or affecting the content in any way. Study 1 gave five minutes of
motion sickness stimulation using a rotating chair and compared the performance of visual cues
under different parameter settings with a control condition in terms of alleviating motion sick-
ness. Following the conclusion that this design effectively alleviated motion sickness, Study 2
further investigated the optimal parameter settings identified in Study 1. It involved longer stim-
ulation times and larger rest intervals to compare motion sickness measurement indicators and
task measurement indicators directly. Results based on the SSQ questionnaire and MISC slider
scores both indicated that implicit cues had a significant effect on reducing motion sickness-
related symptoms and could be less visually distracting than existing cues.

For RQ1.1, implicit cues proved effective in mitigating motion sickness. Under testing with
a rotational motion simulator, this design significantly reduced subjective motion sickness symp-

toms. This alleviation occurs not only in users’ self-assessments after the stimulus ends but also
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in real-time assessments during the experiment. Regarding the trade-off between motion sick-
ness mitigation and distraction caused by visual cues, this design introduced no additional visual
elements or occupied space within the VR environment. As a result, it avoided introducing fac-
tors that could disrupt an individual’s focus on primary tasks. Since no external visual cues
were added around the task area, where human vision tends to be particularly sensitive, this ap-
proach reduced distraction compared to methods requiring extra visual components. Therefore,
for rotational motion, implicit cues can effectively address the mitigation of motion sickness
and minimize distraction caused by visual cues. Such cues reduce motion sickness without the
need for moving environments or additional virtual elements. However, in certain scenarios,
users may require a fixed NDRT interface, or moving the visual display could interfere with the
NDRT task being performed. As a result, this prompted the exploration of alternative visual
cues that leave the virtual display untouched. This consideration led to the development of a

second design approach.

* RQ1.2 What are the effects of using explicit physics-based cues presenting virtual objects

that react to the forces experienced by the vehicle?

Two further studies, described in Chapter[d] were conducted to explore the efficacy of a novel
type of visual cue based on physical motion of objects within the scene: in this case, hanging
balls. These cues were inspired by the movement of objects in the real world under the influence
of external forces. Study 3 demonstrated the effectiveness of the cues. Study 4 investigated
the impact of these physics-based cues compared to two other distinct cue types (direction, and
speed-and-direction cues) on mitigating motion sickness and their level of user distraction. The
results showed that both physics-based cues and speed-and-direction cues significantly mitigated
the occurrence of motion sickness. Furthermore, when comparing the distraction levels of the
three visual cues, the speed-and-direction based cue caused the highest level of distraction. Our
physics-based cue reduced motion sickness but without being as distracting, suggesting they are
an effective solution to both problems.

For RQ1.2, when employing cues such as presenting virtual objects that react to exter-
nal forces, these cues can also mitigate motion sickness. This conclusion has been validated
through multiple studies and various measurement methods. Unlike the implicit cues in Chapter
3, explicit physics-based cues and speed-and-direction cues necessitate additional Ul elements
beyond the task at hand. Therefore, the introduction of these cues inevitably introduces extra
distractions. However, the novel technique presented achieves a balance between mitigating
motion sickness and reducing distraction. Consequently, for rotational movements, the care-
ful design of explicit cues, such as the physics-based cues proposed in this thesis rather than
directly matching external vehicle motion, can both alleviate motion sickness and reduce user
distraction.

In summary, for RQ1, concerning rotational motion, this thesis identifies the inadequacies

in the common solution of speed-and-direction cues regarding user distraction and introduces
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two alternatives that achieve a better balance: implicit cues and physical based cues. Through
four studies, the effectiveness of these proposed solutions in alleviating motion sickness was
first demonstrated, followed by their ability to cause reduced user distraction. Consequently,
for rotational motion, designs can replace the typical matched-motion cues to achieve a more
favourable trade-off. These designs may involve using the VR task’s inherent motion or the
physical movement of objects within the VR environment. These findings enhance the overall
user experience. Following these insights, the integration of VR devices into moving platforms

such as simulators and vehicles becomes more practical.

6.2.2 Research Question 2

* RQ2: For linear motion, how is the trade-off between motion sickness and distraction

impacted by visual cues resolving sensory mismatch?
— RQ2.1 Can acceleration-based visual cues reduce motion sickness?

Based on the principles of how the vestibular system perceives motion, Study 5 employed ac-
celeration cues using starfield elements for motion sickness mitigation. The study compared ac-
celeration cues, existing velocity-based cues, and a control condition (no cue) over a 12-minute
road trial, evaluating their effects on motion sickness mitigation and distraction levels. The re-
sults, based on the SSQ Questionnaire and MISC scores, indicated that the acceleration-based
cue significantly reduced motion sickness compared to the Control condition. This confirmed
the effectiveness of presenting acceleration cues for alleviating motion sickness. Therefore, for
RQ2.1, the thesis confirms that visual cues for acceleration, designed based on the principles of
motion perception of the vestibular system, are effective. These findings initiate a discussion on
which cues are necessary for mitigating linear motion sickness. The novel acceleration cues can

achieve results comparable to those of velocity cues in alleviating motion sickness.

* RQ2.2 How does the trade-off between motion sickness and distraction compare between

existing velocity-based matched-motion cues and acceleration-based cues?

Studies 5 and 6 addressed this question. Study 5 compared the performance of velocity-
based cues with matched-motion cues set against common urban scenes used as VR backgrounds
in alleviating motion sickness. It also contrasted the degree of user distraction between velocity-
based cues and matched-motion cues. Both studies utilized real vehicles as experimental plat-
forms to enhance ecological validity. The results from Study 5 indicated that velocity-based cues
not only mitigate motion sickness effectively, similar to existing matched-motion cues, but also
exhibit lower subjective distraction ratings. In Study 6, employing the same starfield background
design between conditions allowed for a better comparison of user distraction. This confirmed

that acceleration-based cues cause less distraction than matched-motion cues. Thus, for RQ2.2,
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this thesis presents a novel approach to mitigating motion sickness through acceleration-based
cues that convey information about linear vehicle motion.

The results demonstrated for the first time that velocity-matched cues are not necessary.
Novel acceleration cues can achieve results comparable to velocity cues. This design offers
significant advantages in terms of hardware complexity and also reduces user distraction. It
emphasizes the importance of minimally distracting cues to enhance the overall user experience.

This design effectively achieves the balance stipulated in RQ2.

* RQ2.3 Can tuning the parameters of acceleration-based visual cues benefit user experi-

ence?

In Study 6, the parameters of the acceleration-based visual cues were adjusted to explore
whether different settings could impact performance. A 2x gain was applied to the motion of
the visual acceleration cues. Results indicated that the higher gain did not produce significant
differences in motion sickness mitigation compared to the 1x condition. Regarding distraction,
participants reported no noticeable change in focus after the gain was applied. However, ob-
jective assessment using the Off-Target Index revealed a significant increase in users looking
outside the task. Consequently, for RQ2.3, there is no evidence supporting the benefits of a 2x
gain in acceleration cue design. However, this level of gain also did not lead to a further wors-
ening of motion sickness symptoms. This suggests that both moderate gain (and potentially
attenuation) can be applied to acceleration cues without negatively impacting motion sickness
mitigation.

This finding holds significant implications for the broader application of such designs. Acceleration-
based visual cues can be adapted for various purposes within VR development. For example,
gain-enhanced acceleration cues could be utilized in scenarios like interstellar travel games,
where distraction is less critical, to enhance the sense of motion. Conversely, attenuated cues
would be more suitable for contexts requiring higher user focus, such as productivity tasks or
reading, where minimizing distraction is essential. However, only a 2x condition was tested. Al-
though based on similar studies [ 139], the results could apply to reasonable gains and potentially

attenuation, the outcomes for more extreme gains might differ due to a ceiling effect.

6.2.3 Research Question 3

* RQ3: How to achieve minimally disruptive visual motion cues that balance motion sick-

ness against distraction for Passenger VR?

For RQ3, all six studies presented in this thesis contribute to addressing this question. These
studies first identified feasible designs for minimally disruptive visual motion cues that balance

motion sickness mitigation and distraction in passenger VR, based on existing research. In
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addition, the following section on Future Applications proposes potential directions that further
contribute to this topic, collectively providing a comprehensive response to RQ3.

For rotational motion, this thesis proposes two approaches: one implicit method that con-
veys motion information through the rotation of the NDRT content itself, and another utilizing
physics-based cues. The former offers an effective solution for scenarios centered around a
single 2D NDRT interface, leveraging the interface’s own rotation to mitigate motion sickness
without introducing additional cues. The latter, while occupying limited VR background space,
is less disruptive than conventional matched-motion designs, making it suitable for a wider range

of applications. Table[6.I]presents a multi-dimensional comparison between the techniques pro-

posed in this thesis and conventional matched-motion cues for rotational movements.

Comparison Dimen-
sion

Implicit Cues

Physics-based Cues

Matched-motion
Cues

Visual Field Occupancy

No needed

Uses partial NDRT's
background

Full NDRTs back-
ground

Visual Element Com-
position

No additional ele-
ments required

Blended into back-
ground

Requires additional
elements

Effectiveness in reduc-
ing motion sickness

Effective

Effective

Effective

Level of Distraction

Lower distraction

Lower distraction

Cause distraction

ing VR elements

Generalizability Suitable for 2D | Suitable for most | Suitable for most
NDRTsSs only cases cases
Drawbacks Limited use cases Dependent on exist- | Distraction, large vi-

sual occupancy

Table 6.1: Comparison of Three Visual Cue Designs

For linear motion, this thesis introduces acceleration-based cues as a viable solution to ad-
dress both motion sickness and distraction challenges. These cues enable more streamlined,
abstract, and implicit designs that move beyond the constraints of matched-motion approaches,
offering greater flexibility and enhancing the overall user experience. Additionally, this design
reduces hardware complexity by eliminating the need for external motion data, positioning it as
a key component in future VR interactions within vehicles.

Looking ahead, combining multiple types of cues holds great potential for future passen-
ger VR design. Integrating both rotational and linear cues can better accommodate real-world
driving scenarios, enabling the creation of visual motion cues that effectively balance motion

sickness mitigation with minimal distraction.
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6.3 Future Applications

6.3.1 Low-Distraction / Minimally Disruptive Visual Cues in Future Pas-

senger VR Applications

This thesis has demonstrated that various visual cues used within VR cause low distraction and
effectively mitigate motion sickness. These designs could be highly beneficial if integrated into
different types of in-vehicle applications, such as productivity-oriented applications within in-
car VR systems. In scenarios that demand focus, the introduction of low-distraction cues, or even
hiding the cues, could support greater focus on the primary NDRT. Based on the research on gain
coefficients in Study 6, future studies might also explore attenuation. Similarly, future research
could introduce a threshold for visual cue movement, where static or hidden cues might be
displayed when acceleration values are low, as motion sickness is less likely to occur under these
conditions. Furthermore, the application of visual cues can be both dynamic and personalized,
enabling users to select different mitigation modes tailored to their preferences. VR applications
could optimize user experience by dynamically switching between these modes, contingent upon

the user’s detected motion sickness status [98]].

6.3.2 Using Extended/Mixed/Augmented Reality Devices to Deliver Gen-
eralised Spatial Motion Cues

To eliminate external distractions within environments, the studies in this thesis employed VR
devices capable of entirely obscuring external surroundings to validate the designs. In contrast,
XR devices such as AR glasses [167] allow users in vehicles, airplanes, or trains to remain aware
of their physical surroundings while engaging in virtual activities, such as reading a physical
book, to browsing the web on a virtual display. In such scenarios, the ambient visual information
transmitted through XR devices can help alleviate motion sickness. However, matched-motion
cues that require additional background elements may obstruct this surrounding view, becoming
a drawback. Most visual cue designs in this thesis require minimal display space and feature
an all-in-one configuration, making them ideally suited for deployment on XR devices that are
worn all day. The implicit cues only require the motion of the NDRT content itself, aligning
well with XR applications where 2D virtual elements are common. Similarly, physics-based and
acceleration-based cues do not occupy extensive background space, unlike traditional matched-
motion cues. As long as there is minimal space on the XR display interface, these cues can be
effectively rendered, offering a lightweight and non-intrusive solution. This enables continuous
motion sickness mitigation for passengers, addressing one of the major challenges facing XR

adoption in everyday use.
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6.3.3 Towards Novel Multimodal Motion Cue Designs

The effectiveness of implicit/acceleration/physical cues liberates us from the constraints of con-
ventional matched-motion cues, allowing for further progress towards more novel multimodal
motion cue designs. Future designs could integrate these cues into the movement of more VR
scene elements, such as cityscapes, clouds, snow, and rain, to synchronize with real environmen-
tal/auditory cues and maintain immersion in VR devices. For example, snowflakes in a winter
scene in a game could move based on the vehicle’s acceleration; chandeliers in a VR theatre
could sway to convey rotational motion information. Additionally, exploration into additional
multimodal cues is warranted, where acceleration information is paired with acceleration-based
auditory cues. For instance, the sounds of accelerating engines or decelerating brakes could
enhance the perception of motion. The research discussed in this thesis enables more flexible

design of multimodal cues to achieve a superior user experience.

6.4 Contributions and Recommendations

6.4.1 Thesis Contributions

This thesis contributes novel insights into the fields of VR vehicular experiences and motion

sickness. The work in the thesis:

1. Developed several novel visual motion cues for VR that reduce motion sickness and mini-
mize user distraction, while achieving similar efficacy to traditional matched-motion cues.
These cues have been validated through tests conducted both in laboratory settings or
real-world vehicles, covering common types of vehicular motion. This work advances the

application of VR and XR technologies in transportation contexts.

2. Demonstrated through multiple studies that existing matched-motion cues cause user dis-
traction and emphasized the importance of balancing motion sickness mitigation with the
reduction of distractions by defining and demonstrating the need for minimally-disruptive
motion cues. Based on research into user distraction, visual cues were designed to main-
tain the effectiveness of matched-motion cues while significantly lowering distraction lev-
els. Additionally, this work offers novel insights into how these innovative cues can shape

the future development of visual and multimodal motion cueing strategies.

3. Simplified visual cue integration in virtual reality, enabling effective motion cues to be de-
livered based on controller IMU data alone, rather than relying on velocity data or external
platform-provided data [111]]. This significantly reduces the time, cost and complexity of

using visual motion cues;
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6.4.2 Design Recommendations

This thesis established effective strategies for designing low-disruptive visual motion cues in
Passenger VR. Based on the findings, the following design recommendations are proposed to
enhance user experience and the experimental design approach in human-computer interaction

experiments:

1. The design and deployment of visual cues can be made more flexible, without being
strictly constrained to 100% motion-matched cues or requiring their constant presence

throughout the entire experience.

First, by focusing on the principle of conveying motion information, the design of visual
cues can adapt to the needs of various VR scenarios in different ways. The physics-based
and acceleration-based cues proposed in this thesis show that low-optic-flow designs can
achieve effects comparable to fully matched cues while reducing distraction. This expands
the freedom of design and allows motion cues to be integrated in a less intrusive manner in
contexts where matched cues may be disruptive. For example, in virtual theater or virtual
workspace environments, matched cues may break immersion. Motion cues can instead
be conveyed through physical principles, such as the swaying of lights or hanging objects,
to deliver motion information more appropriately. This approach frees designers from the
constraints of traditional matched cues and supports the development of more innovative

designs.

Second, the application of matched cues can be more flexible. As matched cues are effec-
tive in reducing motion sickness, they are especially recommended for more susceptible
users. In balancing mitigation and distraction, it is important to prioritize user comfort to
prevent resistance to VR due to severe motion sickness. For other users, matched cues can
be deployed selectively. For instance, acceleration-based cues are less distracting partly
because they remain static during steady-speed travel. In scenarios such as highway driv-
ing, where speed is high and changes are minimal, acceleration-based cues or the omission

of matched cues may be preferable.

2. For within-subject experiments on motion sickness, longer intervals between conditions
are recommended. In the studies presented in this paper, intervals longer than 24 hours
were used to avoid the cumulative effects of motion sickness. Compared to the short inter-
vals used in Study 1, participant feedback suggests that this longer interval design helps
reduce the impact of motion sickness from the previous session on the next. Even when
experimental conditions do not allow for such long intervals, the experimenter should en-
sure sufficient rest for participants and assess this through various methods, such as using
the SSQ.

3. Multiple motion sickness assessment methods are necessary for motion sickness exper-
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iments. Real-time assessment tools, such as sliders, may be overlooked by participants
during the experiment, while post-experiment assessments, such as the SSQ question-
naire, may lead to participants forgetting certain sensations experienced during the exper-
iment. Researchers should employ a combination of methods to assess motion sickness

accurately.

4. For VR tasks, it is important to consider how participants’ cultural and academic back-
grounds may influence their task performance. For example, a participant who is not pro-
ficient in mathematics may experience a performance bottleneck due to their own math-
ematical abilities, rather than the experimental conditions, across multiple experimental
sessions. Some studies in this thesis employed math-based tasks, as participants were
primarily school-aged individuals from various linguistic backgrounds who had received
basic mathematical education. However, due to variability in English reading proficiency,
math problems were selected to minimize language dependency. Given that the math tasks
were designed to be simple, participant performance was not affected in this study. Nev-

ertheless, this remains an important consideration for future research using similar task
types.

Similar issues may arise in tasks involving reading or watching videos. Researchers can
tailor the selection of appropriate tasks based on the experimental context and the char-
acteristics of the target population involved. This thesis recommends avoiding tasks that
require intensive mathematical computation when working with participants with diverse
educational backgrounds. Likewise, when participants include non-native speakers, tasks
involving heavy reading or verbal responses should be minimized. These strategies can
help reduce the confounding influence of participant backgrounds on experimental out-

comes.

5. When conducting motion sickness experiments in real vehicles, researchers should be
mindful of how vehicle settings may impact motion sickness. Ideally, conditions such
as cabin smell, temperature, window open/closed status, and other environmental factors
should be kept consistent across groups to maintain control over variables and avoid in-

troducing confounding factors that could affect the experimental results.

6. When researchers use different car brands for speed-related experiments, they should be
aware that even with the same OBD protocol, some brands, such as Nissan, may modify
the protocol, leading to compatibility issues in data reading. Similar problems can also

occur with certain electric vehicles.
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6.5 Limitations

6.5.1 The Integration of Multiple Cues

This thesis conducted separate studies on the rotational and linear motions of vehicles, as dis-
tinguishing between different types of visual cues allows for better control of variables during
experimentation. However, vehicle motion on roads often involves a combination of both types.
For instance, a vehicle turning might simultaneously involve both rotation and deceleration, ne-
cessitating the integration of multiple cues in certain scenarios. Due to time constraints, further
experiments exploring combinations of different types of visual cues were not conducted. For
example, the implicit cues introduced in Chapter 3 are based solely on the NDRT interface,
while the acceleration-based cues in Chapter 5 rely on the VR background. Since these two
types of cues are implemented in separate visual layers, they do not conflict in terms of display
technology. Their integration is a promising direction for future research, as it may lead to more
effective solutions for in-vehicle VR applications and improve the adaptability of such systems.
In addition, applying single types of cues to different types of motion also warrants investiga-
tion. For instance, the implicit cues discussed in Chapter 3, originally designed for rotational
motion, could be adapted to linear motion by shifting the movement of interface elements from
left-right to forward—backward. Similarly, the physical cues described in Chapter 4 could be
modified to swing forward and backward, rather than side to side, to better match linear motion

patterns.

6.5.2 Classification of Vehicle Motion

In this thesis, the primary motions of vehicles are simulated as linear and rotational movements,
which are the most common types of vehicle motion. However, vehicles may also experience
other motion stimuli such as pitching and rolling. Although these motions may not be as preva-
lent as those discussed in this thesis, they can still contribute to the accumulation of motion
sickness. The use of visual cues to mitigate motion sickness for these types of movements re-
mains a topic worthy of study. On the other hand, the development of future vehicle suspension
systems may reduce this limitation. Vehicle motions are primarily based on how the vehicle’s
suspension system absorbs and then transmits these movements to the interior and ultimately
to the passengers. For certain types of motion, such as rolling, the vehicle’s suspension system
can be optimized. For instance, existing active suspension systems, which perform terrain scan-
ning and adjust accordingly to match the terrain [153]], can effectively suppress these types of

motions, enhancing comfort and potentially reducing the likelihood of motion sickness.
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6.5.3 Limitations of the Motion Simulation platform

The thesis utilized two experimental platforms to simulate vehicle motion: a rotating chair and a
real vehicle. The former simulated rotational movements, while the latter induced linear move-
ments. Each method has its limitations. The rotating chair is widely used in similar experiments,
it allowed for precise control of motion to ensure that each participant experienced the same mo-
tion stimuli. This provides a clear baseline of performance for the different cue types. However,
its ecological validity is low. For example, the rotating chair cannot fully replicate the true
dynamics of a vehicle turning. Regarding real vehicles, their use significantly enhances the
ecological validity of experiments. However, driving on public roads introduces additional dis-
turbances and constraints. For instance, vehicle velocity was regulated to 30 mph in compliance
with urban area speed limits and ethical guidelines, which restricted the duration of acceleration
and deceleration phases, as well as the overall driving profile. This could have contributed to
the relatively low levels of motion sickness observed and limited the validation of our design
at higher speeds. Additionally, because road conditions are dynamic and include variables such
as traffic lights, the variability of traffic, and frequent stops, these factors may have affected
participants’ motion sickness.

In future studies, real vehicles are still recommended because they improve the ecological
validity of the research. If conditions permit, a more controlled road environment would yield

more reliable results.

6.5.4 Overall Low Levels of Motion Sickness

For ethical reasons, participants who were likely to be particularly susceptible to motion sickness
were screened out, and only mild motion sickness was induced to avoid causing participants
severe discomfort or even vomiting. Consequently, the levels of motion sickness exhibited by
participants during the experiments were generally low. This limitation affected the ability of
the studies to assess the efficacy of treatments for moderate to severe motion sickness. However,
since the mitigation methods are based on the theories of motion sickness, our conclusions will

remain applicable to individuals who experience greater motion sickness.

6.5.5 Limitations of VR Task Simulations

The thesis employed two types of task to simulate activities within VR: mathematical calcu-
lations and VR videos. Both methods are commonly used in similar studies but have their
own limitations. The mathematical tasks used in Chapters 3 and 4 have the advantage of being
unaffected by participants’ cultural or linguistic backgrounds, and the display is controllable,
which significantly reduces the onset of cybersickness. However, these tasks do not adequately
simulate all common VR use cases involving reading, as users are more engaged in mental

calculations than in viewing VR content. Future studies should consider other types of tasks.
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The video tasks used in Chapter 5 simulate other common VR applications by focusing on
the viewing experience within VR. This approach enhances the realism of the simulated VR
environment. However, the introduction of additional video content can potentially increase cy-
bersickness and introduce distractions. This trade-off highlights the challenge of balancing task
relevance and the potential for inducing symptoms that could affect the experiment’s outcomes.
For the VR video tasks, to avoid additional cybersickness induced by the video content, videos
with higher vection content were not included in our study. High high vection content may re-
duce the effectiveness of visual cues in mitigating motion sickness. This is because such video
content itself induces motion sickness, and the movement within the video may conflict with the
motion perception direction intended by the visual cues, thereby exacerbating sensory conflicts.

Further studies should apply the cues from the thesis in this scenario to test effectiveness.

6.6 Conclusion

VR technologies can enhance travel by enabling passengers to engage in Non-Driving Related
Tasks such as watching videos, reading or playing games. However, motion sickness may arise
and is one of the most significant barriers, negatively impacting the use of VR during travel.
There are solutions to this but they can be very visually distracting, getting in the way of the
non-driving task that the user wants to perform. This research proposes innovative VR design
strategies to mitigate these effects by integrating motion cues that replicate the vehicle’s move-
ments, thus reducing sensory conflicts. Visual cues in VR were specifically designed to address
the most common rotational and linear movements of vehicles, and studies were conducted in
both lab and real-road environments. Results demonstrated that cues designed for rotational
movements, as well as acceleration cues for linear movements, could effectively decrease mo-
tion sickness without significantly distracting passengers. These findings not only validate the
potential of VR to transform passenger experiences by alleviating discomfort without distraction
but also contribute to the broader field of spatial computing by providing design guidelines for
future VR applications in transportation. This approach ensures a balance between minimising
distraction and mitigating motion sickness, marking a significant step forward in the practical

application of VR technologies in everyday commuting scenarios.
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