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Chapter 1

Introduction

Light is probably our most powerful source of understanding the physical world. As sight has
evolved to be our primary sense, we rely on light to transmit information from our environ-
ment, and process this as an image formed on our retinas. Light conveniently also turns out to
be an ideal medium for the transfer of information. It has comparatively low interactivity with
its physical environment, meaning that information transfer over long distances is possible with
little loss. The wavelike nature of light also offers many advantages; the degrees of freedom pro-
vided by an oscillating field allow for information to be encoded both in time and spatially. Light
has a broad frequency spectrum, with differing interaction properties allowing for the probing
of different media and encoding of information at different frequencies. Furthermore, the oscil-
lation of the field leads to light having phase, which can be measured to provide information on
the optical path length of the light. As such, it is an exceptionally powerful tool for the gain and

transfer of information.

It is unsurprising, then, that imaging has become crucial to measurement science. With
applications from astronomy, biological imaging, and industrial control processes, the ability to
accurately image an object as close to the ground truth as possible is key. One of the barriers to
accurate imaging is noise in the imaging signal. All detector technology has a certain amount
of noise characteristic to the readout circuitry on the sensor. This is known as readout noise.
When imaging with an illumination flux within or below the level of the readout noise on the

sensor, images become grainy and contrast is lost. This can make it difficult or impossible
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to distinguish the object and its features. Environmental or background light can also have a
similar effect, where the signal can become lost in the excess light. Furthermore, even when
sensitive detector technology is available, noise from the fundamental nature of light itself may

limit imaging precision.

The typical response to this problem is to simply increase the illumination flux, such that the
image signal is increased over the noise. However, in some cases, this is not always possible. For
example in some biological imaging applications, illuminating a live sample with a high probe
power may alter cell processes and a high probe power can lead to cell death [[1-3]]. Also, in
absorption measurements, increasing the probe power can lead to saturation of the sample [4].
Other applications demand eye-safe illumination at long ranges, such as light detection and
ranging (LIDAR) for autonomous vehicles or covert imaging applications [5]. Further, some
applications require imaging through a scattering media, resulting in vastly reduced photon flux
at the detector [6,(/]. There are also applications requiring high-speed video cameras, where
operating at kHz frame rates demands short exposure times returning low photon counts [8]].
In these cases, it is not possible to simply increase illumination flux, and other techniques to

increase the sensitivity of detection must be employed.

One of the themes of research within the Optics Group at the University of Glasgow has
been the question ‘How many photons does it take to form an image?’, in an effort to find the
minimum number of photons possible to transmit image information [9]. The ability to suppress
sources of noise is key to this question; clearly more noise will require more detected photons
to transmit image information. Much research has been done within the group and elsewhere to
develop imaging schemes that are capable of suppressing the different sources of noise in imag-
ing. The work presented here is a continuation of that research, with three different approaches
investigated over the course of this thesis. The first of which is a quantum imaging scheme
which uses the quantum correlations of photon pairs produced from a non-linear optic crystal,
and builds on the research of colleagues and previous members of the Optics Group. The second
is a classical homodyne technique which utilises an amplification effect inherent in homodyne
and heterodyne detection. In this thesis these two methods will be presented along with work

on applications on these methods. The final chapter presents work which is a culmination of
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the knowledge gained in quantum imaging and holography, applying a holography techniques
to imaging with undetected photons, a quantum interference imaging technique.

The remainder of this introduction aims to introduce some concepts which are common to the
chapters within this thesis. The effects of different sources of noise in imaging is a central theme
in this thesis and is discussed first. Quantum optics, and quantum correlation and entanglement
are important to the work presented in Chapters [2] and [] so some background to these topics
is presented. Finally, the generation of light through spontaneous parametric downconversion
(SPDC) is similarly an important part of the work presented in Chapters [2| and 4| so some brief

background theory is discussed.

1.1 Noise Sources in Imaging

In order to understand the performance and limits of an imaging system it is necessary to be able
to quantify the noise level of a system, and what the source of the noise is. Any imaging system
will usually have various different sources of noise contributing to its overall noise level. Here,
typical sources of noise will be discussed.

The most fundamental sources of noise in imaging are those which result from the quantum
nature of light itself. The quantisation of the electromagnetic field means that the emission of
light is a discrete process, and therefore subject to the statistical fluctuations that any random
independent events are subject to. The photon number statistics of a source of light are a helpful
way to categorise the amount of noise that can be expected and the corresponding limits on
imaging performance. A source can be characterised in terms of its mean photon number (N)
and its variance ((AN)?) when considering a single spatial mode [[10]. The photon number
distribution of a classical state of light, is described by a super-Poissonian distribution with
((AN)?) > (N). For example, the photon number distribution of thermal radiation from a light
bulb is described as ((AN)?) = (N) 4 (N)2. The variance of the photon number puts a limit on
the best possible noise precision when imaging. A coherent state, which best approximates laser
radiation, has a Poissonian distribution ((AN)?) = (N). The variance of Poissonian distributed

light forms the well-known shot noise or standard quantum limit, which represents the best
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possible precision when imaging with classical or semi-classical states of light.

It is possible to generate states with a lower variance in photon number than Poissonian
distributed light {(AN)?) < (N). These sub-Poissonian states of light are strictly non-classical,
for example the Fock or definite photon number state, whose variance ((AN)?) =0 [11]. The
sub-Poissonian nature of the photon-number statistics of these states can allow for enhancements
in imaging over classical super-Poissonian or Poissonian states, for example enhancements in
signal-to-noise ratio [[12]. If an optimal measurement scheme is chosen, sub-Poissonian states
may reach the Heisenberg limit, which is defined by the minimum uncertainty allowed between

two commuting observables in the Heisenberg Uncertainty Principle [|13]].

Another source of noise present in imaging is noise originating from the electronics of the
detector. There are many sources of this noise, varying based on the architecture of the sensor,
for example silicon CMOS, CCD and EMCCD as some examples [14]. As the architectures used
in the work are mainly standard, such as CMOS and InGaAs, the main types of noise present
in these types of sensor are discussed without a discussion of electron multiplying or intensified

architectures. The main types of noise are read noise and dark current.

To explain these sources of noise we must understand how a typical sensor works. Each
pixel contains a P-N junction photodiode, which when exposed to photons accumulates a charge
of photoelectrons proportional to the number of photons incident on each pixel. This charge
is then converted to a voltage by an amplifier, and a switching circuit then passes the voltages
on each pixel to the output amplifier sequentially, where gain may be applied. The analogue
signal is then converted to a digital value by the analogue-digital-converter (ADC) [[15]. The
first type of noise, dark current arises from the random generation of electrons and holes in
the semiconductor used for the sensor. This effect is temperature and time dependent, with
higher temperatures and longer exposures leading to higher dark current noises. The amount of
noise is also dependent on the bandgap of the material used in the sensor. Silicon CMOS and
InGaAs sensors have relatively low dark currents, and as such if they are cooled, and operated
at video frame rates, the dark current will likely be small when compared to other noise sources.
However, cameras operating in the mid-IR range or terahertz will have high dark currents, and

typically need to be cooled to very low temperatures [|16].
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The other type of noise arising from the circuitry is readout noise. This is the noise that
is created when the charge accumulated in the pixel is converted to a voltage by the readout
amplifier. On average this process will give the correct value, but there will be random noise
associated with the process depending on the quality of the readout circuitry. The amount of
readout noise can be quantified by measuring bias frames, which are dark frames taken with a
zero exposure, such that any variation in the numbers readout from the sensor is due to readout
noise. Modern CMOS cameras typically have very low readout noises, with some as low as 0.2
photoelectrons per pixel [[17]. However, other sensor architectures have much higher readout
noises, for example this is usually at least two orders of magnitude higher from InGaAs sensors
[18]].

The last type of noise is environmental noise. This is any unwanted stray light that reaches
the detector adds noise to the desired signal. This can be in the form of ambient lighting in a
room or sunlight. It is not usually a problem in many applications as optical filters will be used
to filter out unwanted wavelengths and if the signal is large enough will be negligible. However
in some low-light applications environmental noise can become an issue as even a few stray

photons per pixel can obscure the signal.

1.2 Quantum and Non-linear Optics

With the development of the laser the field of quantum optics was born. The need to understand
the underlying quantum mechanical principles of laser physics meant much work was done in
the 1950’s and 1960’s to apply quantum theory to the electromagnetic field. This would lead
to greater understanding of the statistical nature of light and its detection, which could not be
described by classical wave theories of light. Further, it would describe new quantum states of
light which arise from the quantisation of the electromagnetic field, such as coherent states and
Fock number states. The demonstration of the laser in 1960 would also provide an experimental
means to test these new theories of quantum optics [19].

The introduction of the laser also allowed for developments in another emerging field of

optics. The access to high-intensity light sources allowed for non-linear effects within different
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materials to be explored, where the polarisation density P responds non-linearly to the electric
field E. Shortly after the introduction of the laser various non-linear effects were demonstrated,
with some of these proving useful for the generation of quantum states of light needed for
quantum optics experiments.

Since access to quantum states of light in the lab, quantum optics experiments have been dis-
covered various quantum optical phenomena and been used to test the fundamentals of quantum
theory. Recently, there has also been a drive within the field to find technological applications
of quantum states of light which could provide an advantage over classical technology, such as
within areas of microscopy, communications and computing. It is here where the field of quan-
tum imaging sits, with research to find how quantum of states of light can be used to image in

advantageous ways to classical imaging methods.

1.2.1 Quantum Correlation and Entanglement

Many quantum optics and imaging experiments explore effects related to quantum correlation
and entanglement. Broadly speaking, these are a result of the non-local effects of quantum me-
chanics, deliberated upon since the Einstein-Podolsky-Rosen paper (EPR paradox) [20]. With-
out wishing to repeat an extensively written about topic, a brief summary is as follows. EPR
were concerned that quantum mechanics predicted that when two particles A and B are pre-
pared in an entangled state, it was possible to predict the exact values of two non-commuting
observable, e.g position and momentum, of particle B through measurements of particle A, even
if the two were spatially separated. They concluded that particle B must have an exact value for
each observable defined prior to measurement, which would violate Heisenberg’s Uncertainty
Principle. In their view this meant quantum mechanics could not be a complete description of
reality, and they proposed a model of hidden local variables which determined the values of the
observables.

Whilst EPR was contentious even at the time of its publication [21], the matter of local
hidden variables would wait until the insights of John Bell. Bell came up with a statistical
test which could determine whether a theory of local hidden variables was possible [22]. In

essence, it places statistical bounds on the outcomes of an experiment, say the measurement
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of spins on entangled photon pairs, that a model of local hidden variables could reproduce.
If this bound is violated, it means that no theory of local hidden variables can reproduce the
predictions of quantum mechanics. Since the conception of the Bell test, many experimentalists
have implemented experimental Bell tests, which demonstrate the concepts of correlation and
entanglement [23-27]. To date all experimental implementations have shown that the local
hidden variable model is inconsistent with quantum mechanics, including more recent loophole

free Bell tests [28,29]].

1.2.2 Spontaneous Parametric Down Conversion

With experimentalists beginning to test theories of quantum optics, sources of entangled photons
or single photon states were needed. As mentioned access to high intensity laser sources allowed
for the discovery of non-linear optical processes. Considering the polarisation density of a non-
linear dielectric material P, the application of a strong electric field will result in the presence of

higher order susceptibility terms ™ [30]

P=gy(y VEW + yPE® 4 yPOEC) 1 ). (1.1)

One of these second order non-linear process (x(z)) or three-wave mixing effects was observed
to be useful in the generation of photon-pairs [31]]. Spontaneous parametric downconversion is
the process of a pump photon of frequency ®, decaying into two photons, termed signal and
idler, of lower frequency @, and w; [32]. As the process is parametric, energy is conserved and
therefore [|33]]

Wy = 05 + O;. (1.2)

The signal and idler photons generated can either have the same frequency (degenerate down-
conversion) or differing frequencies (non-degenerate downconversion). The emission of down-
converted photons is greatest when the phase of the pump, signal and idler photons remain in

phase through the length of the crystal and conservation of linear momentum is achieved

kp = ks + ki. (1.3)
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Collinear Non-collinear
k. K, Ak,
== e - IULL =
>
kp

Figure 1.1: Diagram illustrating the cases of collinear and non-collinear emission in spontaneous
parametric downconversion. The phase mismatch Ak, determines both the efficiency and the
spectral distribution of the downconverted signal and idler.

Collectively Egs. [1.2]and [1.3] are referred to as the phase matching conditions [34-36]].

When the phase matching conditions are met, downconverted photon-pairs may be emit-
ted collinearly, with signal and idler photons travelling in the same direction as the pump, or
in a non-collinear manner with the transverse momentum of signal and idler equal and oppo-
site as seen in Fig. [I.I] Within experimental generation of photon pairs, a non-linear crystal
is typically used as the medium within which the downconversion process takes place. Typi-
cally the transverse profile of the pump is smaller than the cross-sectional area of the non-linear
crystal, such that the phase matching process is invariant to translations in the transverse direc-
tions [37]. However, the length of the crystal is finite, meaning the phase matching process is
not invariant to translations in z. This leads to a phase mismatch of the z-components of the
wave vectors [30,(38]]

Ak, = k. — ks — ki (1.4)

The phase mismatch Ak; is important both for determining the efficiency of the downconversion
process, as well the spectral distribution of the emitted photon pairs [39]. When the emission
is near-collinear, as is the case for the downconversion processes used in this work, the phase
mismatch Ak, < /L, where L is the crystal length [40]. Importantly for imaging, the emission
angle of the signal and idler photons can be derived from the phase mismatch, which can be
used to determine various imaging parameters such as the field of view, resolution and number
of spatial modes for a given downconversion imaging system. As such, the crystal length is an

important consideration when designing an imaging system based on SPDC.
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The conditions of successful phase matching depend on the type of crystal used to create
downconverted photons. Crystals can either be uniaxial, characterised by a single optical axis
and two principle refractive indices for the ordinary and extraordinary rays, or biaxial, charac-
terised by two optical axes and three principle refractive indices. Further, the refractive indices
experienced by the pump, signal and idler fields within the non-linear material will vary with
wavelengths of the pump, signal and idler photons due to dispersion, as described by the Sell-

meier equation. The magnitudes of the wavevectors of the three fields can be expressed as

ky = "p(lp)wp7
C
gy = )0 (1.5)
c
kl' _ I’li(l,‘)(x),,
c

for a given polarisation state. Within the experiments presented in this thesis, f-barium borate
(BBO), a negative uniaxial crystal which exhibits birefringence was used [38]]. For a birefringent
material, the refractive index depends on both the wavelength and polarisation state of the light.
The two possible refractive indices for each wavelength allow for the phase matching conditions
to be met in different ways, either where the signal and idler waves have the same polarisation,
known as type-I phase matching, or where the signal and idler waves are orthogonally polarised,
known as type-II phase matching. For a negative uniaxial crystal (n, < n,), the phase matching

conditions can be expressed as

0) ;
Type-I ne(p) = w—sno(a)s) + w—lna(a),-),

P P (1.6)
Oy o;
Type-II ne(wp) = w—ne(a)s) + w—n{,(wi).
P P

When using BBO crystals, these phase matching conditions are achieved by angle tuning of the
crystal; changing the angle between the polarisation of the pump beam and the optical axis of
the crystal alters the magnitude of the polarisation vectors between the three linearly polarised
pump, signal and idler fields [41]. The phase matching conditions affect the spatial properties

of the emitted signal and idler beams. In type-I SPDC, the two beams are emitted in a single
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cone, with the photon pairs emitted in opposite directions about the pump beam axis to satisfy
momentum conservation. In type-II, two spatially separated beams are emitted due to crystal
birefringence [42,43]]. The overlap between the two beams can be adjusted by changing the
angle between the crystal axis and direction of the pump beam. In the far-field of the crystal,
the downconverted beams appear as a ring or beam, whose shape is determined by the spectral
distribution of the downconverted photons. In the experiments presented here, only crystals cut

for type-I downconversion are used.
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1.3 Walkthrough

Here I will give a brief introduction to the topics that will be presented in the chapters that follow.

Chapter 2: In this chapter, work on quantum imaging with correlated photon pairs will
be described. This work formed the basis of the publication "Quantum imaging with a photon

counting camera" in Scientific Reports [44].

Chapter 3: In this chapter a holographic imaging scheme enabling images to be obtained
under the noise floor of the detector will be described. This was applied to microscopy in
the SWIR and stand-off detection at kHz frame rates. This work was published under the titles
"Near single photon imaging in the shortwave infrared" in Proceedings of the National Academy
of Sciences [45]] and "Low photon-number stand-off speckle holography at kHz frame rates" in

Optics Continuum [46].

Chapter 4: In this chapter work on holography techniques to so-called imaging with un-
detected photons, a quantum interference imaging scheme is presented. Part of this work con-
cerned applying off-axis holography techniques to imaging with undetected photons schemes,
and was published under the title "Single-frame transmission and phase imaging using off-axis
holography with undetected photons" in Scientific Reports [47]]. The other work described here
is preliminary in nature, and describes a method for incorporating a spatial light modulator for

spiral phase contrast imaging with undetected photons.

Chapter 5: In this chapter, conclusions to the work presented are discussed, and suggestions

for future work are presented.



Chapter 2

Imaging with Correlated Photon Pairs

The realisation of SPDC as a reliable quantum source of light has led to the design of many imag-
ing systems which are capable of utilising the correlations between photon pairs to gain an ad-
vantage over classical imaging systems. The first of these systems were restricted to single-pixel
detectors, such as single-photon avalanche diodes (SPADs), to measure the spatial correlations
of photons, which required raster scanning or structured illumination techniques to recreate an
image [48-50]. However, the development of array detectors capable of detecting single photons
has afforded many full-field quantum imaging experiments. Here, a brief overview of imaging

schemes designed to gain advantages over classical, uncorrelated light using SPDC is described.

The first quantum imaging experiments to use correlations between photon pairs performed
were so-called ghost imaging systems, originally proposed by Klyshko [S1]. In ghost imaging
setups, the spatially correlated photon pairs are separated into two beams, and coincidence de-
tection between the two beams is performed. If an object is placed in one of the arms, then a
coincidence count heralds the presence of an illumination photon and an image of the object
can be built up, either by scanning with single-pixel detectors or by using a detector array. The
first realisations of ghost imaging systems utilised single-pixel detectors and scanning [48-50].
However, later schemes utilised a single-pixel bucket detector to herald photons in one arm,
with a single-photon sensitive array detector placed in the other [52-54]. Ghost imaging is not
a uniquely quantum phenomenon, and various classical demonstrations have been implemented

using statistical correlations [55-57]]. However, quantum ghost imaging does have an advantage

12



Chapter 2. Imaging with Correlated Photon Pairs 13

over classical implementations in terms of achievable visibility, with the visibility limited to 1/2
in classical schemes when compared with a maximum visibility of 1 in quantum schemes [58]].
Other promising applications apply to schemes which use non-degenerate downconversion to
create photon pairs at differing wavelengths. In this way, one of the photon pair can be chosen
to be at an easy to detect visible wavelength for which sensitive array detectors exist, and the
other photon which probes the object at a wavelength for which a suitable array detector is either
too noisy, slow or does not have sufficient spatial resolution. This was first demonstrated with
460nm photons illuminating the array detector, whilst 1555nm photons, for which detectors
tend to be expensive and noisy, probed the object [59]]. Later experiments have demonstrated
the possibility of ghost imaging at even more challenging wavelengths for array detectors, such

as X-ray and terahertz (THz) wavelengths [60-64].

Other quantum imaging schemes utilise the intensity correlations of the photon pairs emitted
by SPDC. Unlike a classical source, where the intensity fluctuations are Poissonian, the photon
pairs emitted by SPDC are subject to the same intensity fluctuations due to the correlated nature
of the pair production process [65,/66]]. This means if the intensity correlations between photon
pairs are measured, the resulting noise of the measurement will be sub-shot-noise [[67-69]]. The
added spatial correlations between the photon pairs emitted by SPDC mean that the intensity
correlations can be measured on a detector array, allowing sub-shot-noise imaging of highly
transmissive objects as well as phase objects [12,70-72]. This has been proposed as a method
for low photon number imaging in scenarios where higher illumination intensities are prohibited,
such as biological imaging. In the presence of a strongly absorbing object however, the quantum
advantage of the sub-shot intensity fluctuations quickly disappears [73]], due to losses between
photon pairs. Consequently intensity correlations have also been used to gain an advantage over

classical absorption measurements for objects with absorption coefficients o < 0.5 [73.[74].

The loss of a quantum advantage in sub-shot-noise imaging due to absorption is due to
the intensity correlations between photon pairs being measured after their interaction with the
object. This is a form of quantum decoherence, which is an issue in many quantum applications,
not just in imaging [[13,75,/76]. Decoherence occurs when a system is subject to an interaction

with its environment, leading to the system becoming entangled with the environment. The off-
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diagonal terms of the density matrix, representing the quantum interference terms of the state, go
to zero. In this way the system begins to lose its quantum interference effects, responsible for the
enhancements in many measurement schemes, and more resembles a classical state. Quantum
illumination protocols were suggested as a quantum measurement scheme that would retain a
quantum advantage even in the presence of environmental noise and loss [77,78]. In a quantum
illumination protocol, a signal photon is sent to the object or target, with an idler acting as a
reference to verify the presence of the object. The entanglement between the signal and idler
allows for the distinguishing of signal events over noise events at the detector, even in the case
that noise and loss completely destroys the entanglement between the signal and idler photons at
the detector. This stands in contrast to many other quantum measurement schemes. This means
quantum illumination protocols can offer an advantage in noise rejection over classical schemes,
even with added classical noise [79]. As such, they have been proposed as the basis of quantum
radar schemes, which would be protected from scrambling [80,81], as well as for imaging
systems that would be robust to noise. A quantum illumination protocol was first demonstrated
experimentally to detect the presence of a beamsplitter in the signal arm [[82,83]]. Later imaging
versions would be demonstrated, first a single mode approach requiring scanning, and later a

full-field approach utilising a detector array [84}85].

Imaging with correlated photon pairs can also provide a spatial resolution enhancement
over classical imaging. Typically, most imaging schemes will be limited by the diffraction
limit [86,/87]. However, there exist various localisation methods, such as single molecule local-
isation microscopy, which are capable of beating the diffraction limit by a factor 1/v/N, where
N is the number of probes (e.g., fluorescent photons) used in the localisation [88]]. Correlated
photon pairs, produced by SPDC, can be used to obtain a 1/ v/2 (N = 2) enhancement in resolu-
tion by centroid estimation [89,90]. Centroid estimation was originally developed for quantum
lithography schemes, where a 1/N enhancement was achieved using entangled NOON states,
reaching the Heisenberg limit [91-93]. Imaging schemes have similarly been able to show 1/N
enhancement, with N = 2 using photon pairs from SPDC, realising the full theoretical quan-
tum advantage [94-96]. Such quantum schemes may provide an advantage in scenarios where

classical techniques, such as the use of fluorophores, are not possible. Recent quantum imaging
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protocols have also demonstrated PSF correction through the use of correlated photon pairs and
adaptive optics [97]]. The spatial distribution of photon pairs on the detector gives information
about the PSF of the system, with an imperfect PSF broadening the spatial correlations of pho-
ton pairs. By measuring this broadening of correlations, spatial light modulators can be used to
correct for the aberration, allowing for guide-star free adaptive optics.

The largest downside, despite the advantages that imaging with correlated photon pairs can
provide, is that the measurement of correlations between photon pairs typically requires the
detection of single photons. This poses a challenge in terms of detection technology, with full-
field detector arrays capable of single-photon detection being expensive and bulky, with some
systems needing cooling for example. The main challenge, however, is that this requirement
means that for most experiments the average illumination level has to be kept <1 photon per
pixel per exposure. In order to build up an image, very long acquisition times are needed,
especially in detectors with low time resolution such as EMCCDs. This precludes any imaging
of a dynamic scene. The very low illumination levels, for which classical schemes would not be
able to achieve comparable performance, have often been discussed as the application potential
for photon pair correlated imaging schemes, for use in biological imaging settings where high
illumination would damage cells. It has been noted, however, that for many of the imaging
experiments discussed above, the illumination levels used are several orders of magnitude lower
than cell damage thresholds [98,99]. The challenge for quantum imaging schemes which rely on
measuring correlations is then how to reduce these acquisition times. SPAD array technology has
emerged as a potential solution by measuring both spatial correlations between photons across
the detector and time correlations between photon pairs due to their high time resolution [[100,
101]]. This allows for a reduction in the rate of accidental coincidences measured, increasing

image contrast on a comparative number of frames.

2.1 Experimental Methods

In this section the experimental methods used for the detection of correlations between pho-

ton pairs from downconverted sources of light will be described. This includes details on the
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different methods in which spatial correlations can be detected, and the detector technology

commonly used.

2.1.1 Measurement of Spatial Correlations

Spatial correlations between photon pairs may either onbe measured in the form of position
correlations in the image plane of the downconversion crystal or momentum correlations in the
far-field of the crystal [[102-105]. The image plane or far-field of the crystal can be imaged or
projected onto the detector with imaging lenses. When imaging an object, the imaging system
must be designed such that the object is also positioned in the correct plane of the crystal. When
the detector is placed in the image plane of the downconverted crystal, the photon pairs arrive in
spatially correlated positions on the detector as the photons are generated in the same position
within the crystal. Placing the detector in the far-field of the crystal will result in photon pairs
arriving at spatially anti-correlated positions due to the photon pairs being anti-correlated in their
momenta. Figure 2.1 shows a diagram of position correlations in the case of type-I SPDC and

momentum anti-correlations in the case of type-II SPDC.

Image Plane Type-I SPDC Far-Field Type-II SPDC

Figure 2.1: Diagram illustrating the arrival of spatially correlated photon pairs at the detector
in the case of position correlations in the image plane with Type-I SPDC and momentum anti-
correlations with type-II SPDC with the detector placed in the far-field of the crystal.

The spatial correlations are then measured by calculating the auto-correlation function in the
case of position correlations or the cross-correlation function in the case of photons arriving at
anti-correlated positions on the detector array. The resulting intensity correlation consists of a

Gaussian distribution which represents a correlation performed on a distribution of randomly
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correlated events. In the case where spatial quantum correlations are present, a peak will sit
on top of the Gaussian distribution. The mean integrated correlation (i.e averaged over many
frames) (%), is given by
(€)= (N),
= ((Ns+ 2NP>2>7
= (Ni)? + (Ns) +4(Np), 2.1)

= (N)* + (N;) +2(Np),

= (N)> 4+ (V) + Y 4(p),
p

where N, is the total number of events, Ny the number of singles and N, the number of pair
events. The value (N;)%-+ (N;) represents the Gaussian portion of the correlation, whilst ¥, ¢, (p)
represents the peak contributed to by correlated photon pair events over p frames. Eq. [2.T|shows
that the distribution of N; will be super-Poissonian in the presence of photon pairs. The Gaussian
consists of singles (loss of a photon from a pair) and dark noise events, as well as coincidences
between photons from different pairs if the number of pairs per frame is greater than one. An
example of a cross-correlation on signal and idler beams from a type-II SPDC source averaged
over 100,000 frames can be seen in Fig. [2.2] A full statistical analysis and model for measuring

spatial correlations between bi-photons can be found in [106].

The size of the correlation peak is determined by the strength of the spatial correlations and
is an important experimental measure of the efficiency of a system designed to image with cor-
related photon pairs. The size of the correlation peak is maximised when the detector is exactly
positioned in the correct plane of the crystal, it is therefore necessary to place the detector on
a translation stage and optimise the position of the detector relative to the size of the correla-
tion peak. Furthermore, the measured correlation peak is determined by the transverse size of
the spatial correlations convolved with the point spread function (PSF) of the imaging system.
Therefore, it is also necessary to ensure the PSF of the imaging system is minimised through

correct positioning and choice of lenses.

Ultimately, the size of the correlation peak will be limited by the transverse size of the spatial

correlations. It is desirable that the size of the transverse correlations is at least as small as the
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Figure 2.2: Example of a correlation peak calculated from the cross correlation function of two
type-1I SPDC beams, detecting anti-correlations in the far-field of the crystal. Correlation peak
calculated from 100,000 frames.

dimensions of the pixels on the detector array, otherwise the correlated photon pair events will
spread over many pixels. In the case of position correlations measured in the image plane of the

crystal, the transverse size of the spatial correlations is given by

oL,
2n

vay = (2'2)

where o@ = 0.455 a constant included to account for certain approximations in the calculation,
L the thickness of the crystal, and A, the wavelength of the pump beam . Therefore, to
minimise the transverse size of the spatial correlations it is desirable to choose a thin downcon-
version crystal and short wavelength pump laser. In the case of momentum anti-correlations in
the far-field, the transverse correlation size arises from the transverse momentum uncertainty in

the pump, given by
4f

b
kpywp

Oxy = (23)

where k), is the momentum of the pump beam, w), the waist of the pump beam and f the focal
length of the lens used to perform the transform to the Fourier plane of the crystal [[I08H110].

Accordingly, utilising a large pump beam waist and short focal length lens for the transform are
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desirable when designing a system to image using momentum anti-correlations. In many cases,
it will not be possible to match the transverse size of the correlations to the pixel size through
these parameters alone, and it is necessary to demagnify the desired plane onto the detector with

imaging optics. r

2.1.2 Detector Technology

Early work conducted into measurement of spatial correlations between downconverted photon
pairs was conducted using single-photon sensitive detectors such as APDs or SPADs and using
raster scanning techniques [[111}]112]. Whilst scientific CMOS cameras have been used to ob-
serve spatial correlations between bright SPDC beams [ 113||114], the high readout noise of these
detectors prohibits their use when imaging correlations between single photons. Single-photon
sensitive array detectors, such as ICCDs or EMCCDs however, have allowed full-field quan-
tum imaging and reduced acquisition time due to parallelisation of measurements across many
spatial modes. Whilst the work presented in this chapter does not utilise an EMCCD detector,
a brief overview of the detector technology has been provided as it important precursor to the
results presented later as the standard technology in quantum imaging experiments at the timeﬂ

An Electron-Multiplying CCD or EMCCD works similarly to a CCD in that in each pixel
there exists a potential well, which, when struck by an incoming photon releases electrons stored
within the well. These electrons are then shifted horizontally and vertically to a readout register
by an applied voltage. The key difference between an EMCCD and CCD is that there is an
additional gain register before the CCD readout, which applies a large gain to the electrons
present, amplifying them before the readout electronics [[115,|116]. This enables EMCCDs to
detect single photons as very small numbers of photoelectrons can be amplified above the noise
of the readout circuitry [[117]. However, the electron multiplication can also be of detriment
to EMCCD:s, as any electrons present before the readout circuity not corresponding to photon
events will also be subject to a large amount of gain. This means electrons induced by thermal

noise, or clock induced charge (the ’clock’ voltage applied to shift electrons to the readout

Detector technology within quantum imaging is a fast moving field; at the time of writing it could be argued
that now SPAD arrays are the favoured technology with in quantum imaging owing to their superior time resolution,
sensitivity and readout speeds.
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Histogram of Analogue Counts for 10,000 Dark Frames Taken with an EMCCD Camera
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Figure 2.3: Histogram constructed from the analogue counts from 10,000 frames on a 128x128
region of an EMCCD camera. It can be seen the distribution of the counts follows a Gaussian
distribution, corresponding to readout noise events, with a long tail at higher analogue counts
corresponding to clock induced charge events.

register) produce events which can be difficult to distinguish from real photon events when
using an EMCCD. Further this gain process is stochastic such that it is not possible to assign a
precise photon number to the output of the EMCCD, at least without complex strategies [[118]].
Figure [2.3]shows an example histogram of analogue counts of 10,000 dark frames taken with an
EMCCD. It can be seen that the distribution of counts consists of a Gaussian corresponding to
counts caused by readout noise, with a long tail caused by clock induced charge events.

In order to accurately detect single photons, it is necessary to operate in a low illumination
regime such that the probability of more than one photon arriving in each pixel is small. Then,
a threshold can be determined from the Gaussian representing the readout noise of sensor. Typ-
ically a threshold 7' = u + no is set, where u is the mean of the Gaussian distribution, o the
standard deviation and n a constant to be chosen. Any counts registered above this threshold are
said to be a photon event, while any counts lower are said to be zero photon events. Setting n too
high will cause too many single photon events to be missed, whilst setting n too low will result
in too many noise events being falsely registered as single photon events. In the work conducted

in Glasgow a value of n = 3.5 is typical.
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2.2 Quantum Imaging with a Photon Counting Camera

Note: In this section I will present the work that formed the basis of the publication "Quan-
tum imaging with a photon counting camera". This work was completed in collaboration with
Hamamatsu Photonics. Authors at Hamamatsu aided with implementation of the camera and
designing the maximum likelihood algorithm for photon number estimation. All experimental
work was performed in Glasgow by myself and Dr. Thomas Gregory, under supervision of Prof.

Miles Padgett.

As discussed above, by utilising quantum correlations between photon pairs quantum imag-
ing has been able to achieve advantages over classical imaging schemes. Typically quantum
imaging schemes to date have used spatially resolved detectors such as EMCCDs or ICCDs to
detect single photon events by the setting of appropriate thresholds or time gating the detector.
The spatially resolved nature of these detectors allows the measurement of a large number of
entangled states and enhancements have been realised in terms of image resolution [119], imag-
ing through scattering media [[120], sub-shot noise imaging [12] and noise rejection in quantum
illumination protocols using such detectors [[85,/121]. However the stochastic nature of the gain
process in these detector types mean that the readout of multiple photon events is too noisy to

resolve photon number and only single photon events can be determined.

The lack of photon number resolution is a disadvantage in image plane quantum imaging
applications, where the most strongly correlated of photon pair events arrive in the same pixel
or time bin. In these image plane applications, where photon number resolution is not possi-
ble, each photon in the pair is typically spatially separated such that they can be resolved, for
example by introducing a pinhole to increase the PSF of the imaging system [119] or through
changing the parameters in Eq. 2.2l The coincidences between spatially correlated pairs then
have to be searched for over a larger kernel of pixels, which increases the number of accidental

coincidences, limiting the efficiency of the system.

In the work presented here, a CMOS array detector which is capable of resolving the actual

number of photons in each pixel was used allowing for a simpler method for the detection of
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spatially correlated photon pairs. By constructing images consisting of either only two photon
or one photon events, an increase in the ratio of two photon to one photon events is demonstrated
for an SPDC source when compared to classical uncorrelated LED illumination. This increase is
shown across a range of illumination levels, and allows for increased contrast in the two photon
event images when using the SPDC source. The demonstration of such a scheme shows the
possibility of utilising the full extent of the correlations between photon pairs in an image plane

quantum imaging application.

2.3 Methods

2.3.1 Imaging System

The imaging system used in the work presented in this chapter is shown in Fig. A 355 nm
laser with a 10 mm beam waist is used to pump a 1 mm thick BBO crystal cut for type-I para-
metric down conversion. The down conversion process creates photon pairs of degenerate wave-
length centred at 710 nm. A pair of dichroic interference filters is used after the crystal to remove
any pump photons. The beam of down converted photons is then demagnified by a factor of 4
using lenses L; = 400 mm and L, = 100 mm onto an image plane which contains the binary
spoke target used. This plane is then re-imaged onto the camera and further demagnified by a
factor of 2 using lenses L3 = 100 mm and L4 = 50 mm. A 710 nm filter is placed on the camera
to ensure only down converted photons reach the detector. The camera used was an scientific
CMOS camera, a Hamamatsu ORCA-Quest, which through the design of the readout circuitry
and low readout noise can resolve the actual number of photons in each pixel per exposure, up
to a maximum of ~ 200 photons per pixel. The camera has a quantum efficiency of 55% at
710 nm. The fill-factor of the sensor is not specified by the manufacturer.

The crystal and magnification optics used in the experiment were chosen to maximise the
number of pairs detected in the same pixel. The correlation strength of photon pairs in the
image plane of the crystal is given by Eq. [2.2] With the crystal and pump laser used in this
experiment, the correlation strength is calculated as 5.06 um. Given a 10 mm beam waist, the

number of spatial modes is estimated as ~ (1976)2. With the camera having pixel sizes of
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Figure 2.4: Diagram of the experimental setup used to image photon pairs. A 355 nm laser
pumps a BBO crystal cut for type-I downconversion. A dichroic interference filter located after
the crystal removes remaining pump photons. Photon pairs are generated at 710 nm, where
lenses L; =400 mm and L, = 100 mm demagnify onto an image plane which contains a binary
spoke target. This plane is then imaged onto the camera and demagnified by lenses L3 = 100 mm
and Ly = 50 mm.

4.6 um, the correlation strength corresponds to a size of 1.1 pixels. The downconversion beams
are then further demagnified by a factor of 8 such that the size of the correlations imaged onto
the camera is 0.14 pixels. This does not account for broadening effects caused by an imperfect
point spread function (PSF) however. The camera employs a trench structure between pixels on
the sensor to minimise cross-talk so the effects of cross-talk were considered negligible for this

experiment.

2.3.2 Photon Thresholding

For efficient detection of photon pairs it is crucial to accurately determine the correct number of
photons in each pixel. A histogram of the digitised signal output of the camera can be built up
over many frames to determine thresholds corresponding to each photon number. This histogram
can be constructed over all events over all pixels in the region of interest being used, and global
thresholds for each photon number can be set. An example of a global histogram constructed
over 100,000 frames can be seen in Fig. However, this was not determined to be the most

accurate way to determine thresholds as the architecture of a CMOS sensor means each pixel
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has its own readout circuit unlike a CCD where all pixels are readout by a single circuit. This
means each pixel readout will show varying properties in terms of the offset, gain and noise.
This means it is more accurate to construct histograms and set thresholds individually for each
pixel rather than applying global thresholds. Example histograms from 2 pixels collected over

100,000 frames, showing differences in readout characteristics can also be seen in Fig. [2.5]
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Figure 2.5: Histograms of ADU signal output. (a) Global histogram of events for all pixels
over 100,000 frames within the region of interest illuminated by an LED. Red dashed lines
indicate the peak corresponding to one photon events while the green dashed line shows the
peak corresponding to two photon events. The peak before the red dashed line represents pixels
for which zero-photon events are detected and is present due to an offset and a non-zero readout
noise. Further peaks indicate greater than two photon events. (b) A selection of two histograms
from two pixels within the region of interest, exhibiting slightly different readout characteristics.

In order to most accurately determine the photon number in each pixel it is important to fully
consider the signal output of the camera. The offset of each pixel is determined as the average
ADU value output under dark conditions. The gain of a sensor as a whole is determined as the

mean and variance of the ADU output for a series of frames illuminated by varying intensities of
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Poisson distributed light. From gain and offset a relation between ADU and photoelectrons can
be determined, which for the camera used in this experiment was 1 ADU = 0.12¢~. The gain
can also be calculated individually for each pixel, from the shape of its histogram, by counting
the number of ADU per photon peak. This enables corrections to be made which can achieve
uniform sensor response. With gain and offset maps for the sensor it is possible to convert each
pixel value into units of photoelectrons, and set thresholds i.e e~ < 0.5 corresponds to O photons,
0.5 < e < 1.5 corresponds to 1 photon and so on. Whilst this produces acceptable results,
it does not consider the varying readout noises of each pixel. Some pixels will have larger
readout noises than others, and this method of setting thresholds means many false positives
will be registered in the data. In order to prevent this, a method based on maximum likelihood

estimation was employed to determine thresholds.

The probability of the signal output for each pixel is a convolution of both the photon input
statistics as well as the readout noise of the specific pixel. The readout noise of the pixel is
typically a continuous Gaussian distribution while the photon input will be discrete and depen-
dent on the source. The readout noise can be determined for each pixel from dark frames, and
the photon input statistics are estimated empirically from 10 pixels with below average readout
noise (around 0.18 7). A small proportion (2.4%) of pixels have non-Gaussian readout noise
distributions, these are excluded from any further analysis. Given a value of the signal output, a
likelihood function can be constructed which returns the most likely number of the photon input
based on these probability distributions. The value of the signal output at which it becomes
more likely that the photon number output is the next value becomes the threshold between the

photon numbers.
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Figure 2.6: Histogram for photon number thresholds in the case of a) a pixel with a low readout
noise and b) a pixel with a high readout noise. In the case of the pixel with a low readout noise
the peaks corresponding to different photon numbers are well resolved and it is possible to set
thresholds to distinguish the number of photon events that occurred at that pixel. However in the
case of the high readout noise it can be seen that the peaks are not well resolved making the set-
ting of thresholds in order to distinguish the number of photon events inaccurate or impossible.

An example scenario is shown in Fig. [2.6] for a Poissonian photon source with an average
signal of 0.2¢~ but for two pixels with noises, one with a readout noise of 0.2¢~ and one with
0.9¢. The solid orange lines indicate the original thresholds described above based on half
marks between the photoelectron events, while the dashed lines indicate the thresholds based
on maximum likelihood. Using the maximum likelihood method, when the signal intensity is
low (< le™ per pixel), it can be seen that higher thresholds are set than the original method,
especially in the case of a pixel with a high readout noise. This avoids as many false 1 and 2
photon events being registered. There will be some increase in the number of false negative 1

and 2 photon events, however this does not degrade image quality as much as a false positive.

2.4 Results

By determining the number of photons in each pixel with the method outlined above, images
consisting of only one-photon or two-photon events were obtained, as shown seen in Fig. A
binary star target was imaged over 10,000 frames, and an intensity cross section was generated
by averaging over the rows indicated in Fig. The one-photon event images has a greater

number of events and displays a smoother intensity distribution over the SPDC beam as a result.
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However, a greater number of these events occur in the dark regions of the image masked by the
object, which reduces the image contrast. These are a result of camera noise events which are
falsely identified as one-photon or two-photon events, but are fewer for the two-photon image.

The reduction on contrast can be seen in the intensity cross-sections shown in Fig.
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Figure 2.7: Comparison of images of a binary star target consisting of one-photon events and two
photon events. Images acquired over 10,000 camera frames. Each image has been normalised
independently to its maximum value, to allow representation on the same scale. The number of
photon illumination events was equal to 4.70 times the noise events on the camera, as calculated
from dark frames. A cross-section of the normalised intensity for the one-photon event image
(blue) and two-photon event image (red) against pixel number is also provided. The cross-
section was constructed by averaging rows 80-110 of the image, as indicated by the blue dotted
lines in Fig. [2.8] The intensity cross-sections for each image were normalised to their maximum
value for representation on the same scale.

Figure 2.8: Image showing the region over which the different metrics used are calculated, as
indicated by the blue circle. This defines the extent of the SPDC beam. The region used contains
5103 pixels. The blue dotted lines also indicate the rows 80-110 which are averaged over in the
intensity cross-section graphs.
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In order to evaluate the performance of correlated photon pair imaging, the two-photon event
images from the down-conversion source were compared against two-photon event images from
a classical source (LED illumination). These comparison images, shown for increasing light
levels, can be seen in Fig. [2.9] The illumination levels are set in reference to the noise level of
the camera, where 1 noise equivalent count (NEC) is an illumination such that the number of
illumination events is equal to the number of camera noise events. Also shown is the average
number of events per pixel for each image, and the ratio of two-photon to one-photon events
(2/1 ratio). The 2/1 ratio is calculated from the number of recorded two-photon events and the
number of rejected events for each image. This is a key performance metric as it represents
the ability of the imaging system to select downconverted photon pairs. Illumination with the
down-conversion source shows an increased 2/1 ratio when compared with illumination from
the LED source. Fig. [2.10] shows the two-photon to one-photon event ratio across a greater
range of illumination levels. At lower illumination levels the advantage in 2/1 ratio is greater,
whereas the advantage is less at higher illumination levels. This is as at the higher light levels
although the number of photon pairs from the down-conversion source is greater, there are also
many more false positive two-photon noise events. These false positive two photon events arise
as a result of combinations of camera noise, for example a camera noise event pairs or a camera
noise event and a single photon. The proportion of true two-photon events is maximised at
illumination levels where the number of photon events are approximately equal to the number

of camera noise events.
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Figure 2.9: A comparison between SPDC and LED illumination at a range of increasing il-
lumination levels. Shown are images constructed from two-photon events for both SPDC and
LED illumination, acquired over 10,000 frames, alongside intensity cross-section plots for the
displayed image pairs. The ratio of two-photon to one-photon events (2/1 ratio) is calculated for
each image from the number of rejected one photon events, showing an improved 2/1 ratio when
using the SPDC source compared with LED. Illumination levels for each image are quantified
in terms of the number of events per pixel, and NEC (noise equivalent counts) in reference to
the number of camera noise events.

The intensity cross-sections in Fig. show that the increased 2/1 ratio provides an im-
provement in image contrast where the object is illuminated by the SPDC source rather than
LED illumination. This can be seen image intensity cross-sections shown alongside the images
in Fig. [2.9] The enhancement in contrast closely follows the 2/1 ratio of photon events, with
greater improvement seen at the lower light levels. A maximum improvement in the 2/1 ratio by
a factor of 1.66 is seen for the pair of images obtained at an illumination level of ~ 1.5 to 1.7

NEC.
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Figure 2.10: A graph of the calculated 2/1 ratios against the number of events per pixel per
frame for an extended set of two-photon event images for SPDC and LED illumination. Error
bars represent the standard error on the mean, calculated for 10 blocks of 10,000 frames. Error
bars are larger at higher numbers of events per pixel per frame as the variance on the number of
events recorded is higher at higher illumination levels.

Given that the key performance parameter in the experiment is the ratio between the num-
ber of pixels containing a one-photon event, and the number of pixels containing a two-photon
event it is worth discussing the detection statistics to explain the performance of the experiment.
Considering the limit of zero detector noise, and assuming sparse illumination with the number
of events per pixel per frame E7,; pporon < 1, then for a classical (LED) source emitting pho-
tons with a random spatial distribution the fraction of pixels containing a one-photon event is
ETot Photon = ETot Photon and the fraction of two-photon events is £ pposon = %E% Photon» £1VINgG @
two to one photon event ratio of ~ %ETOL Photon-

Considering an SPDC photon pair source at the same illumination intensity, and assuming
that the size of the position correlations are small compared to the pixel size, then the increase
in the 2/1 ratio will depend on the efficiency of detecting both photons in a pair in the same
pixel, the heralding efficiency, 1. This heralding efficiency determines the upper bound of the
performance of the pair source when compared with the LED. Under the conditions of a low
heralding efficiency the 2/1 ratio is ~ 7 + M(l -n)%.

When considering the reality of a detector with noise, the above relation no longer holds.
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The camera read noise is guassian and therefore it does not follow that the number of two-
photon noise events is equivalent to half the number of one-photon noise events squared, i.e
E> Noise 7 %E 12 Noise- 1N the presence of detector noise the expected number of additional events
corresponding to accidental instances of two-photon events in the case of classical uncorrelated
illumination then becomes %E 12 photon T E1,PhotonE1 Noise + E2 Noise-

It follows from these detection statistics that the largest difference between the 2/1 ratio for
the LED and SPDC sources will be obtained when operating at a low number of total events per
pixel per frame, E1o; photon, and a high heralding efficiency, 1. In practise, the lower limit on
E701 Photon 18 set to be higher than the camera readout noise to avoid images being completely
overcome with camera noise. The practical heralding efficiency is determined by a number of
factors such as the quantum efficiency of the sensor, losses in the imaging system and imperfect
point spread function (PSF) meaning the extent of the correlations is larger than the size of the
pixels. In this experiment the greatest difference between two-photon and one-photon event
ratio between the LED and SPDC sources is obtained at low illumination levels of ~ 1.5 to 1.7
NEC where the number of accidental two-photon events is minimised. For a dark event rate
of 0.006 events per pixel per frame this means E7,; pporon = 0.016 events per pixel per frame.
Using the SPDC photon-pair source results in an increase in the two-photon to one-photon event
ratio by a factor of 1.66 when compared to the LED illumination. In future the two-photon to
one-photon ratio obtained using a SPDC source could be improved through an increase in the
heralding efficiency of the optical system, 7, or a decrease in the readout noises of future CMOS

Sensors.

2.5 Discussion

By resolving the actual number of photons in each pixel a new method for the detection of
spatially correlated photon-pairs from an SPDC source has been demonstrated. Through use of
this method we demonstrated an improvement in the ratio between two-photon and one-photon
events for a correlated SPDC source when compared with classical LED illumination across a

range of illumination levels. Through this improvement in two-photon to one-photon events,
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images consisting of only two-photon events show improved contrast when illuminated by the
SPDC source. This improvement is greatest at low illumination levels where the contribution
of accidental two-photon events is minimised. Whilst the improvement in two-photon to one-
photon ratio reported in this work is modest, it demonstrates the validity of the concept and may

prove useful for future quantum imaging applications.

Quantum imaging experiments that rely on the detection of both photons generated by the
down-conversion process to realise an enhancement over classical imaging could benefit from
the technology and methods presented here. In experimental setups designed with the detector
positioned in the image plane of the down-conversion crystal, the most tightly correlated photon
pairs arrive in the same pixel, which cannot be easily recovered with existing CCD or CMOS
technology where it is difficult to distinguish between the number of photon events. The methods
presented here allow for an increase in the per frame amount of information obtained, which

could lead to increased efficiency and reduced acquisition times in these types of experiment.

Further, the ability to distinguish between multiple photon events in each pixel presents an
opportunity for the measurement of spatial correlations between photon pairs in higher gain
regimes of SPDC, where photons from multiple pairs will arrive in each pixel. This could allow
for shorter acquisition times in quantum imaging schemes, as the requirement that only a single
photon from a pair be present in each pixel would be lifted, and illumination levels could be
increased. Later work conducted comparing the performance of the CMOS detector used here to
an EMCCD detector in measuring spatial correlations across different illumination levels found
that the EMCCD slightly outperformed the CMOS detector at illumination levels of < 1 photon
per pixel per frame but that the CMOS detector outperformed the EMCCD at illumination levels

higher than this, due to the ability to resolve the number of photons in each pixel [[122].

With the performance set by the efficiency of photon-pair detection and the camera readout
noise it is expected that improvements to these factors would yield more dramatic enhancements
in image contrast. Higher photon-pair detection efficiency could be achieved by creating photon
pairs at a shorter wavelength where the quantum efficiency of the sensor is higher, or by using
a down-conversion crystal with a shorter length to create more tightly correlated photon-pairs.

Further future advancements in CMOS and photon counting technology should result in lower
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readout noises. With the higher contrast enhancements that may result from these changes it
is expected that images could be acquired on fewer frames where it would only be possible to
reveal the object using a quantum pair source, with classical illumination failing to reveal the
object. Such an experiment approaching real time imaging could find applications with low-light

quantum microscopy or covert detection.



Chapter 3

Imaging Below the Detector Noise Floor

with Digital Holography

3.1 Holography

In the 1940s Dennis Gabor, a Hungarian-British engineer and physicist was working on im-
proving electron microscopes. Whilst the electron microscope had a greatly improved resolving
power compared with visible microscopes, the magnetic electron objective lenses were severely
affected by spherical aberration. His idea was to remove the objective lens altogether, record-
ing both the amplitude and phase of the wavefronts diffracted by the electron beam through
interference with a reference beam and recording the interference pattern, or hologram, on a
photographic plate. The object wavefronts could then be reconstructed optically, by illuminat-
ing the photographic plate with a mercury lamp and using conventional objective lenses. When
the hologram was illuminated, a real and virtual image of the object would form. With his 'new
microscopic principle’, Gabor showed that not only can the image be reconstructed without an
objective lens, but also that full three dimensional information about the object is contained

within the hologram [123]].

Gabor’s idea, while remarkable, was broadly left untouched by the scientific community for
a number of years. The practicality of holography was limited by the lack of high coherence

sources, poor image contrast due to the in-line nature of the recording process and the require-

34
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ment of recording the holograms on photographic plates. The invention of the laser provided
high coherence sources, which made the recording and reconstruction of visible holograms much
more practical. With renewed interest, Leith and Uptnaiks would develop a solution to the poor
quality of reconstructed images due to the overlapping reference beam by changing the record-
ing geometry to an off-axis layout [[124]]. Finally, the availability of digital cameras, combined
with Cooley and Tukey’s FFT algorithm [125]], allowed for the recording and reconstruction of
holographic images to be a completely digital process. In spite of the early lack of interest,
these practical developments have meant holography has become a widely applied technique
across microscopy, industrial process monitoring, data storage and medicine. As such, Gabor

was awarded the Nobel Prize in Physics for his work on holography in 1971.

3.1.1 Theory of Holography

In order to record a Gabor type or ’in-line’ hologram, a beam illuminates the object, and the
diffracted wavefronts from the object interfere with the primary beam to create an interference
pattern. The interference pattern contains information about the field of the object wave, and

has the form
Lot = |E0bj(r) +Eref|2

(3.1)
= |Eopj(0) ]+ |Eref|* + Eopj(0)Ejyp + Eopj(¥)*Erey,
where E,,;(r) is the scattered object field and E, s the primary reference wave. This interference
pattern is then recorded on a screen or a CCD to create the hologram. In the case of a physical
hologram, when it is illuminated by the reference wave again the light scatters from the hologram
and the field takes the form

Epoto = Eref(a + bItot)
(3.2)

= Eref(a + b|Eref|2> + bEref|E0bj (l‘) |2 + onbj(r) |Eref|2 + onbj(r)*E;%efa
where a and b are constants due to the linear response of the holographic film. The first term
is spatially constant and the second much smaller than the others as the scattered object field

is much lower than the reference field. This leaves the terms containing E,;(r) and E,;(r)",
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which represent the real and virtual image viewed by an observer behind the holographic film.
The presence of the virtual image is a major issue for in-line holography, as an observer focus-
ing on the real image will see the out of focus virtual image superimposed due to the in-line

geometry of the recording process. This vastly reduces the image quality.

A solution to this problem appeared a couple of decades after the introduction of holography
in the form of an off-axis geometry for the recording of holograms. Informed by concepts
from communication theory, the work of Lohmann and Leith and Upatnieks suggested a method
where a carrier frequency is added to the object field [[124,/126]. In an optical setup this takes
the form of a spatial modulation, with the reference beam tilted with respect to the object beam.

This is demonstrated in Fig. [3.1] Now the recorded intensity pattern takes the form
Lot = |Eopj(0) > + | Eref|* + Eopj (¥) Ejype KT + Eppj () Epepe™™, (3.3)

where k- r represents the angle between the object and reference fields. It can now be seen
following the same re-illumination process as in Eq. [3.2]that the real and virtual images are now
offset from each other (and the other terms) by angle k- r This greatly increases the signal to

noise ratio of the reconstructed image.

The other practical benefit to holography was the realisation that not only could holograms be
recorded digitally, but the reconstruction process could also be carried out digitally by comput-
ers, without the need for the re-illumination process. Goodman realised that the FFT algorithm
allowed for a reconstruction of the images through a Fourier transform of the recorded holo-
gram, which is equivalent to the re-illumination process (the diffraction of the plane wave by the
hologram can be thought of as a linear superposition of plane waves) [127]. By taking an FFT
of an off-axis hologram, the spatial frequency components of the object appear offset from the
DC components (the first two terms in Eq. [3.3)). These can be filtered off to leave just the virtual

and real image terms.
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Figure 3.1: Comparison of experimental setups for in-line and off-axis holography configura-
tions. In the off-axis configuration the angle between the signal and reference beams introduces
a carrier frequency to the object beam to offset the spatial frequencies of the object from the DC
components.

3.1.2 Experimental Methods

In order to obtain intensity and phase images from a digital hologram, first interference fringes
must be recorded on the camera, then numerical reconstruction must be performed on the
recorded fringe pattern. This section outlines the experimental methods used to record holo-
grams and reconstruct intensity and phase images.

To record holograms of an object, an interferometer must be aligned to record the interfer-
ence of the object beam with a reference. The main alignment consideration for either interfer-
ometer design is the temporal coherence between the object and reference beams. In order to
record an interference pattern, the phase between the object and reference beam must be stable

over the integration time of the camera. The coherence time of a source of light, defined as

1
fe=—— 34
¢ = A (3.4)

where Av is the linewidth of the source, provides a measure of the timescale over which the
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phase is stable. It is common to convert the coherence time to a length scale, defining the
coherence length of a source as . = ct., where c is the speed of light. To ensure interference is
observed, the path length distance between the object and reference beams must be kept within
the coherence length of source. Therefore, lasers are a common choice of source for holography

applications due to their high spatial and temporal coherence.

When an interference pattern containing the object has been obtained on the camera, inten-
sity and phase images can be reconstructed either by phase-stepping (for an in-line hologram)
or off-axis digital holographic reconstruction techniques. As the results presented in this thesis
use off-axis methods, phase-stepping will not be described; however an overview can be found
in [128]. A schematic of the reconstruction process can be seen in Fig. [3.2] The first step is an
optional subtraction of the reference and object beam intensity to suppress the contribution of
these terms to the DC component of Fourier transform. This step may not be needed if the fringe
contrast is high and the diffracted orders are well separated from the DC in spatial frequency
space, as they can simply be filtered off. However, in the case of poor fringe contrast, for exam-
ple unbalance of the object and reference beam intensities in the interferometer, or insufficient
separation from the DC components, then performing this subtraction can improve the SNR of
the resulting reconstructed images. The next step is performing a Fast Fourier Transform on the
interference pattern. From Eq. [3.3] a Fourier transform of the interference pattern with signal

and reference images subtracted gives
FRe |Eppj(0)Eyype ™ 1+ Eyyj(r) Epe feik‘“"r] = f(k—Kee) + /(K +Kee), (3.5)

where f(k — kgy¢) is the Fourier transform of E,;(r)E}, fe_iktilt'r. This gives two well separated
peaks k-space, with the separation given by the vector K¢, which is determined by the angle
between the object and reference waves. Achieving adequate separation in k-space requires that
the spatial frequency of the interference fringe oscillations is faster than all spatial frequencies

contained within E,;,; and E, .

With two well separated peaks in k-space, digital filtering can then be applied to select one

of the peaks. Different types of filter were experimented with over the course of the work pre-
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Figure 3.2: Schematic of the off-axis holographic reconstruction process. First, a hologram is
obtained by interfering the object beam with a reference beam. Optionally, an image of the
reference beam (shown) and in some cases the signal beam, can be subtracted to increase the
SNR of the reconstructed images. A FFT of either the hologram or the subtracted image is then
taken, from which a mask can be applied to select either the +1 or -1 diffracted order. An IFFT
of the masked FFT then allows for a determination of the intensity and phase of the object beam.



40 Chapter 3. Imaging Below the Detector Noise Floor with Digital Holography

sented in this thesis, with examples shown in Fig. [3.3] The diamond shaped mask is effective in
preserving high spatial frequencies in the reconstructed images of the object, whilst the circular
filter is effective at reducing noise in the reconstructed images. The Gaussian filter has similar
properties to the circular filter, but has the advantage of preventing ringing, producing smoother
images. Changing the area of the mask in spatial frequency space will affect the resolution of
the reconstructed images, with a larger area corresponding to a higher resolution. However, in-
creasing the size of the mask will also increase the amount of noise in the reconstructed images,

decreasing the signal to noise ratio.

Gaussian Mask Circle Mask Diamond Mask

Figure 3.3: Examples of different types of Fourier filters applied to pass object spatial frequen-
cies whilst blocking out DC components in the image reconstruction process. Shown is Gaus-
sian, circle and diamond shape masks. Each mask has different effects on the reconstructed
images.

Once masking has been applied, an inverse Fast Fourier Transform (IFFT) is taken. Assum-
ing the correct sign of kgt has been chosen, the IFFT gives E,;, j(r)Efe fe_iktilt'r. In order to
determine E,;, E;, fe”'kﬁ"'r must be determined. As Kgjy¢ is a linear phase ramp, it can either be
estimated from the position of the peaks in k-space or by more sophisticated methods such as
a centre of mass calculation. The conjugate of the reference £, ¢ can be determined from the
measurement of /.y and assuming that the phase of the reference beam is flat over its extent.
This assumption can be met if a sufficiently large reference beam is used, and any relative phase
not accounted for can be removed by additional image processing if required. Once E,; has

been determined, intensity and phase images can be reconstructed from the complex amplitude

and phase of the object field.
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3.1.3 The Paradox of Observation Without Illumination

Returning to the work of Gabor, shortly after his initial work on holography he would present an
intriguing paradox in a lecture presented at Edinburgh University in 1951 which was later typed
up [[129]. Conceived to demonstrate why classical physics cannot provide a full description of
the nature of light, "the paradox of observation without illumination’ asks the reader to imagine
an object illuminated with an arbitrarily small intensity of light. Classical physics does not
require any limits on the intensity of light, as the description of intensity as the square of the
amplitude of an oscillating field allows for the amplitude to be decreased to any level. Gabor
asks the reader to imagine a situation where this very weak field is interfered with a reference

beam with a very high intensity. The resultant intensity pattern recorded is described as
Lot :Iobj+lref+2(lsiglref>l/2 COS(P- (3~6)

If 1,5 is very small compared to other terms and can be neglected, and an image of /.y can be
recorded on its own, such that it can be subtracted from the total intensity pattern, Eq. [3.6 re-
duces to just the interference term 2(Z,p jlyer) 1/2 cos ¢, which contains all the information needed
to reconstruct an image of the object. So, by making the intensity of the reference beam large
enough, it would be possible to amplify the interference term such that an image of the object

could be reconstructed, even with arbitrarily low illumination.

Physical intuition suggests this cannot be true, so where has the reasoning failed? Classical
physics does not provide a full description of the nature of light; in reality the energy of the
electromagnetic field is quantised. This means that the light reaching the detector is detected
as a series of photons. As described in Section this series of photons will be subject to
Poissonian noise, meaning there will be uncertainty in any intensities measured at the detector.
In the case of observation without illumination this means an image of an object with arbitrarily
low illumination cannot be reconstructed by simply increasing the intensity of the reference
beam, as this will also increase the Poissonian noise on the homodyne or heterodyne signal. As

such, the SNR of the signal will always be limited by the shot-noise.

Whilst it is not possible to observe an object with arbitrarily low illumination due to Pois-
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sonian noise, the findings of this paradox are still remarkable. With a high intensity reference
beam, a weak signal that would not otherwise be observable due to detector noise could be
amplified above the noise floor by detection of the homodyne or heterodyne signal. If the homo-
dyne or heterodyne signal is sufficiently large then the detector noise becomes negligible when
compared with the Poissonian noise on the detected homodyne signal. It is interesting that Ga-
bor came from a communication theory background; this effect is well known to radio engineers
utilising homodyne or heterodyne detection and perhaps he was able to make the connection be-
tween this and his new field of holography. Similarly to his original idea of holography, the idea
appears to have been left untouched for a number of years despite Gabor alluding to the fact that
detector noise could be eliminated with this principle. To the best of the author’s knowledge,
the earliest mention within the literature in an imaging context was a demonstration of the noise
advantage that Fourier domain OCT compared with time domain OCT in 2003 [130]. A full ex-
perimental demonstration of a holographic imaging method as envisaged by Gabor was shown
in 2007 [[131]]. Perhaps the suggestion was too ahead of its time for an earlier demonstration, as
when CCD technology that would be affected by electronic detector noise was introduced in the
1960s, the complexity of digital holography in an age of large, expensive computers meant it
wasn’t thought of as a practical solution. By the time digital holography became more practical,
detector technology had likely improved to a point where digital camera noise was less of an

issue in the visible regime.
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3.2 Single Photon Imaging in the Shortwave Infrared with
Digital Holography

In this section I present the work that formed the publication "Near single photon imaging in
the shortwave infrared using homodyne detection", published in the Proceedings of the Na-
tional Academy of Sciences. This paper included two collaborative authors, Prof. Gerd Leuchs
and Dr. Paul-Antoine Moreau. Prof. Gerd Leuchs aided in the conception of the project, whilst
Dr. Paul-Antoine Moreau had built an early version of an interferometer in the visible regime
during his time in the Optics Group. Subsequent experimental work, presented in this section,

was performed by myself in Glasgow.

Imaging at a low illumination level, down to a single photon per pixel, is possible with mod-
ern CMOS and EMCCD cameras in the visible regime, as discussed in Section [1.1} However,
when imaging at wavelengths outside the visible region of the spectrum, the sensor architecture
changes resulting in higher noise floors. An example of this is the SWIR, where the noise floor
of state of the art InGaAs detectors is at least two orders of magnitude higher than state of the art
visible detectors. This poses a challenge to extending the range of single-photon and low-photon

illumination imaging applications to wavelengths outside the visible region of the spectrum.

In Section [3.1.3] it was described how with a high intensity reference beam it was possible
to amplify a weak signal above the noise floor of the detector and additional noise present when
using detectors outside the visible regime can be negated while imaging. This was demonstrated
by constructing a digital holographic microscope, with a SWIR illumination source and imaging
detector. The microscope, unlike a conventional digital holographic microscope which uses a
balanced signal and reference beam intensity for maximal fringe contrast [132]], was deliberately
unbalanced to take advantage of the optical amplification effect. The weak signal is amplified by
the high intensity reference beam above the noise floor of the camera, and phase and intensity
images of the object can be reconstructed using off-axis holography, where the measuring of
spatial interference allows for the reconstruction of intensity and phase images from a single

hologram.
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The method presented here shares some similarities with another coherent detection imaging
method, optical coherence tomography (OCT) [[133]. In OCT, a low coherence source illumi-
nates an object, and the backscattered beam is interfered with a reference beam from the same
source. This allows for intensity and depth information to be obtained from a sample when
the reference is scanned through different positions. Typically with OCT there is implicitly
some coherent detection gain, due to the backscattered signal having a lower intensity than the
reference, and it is known that Fourier-domain OCT outperforms time-domain OCT for this rea-
son [[130], and can obtain shot-noise limited precision in the right conditions. Whilst there are
many different OCT configurations which measure interference either spatially or temporally,
the main difference between this system and OCT is that by measuring spatial interference with
a high coherence source in an off-axis configuration allows for the measurement of intensity and
phase information in a single shot. In all OCT configurations, there is some form of ’scanning’,
whether that be lateral movements of the reference mirror, raster scanning the sample, phase
stepping measurements or sweeping the wavelength of the source. This ultimately limits the

acquisition speed of any OCT application.

In terms of previous work, the coherent gain effect that can be achieved with holography
has been demonstrated using a CCD to obtain images at a low detected illumination intensity
and has been shown to achieve shot-noise limited precision [131,/134} 135]. However, this was
performed in the visible region of the spectrum where low-noise cameras are already available.
Further, a homodyne detection scheme has been demonstrated in the context of quantum imag-
ing, by illuminating the object with the squeezed vacuum state and interfering with a classical
local oscillator to image below the noise floor of the detector [136]. The authors of this work
have also generalised their system to work with thermal states, measuring the mean temporal
variance between the output ports of the interferometer [137]. Whilst the quantum imaging
scheme can image below the shot-noise and therefore at very low photon counts, the advantage
of the classical scheme here is the ability to perform real-time imaging below the noise floor
from a single camera frame. Low illumination orbital angular momentum measurements have

also been demonstrated using an unbalanced interferometer [[138]].

In the work presented in this chapter, unbalanced homodyne measurements using a digital
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holographic microscope are taken in order to obtain images below the sensor readout noise in the
SWIR regime. Using coherent gain due to these measurements, imaging down to a illumination
intensity of ~ 1.1 photons per pixel per frame is demonstrated, around 200 times below the noise
floor of the detector. With this method it is possible to recover wide-field intensity and phase
measurements with measurable improved contrast over conventional images. The demonstration
of the method here will help extend the range of low-light imaging applications to domains
where low-noise detector technology does not exist. For example the method could be adapted
to the far-wave infrared or terahertz where environmental noise and detector noise become an
issue. Applications could also be found in biological and medical imaging scenarios where light
radiation dose is an important consideration, with a weak probing signal amplified by a strong

reference which does not interact with the sample.

3.2.1 Experiment Details

Figure 3.4: Experimental setup used to obtain off-axis holograms. A 1550nm laser source is
split into signal and reference arms using a beamsplitter, where intensity of the signal arm is
attenuated by a neutral density filter. The signal arm contains the optics for an inverted wide-
field microscope to image a sample, using a x 10 microscope objective and tube lens. The signal
and reference beams are recombined using a beamsplitter, and off-axis holograms recorded on a
SWIR camera.
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The experimental setup used is shown in Fig. [3.4] The signal arm of the interferometer
consists of an inverted wide-field microscope, using a x 10 microscope objective and a tube lens
as magnification optics. The signal from the microscope arm interferes with a reference beam
of much greater intensity. The signal intensity was attenuated by the use of neutral density (ND)
filters. The source used is a laser diode with a centre wavelength of 1550nm and a coherence
length of 24.0mm. The interference is then detected on a SWIR camera with a readout noise
of 180e™ per pixel and a quantum efficiency (QE) of 85% at 1550nm, giving an effective noise

floor of 207 photons per pixel.

Figure 3.5: Photograph of the demonstrator system taken at Laser World of Photonics. The
demonstrator included a controllable x,y, z stage for object positioning and focussing, as well as
live reconstruction software and graphical user interface.

For demonstration purposes, for example at conferences, the system was built into a compact
inverted microscope, with software written in LabView to perform image reconstruction in real
time. The frame for the microscope was taken from an existing system, which consisted of
supports for an x — y translation stage to hold the sample, and a z stage to allow focusing of
the image from the objective lens. A reference arm was added, along with the other optical
components. The reconstruction software was capable of reconstructing intensity and phase

images of a 400x400 pixel region of interest at video frame rates. Figure [3.5 shows an image
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taken of the demonstrator system presented at Laser World of Photonics for QuantIC, the UK

quantum imaging hub.

3.2.2 Image Reconstruction

From the imaging system off-axis holograms are recorded, from which intensity and phase im-
ages of the object can be reconstructed digitally. The reconstruction algorithm is similar to that
of most digital off-axis holography methods, described in Section[3.1.2] However there are some
small differences due to the unbalancing of the signal and reference beams. An intensity pattern
of

Bot = |Evef|* + Eopj(X)Ejy pe ™™ 4+ Eop j (1) Eprepe™ ™ (3.7)

is recorded, similar to Eq. but where we have assumed the signal intensity Iy;, is negligible
when compared with the other terms as it is below the noise floor of the camera. In a method
similar to Fatemi and Beadie [[139], and the original suggestion of Gabor [129], we take an
average of at least 100 frames of the reference beam alone and take an FFT of I;o; — I,.y. This
step is necessary to suppress DC component noise in the reconstructed images. Any remaining
DC contributions are subsequently masked out in the Fourier plane. After masking out the DC
components, the quadrant containing the interference term is selected along with the conjugate
quadrant which are averaged together. The unused quadrants are then masked, and an algorithm
based on a centre of mass calculation is used to calculate the relative angle between the beams
k- r. The reference field can then be approximated as /7. feik'r, allowing for a determination of
the object field E,,;. From this the intensity and phase components of the field can be retrieved.
The linearity of the grey scale between the conventional and reconstructed images was confirmed
by covering half the frame with clear glass and half the frame with a ND filter and checking
that the grey scale values for both the conventional and reconstructed images fell by the same
amount.

The choice of mask will affect the final reconstructed images. By filtering out more spa-
tial frequency space, the images will be more smoothed and there will be a loss of resolution.

However, this will also remove more low-frequency noise from the reconstructed images. Con-
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sequently, there is a trade off when deciding what mask to use. For our mask we tried two shapes
as shown in Fig. [3.3} an inverted diamond centred on the DC components and circular filters
(high-pass filters) centred on the cross-correlation terms. Typically the inverted diamond shape
preserves more spatial frequency space whereas high-filtering returns smoother images. For the

results in this work, we chose to preserve resolution with the diamond shaped mask.

3.2.3 Results

In order to determine the performance of the system a series of images of a silicon chip with
deposited gold features were taken at decreasing illumination levels, as seen in Fig. [3.6] The
silicon regions are transparent to light at 1550nm whereas the gold regions reflect light. The
holographic reconstructed intensity images were recorded alongside their corresponding con-
ventional images of the chip. These was taken for four light levels corresponding to an illumi-
nation level of ~250 to ~1 photons per pixel per frame. The holographic reconstructions are
shown at two different reference beam intensities to investigate the effect of the reference beam
intensity on performance. As filtering is applied to the holographic reconstructions, it was de-
cided to show conventional images with an equal amount of filtering applied for fair comparison.
A background subtraction was also applied to the conventional images to remove any ambient
light effects. All images shown are taken from a single camera frame.

The photon per pixel values for the reference intensity were calculated by converting the
pixel values from the camera into a number of photons using the manufacturer stated full-well
capacity of the pixels and the quantum efficiency of the sensor at 1550nm. This method could
not be used to calculate the signal intensity however, as the full-well capacity of the sensor
meant that 1 A.D.U on the camera corresponded to 39.7 photo-electrons, meaning that for sig-
nal intensities lower than this the signal information was contained within 1 bit. Instead, the
intensity ratio between the signal and the known reference intensity was calculated to obtain a
value in photons per pixel in the signal beam. To do this, the manufacturer stated transmission at
1550nm of the neutral density filters was used as well as measurement of the power drop across
the magnification optics in the signal beam using a power meter.

The reconstructed intensity images in Fig. [3.6] show that through the coherent gain from the
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Figure 3.6: A table of conventional camera images and corresponding reconstructed holographic
intensity images at decreasing illumination levels. Shown are conventional camera images at
four different signal intensities incident on the camera alongside their corresponding holographic
reconstructions. Images of a silicon chip with gold deposited features. The reconstructed images
are shown using a low intensity reference corresponding to a detected intensity of 18000 pho-
tons per pixel and also a high intensity reference beam corresponding to an intensity of 309000
photons per pixel. Due to spatial filtering inherent in the holographic image reconstruction pro-
cess, we also show conventional images with a background noise subtraction and equal degree
of spatial filtering applied alongside the raw images for fair comparison. All conventional and
holographic intensity image reconstructions were normalised by setting the minimum and max-
imum of the scale to the value of the 10™ and 90" percentile pixel value respectively.
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interference of the signal with the high powered reference beam it is possible to recover contrast
in the image of the object when it would otherwise be affected by the readout noise of the
camera. This is seen as a reduction of noise at higher intensities when the object is still visible
in the conventional images, or even recovering features of the object when it would otherwise
be obscured by noise for the lower signal intensities. The bottom row of Fig. [3.6] shows an
image of the object obtained for an average signal intensity of 1.1 photons per pixel. This means
that with an effective camera noise floor of ~ 207 photons per pixel, with the use of coherent
gain it is possible to recover an intensity image of the object from a single camera frame at an

illumination level ~ 200 times lower than the noise floor.

In order to further demonstrate the enhancement shown in Fig. as well as show the
effect of the reference beam intensity on the holographic reconstructions a series of intensity
cut-throughs for the filtered conventional images and both sets of reconstructed images is shown
for each illumination level in Fig. alongside calculated contrast values. The intensity cut-
throughs were calculated by averaging over columns between two sets of rows in the image with
clear bright and dark regions, corresponding to rows 10 to 45 and 230 to 265. The cut-throughs
were then normalised to the average value of the bright region in each cross section so that they
could be displayed on the same plot. Contrast was calculated as (Zpright — Laark)/ (Ibright + Ldark)»
where Ipign; and Iy, represent the intensity values of the bright and dark regions of the cut-
through respectively. This was calculated and averaged over 100 frames with the standard error
on the mean also calculated. It can be seen from Fig. that at the lower signal intensities
the contrast is lower when using a lower reference power. This is due to the signal not being
amplified sufficiently above the floor of the camera, such that the reconstructed intensity images

are still noisy due to the camera readout noise.

From Fig. it can also be seen that as the signal intensity decreases the contrast of the
holographic reconstructions also decreases. Whilst the amplification effect can negate the effects
of detector noise, the signal is still subject to shot noise fluctuations in the intensity. It has
been shown that for a homodyne detection scheme such as ours the signal to noise ratio (SNR)
is proportional to the square of the signal intensity [[134]]. Whilst the images are still noisy,

features of the object are still visible and have measurable contrast when compared with their
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Figure 3.7: Image intensity cross-sections for images displayed in Fig. alongside image
contrast statistics. Image intensity cross-sections were produced by averaging image intensity
over columns between two sets of rows for each image. Columns 0 —400 were averaged over
between rows 10 — 45 and 230 — 265 to generate the intensity cross-section line plots. These
plots were displayed on the same scale by normalising each to the average value of the bright
regions of the cross-section, columns 100 — 300. The contrast was then determined using the
average value of these bright regions and the average value of the dark regions and averaged over
100 frames with the standard error on the mean calculated. The dark regions were determined
by columns 0 — 75 and 325 —400.
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corresponding conventional images.
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Figure 3.8: Single frame conventional camera image alongside corresponding holographic in-
tensity and phase reconstruction images of an insect wing. The holographic intensity and phase
images show features of a transmissive object can be recovered by the system when they are
not visible in a conventional camera image. Furthermore, access to the phase image gives in-
formation on the optical path difference caused by the object. Note the blue portions towards
the lower right of the wing showing the phase discontinuity where the optical path difference
exceeds one wavelength. The intensity of the signal beam illumination incident on the camera
was calculated to be ~ 25 photons per pixel.

It 1s also worth noting that the system is capable of retrieving phase information from a
sample below the noise floor of the detector. An image of an insect wing was used to demonstrate
the imaging of an object with a complex transmission profile. Fig. [3.8] shows an image of the
wing at an illumination intensity of ~ 25 photons per pixel, with the conventional image and
holographic reconstructions of the intensity and phase shown. The phase image can show depth
information about the sample within 27A, before wrapping occurs. This can be seen in the
phase image in Fig. [3.8] where some wrapping can be seen as discontinuities in the lower right
portion of the wing. The access to phase measurements below the detector noise floor could be
attractive in the imaging of biological and material samples as it can reveal features of the object
that are otherwise not visible in the intensity profile.

With the system a loss of resolution is seen when comparing the holographic reconstructions
to the conventional camera images. While the Nyquist theorem might suggest that the funda-
mental limit of holography systems is two pixels, in practise the optical design of microscopes to
be oversampled at the detector means this limit is not reached in our system. Instead, the drop in
resolution is from the masking process, which filters out some spatial frequencies in the Fourier

plane. It is worth noting that this isn’t inherent to DHM, however, and could be overcome by op-
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tical design. If the wavevector Ky is large enough, then the diffracted orders can be sufficiently
offset from the central DC components such that there is no overlap and no spatial frequencies
are lost in the masking process. This could be achieved by using a value of K¢ larger than the
numerical aperture (NA) of the optical system, in our case the NA of the objective lens divided
by the magnification. With our system, using a low magnification (x4) microscope objective,
we cannot achieve a value of K¢ larger than the NA at the detector. This could be achieved by
using a higher magnification objective or a camera with a smaller pixel pitch, and it should be

possible to reconstruct images without the drop in resolution observed.
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Figure 3.9: Images of a USAF resolution target from the conventional camera image and recon-
structed holographic intensity image. It can be seen that in the conventional camera image the
smallest resolvable element is 1 in group 6 (largest element in the lower left of inner square),
whilst for the holographic image it is element 4 of group 5 (4th element down on right hand
side). This corresponds to a loss in resolution of 29.2% when images are reconstructed using
the holographic method when compared with what could be achieved with a conventional cam-
era image.

The resolution loss for the filtering performed in this experiment was quantified with the
use of a USAF resolution target imaged and the conventional and reconstructed holographic
intensity images compared. This can be seen in Fig. [3.9] which shows element 1 of group 6
is resolvable for the conventional image, giving a resolution of 64.0 Ip mm~! (line pairs per

millimeter). We see in the corresponding holographic intensity reconstruction that element 4 of
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group 5 is the smallest resolvable element, giving a resolution of 45.3 Ip mm~'. This means
with the filtering implementation for the results presented here there is a 29.2% drop in the

resolution of the holographic reconstructions when compared with their conventional images.

3.2.4 Discussion

Presented in this chapter is a holographic imaging method which is capable of reconstructing
intensity and phase images of an object at signal intensities below the noise floor of the camera.
It was possible to measure contrast in an image of the object down to a signal illumination of
~ 1.1 photons per pixel per frame, despite the camera having a noise floor 200 times higher. This
is possible due to homodyne detection amplifying the signal before the photoelectric conversion
process at the detector. A 29.2% drop in resolution was observed but it has been discussed that
this could be avoided by the optical design of the imaging system.

The intensity of the reference beam was identified as a key parameter to the performance of
the system, with a lower reference intensity leading to decreased contrast in the reconstructed
images. Due to this, the dynamic range of the detector used is an important consideration when
designing a system to utilise coherent gain. The results presented here were obtained with a
camera with a dynamic range of 72 dB, which allowed a maximum ratio between reference and
signal of 300,000:1.

With the ability to image down to an average signal intensity of ~ 1 photon pixel in a regime
where the detector noise is much higher the imaging scheme could extend the range of single-
photon and low-light imaging schemes to other regimes where low noise detectors do not yet
exist. This could be at UV wavelengths for example, or further into the infrared. Another regime
where detector noise is high is high-speed imaging, with cameras operating at kHz frame rates

often having high noise floors compare to those operating in the SWIR.



Chapter 3. Imaging Below the Detector Noise Floor with Digital Holography 55

3.3 Stand-off Speckle Holography Below the Noise Floor

This section describes the results which formed the basis of the publication "Low photon-number
stand-off speckle holography at kHz frame rates" published in Optics Continuum. This work was
the result of exploring whether the previous demonstration of imaging below the detector noise

floor could be applied to a stand-off detection setting.

When using active illumination in a stand-off detection setting, imaging can be challenging
as the intensity of the backscattered light decreases with the square of the distance to the target.
Some examples of stand-off imaging applications requiring active illumination include imaging
through scattering media such as fog or water [6}/7, 140] and imaging systems for autonomous
vehicles [5]. In some situations, it may not be appropriate to simply increase the illumination
flux to increase the backscattered signal reaching the detector, such as applications where eye-
safe illumination is required or if the imaging is covert in nature. If using an array detector with
a high noise floor, such as those designed to image at kHz frame rates or IR wavelengths, these
issues are especially apparent as the high noise floor limits the achievable SNR of the detection

of the backscattered signal.

In the previous section, an imaging scheme utilising homodyne gain was shown to be capa-
ble of imaging below the noise floor of a noisy detector. Digital off-axis holography, a form of
homodyne detection was used to reconstruct intensity and phase images from the interference of
the weak signal with the high intensity reference beam. Despite the widespread applications of
digital holography within closed interferometer setups, there have been fewer demonstrations of
stand-off holography systems, owing to the experimental complexity of recording interference
within the returned speckle pattern from optically rough surfaces. More typically, stand-off in-
terferometric detection would be performed by spatially filtering the speckle pattern to select a
single speckle, which is an inherently inefficient process. Stability of the interferometer over
long distances can also prove a challenge, especially if long exposures are necessary due to the
low return signal. An example of stand-off holography is electronic speckle pattern holography

(ESPI), a technique developed in the 1970s used to measure the displacement of an optically
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rough surface, where two holograms of the object are subtracted to give an image showing the
phase variation of the displacement as fringes in the subtracted image. More recent demonstra-
tions of stand-off holographic imaging include imaging through fog and fire [[141,142]. Intensity
correlation holography has also been proposed as a method for stand-off holographic detection
which removes the need for phase-stability between signal and reference, allowing long expo-
sures [[143]. Doppler holography is an example of high-speed stand-off holographic imaging,
where holography is used to perform Doppler measurements on backscattered light from tissue.
There have been several demonstrations performing Doppler holography to image retinal blood

flow in low-light, eye-safe conditions for ophthalmology [ 144/ 145].

There have also been several demonstrations of measurements of vibrational motion of a
remote surface using high-speed holography. Redding et. al performed off-axis holography
on the returned speckle pattern from a remote surface to obtain full-field phase measurements
of vibrational motion, showing a /N pixel advantage in SNR when compared to a single pixel
method [8]]. In another demonstration, Verrier et al. demonstrated a sideband holography method
capable of shot noise limited detection to measure vibrations on the scale of 0.01 nm [146].
Another method of measuring the vibrational motion of a remote surface is by using speckle
tracking methods, where a high speed camera is used to measure the change of the speckle
intensity pattern as the surface vibrates. Zalevsky et al. measured acoustic signals from various
targets up to a range of 30 m using this method [[147]]. Similarly, Cester et al. measured human
heartbeats by tracking the speckle pattern returned when a laser was directed at the persons

throat, using eye-safe illumination at a range of 2 m [[148]].

In the work presented in this chapter, the intensity imaging capability of the system is demon-
strated, where intensity images of a target at a range of 2m were reconstructed, down to an
average signal intensity of ~ 1 photon per pixel per frame at 50 kHz. The performance of the
system in relation to measuring the vibration of a remote surface is then investigated, showing
that vibrational motion can be measured even when the speckle pattern is below the noise floor
of the detector. This method could be applied to the interferometric methods of vibrational sens-
ing outlined above, or those which rely on speckle tracking, such that they are no longer detector

noise limited. This could increase the range at which vibrational sensing systems could operate,
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especially systems with eye-safe illumination requirements limiting laser power output.

3.3.1 Imaging System
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Figure 3.10: The experimental setup used to perform off-axis holographic imaging of a remote
target. A laser diode is coupled into a fibre beamsplitter, with the signal arm coupled to a fibre
collimator and directed at the target. The light backscattered from the target imaged by a tele-
photo lens, which is then re-imaged by lenses L1 (f = 16 mm) and L2 (f = 120mm) to magnify
the resulting speckle pattern on the detector array, such that multiple fringes can be recorded
within a speckle grain. The light from the target is then interfered with the collimated light from
the other output of the fibre beamsplitter, forming the reference arm of the interferometer. The
interference pattern is then imaged onto the high speed detector array. A single-mode fibre cou-
pled to a SPAD is used to measure the illumination intensity to calculate the number of photons
per pixel incident on the high-speed detector.

The experimental setup used is shown in Fig. It consists of a laser diode at 785nm
chosen for its coherence length of ~ 6 m, which is split by a fibre beamsplitter into a signal and
reference arm. The signal beam is collimated and directed at the target, whilst the reference is
sent through a fibre delay line to maintain coherence between the signal and reference beams
over the distance travelled by the signal beam to the target. The backscattered light from the
target is imaged by a telephoto lens. For an extended source, the feature size of the speckle
pattern formed on the detector solely depends on the wavelength and the numerical aperture

(NA) of the imaging lens. To ensure interference can be recorded, it is necessary that the feature
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Figure 3.11: Examples of different sizes of speckle recorded on the camera, along with inter-
ferograms and FFTs of the interferogram, obtained by changing f-number of the telephoto lens
which alters the numerical aperture. To ensure sufficient separation of +1 and —1 diffracted
orders from the DC components in spatial frequency space, the speckle must be large enough
that each bright speckle covers many pixels, reducing the extent of +1 and —1 orders.
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size of the speckle is large enough such that there are a sufficient number of camera pixels
within each speckle that the interference fringes can be resolved. Furthermore, the reference
beam must also be brought in to interfere with the signal beam at angle which is larger than
the NA of collection lens. It was found that meeting these conditions was not possible with the
telephoto lens alone, as the speckle pattern needed to be magnified further and the focal length of
the lens was not sufficient to place a beamsplitter between the lens and camera sensor. As such,
lenses L1 (f = 16 mm) and L2 (f = 120mm) were used to magnify the resulting speckle pattern
onto the camera sensor, also allowing for the positioning of a beamsplitter before the camera.
An adjustable iris within the telephoto lens also allows for control of the f-number to change the
size of the speckle on the camera, as is demonstrated in Fig. [3.T1] Figure. [3.11]shows in the top
row that the scale of the recorded speckle pattern is too small, and the extent of the +1 and —1
diffracted orders in spatial frequency space are too large to sufficiently separate the diffracted
orders from the DC components, which would lead to poor reconstructed image contrast. The
array detector used to record the interferograms is an iX i-speed 509 high-speed camera, capable
of recording a 256 x 256 pixel region of interest up to S0kHz. The high readout speed typically
introduces a large amount of readout noise however, and as such high-speed cameras have a high
noise floor when compared to cameras designed to operate at video rates in the visible region,
with the detector used in this work having a readout noise of approximately 50 photoelectrons

per pixel.

In order to measure the signal illumination in terms of a photon number, a SPAD connected
to a single mode fibre was placed in the other exit port of the beamsplitter, as shown in Fig.
[3.10] By measuring the number of photons entering the fibre, the number of photons per metre
squared was calculated using the known diameter of the fibre, which was then converted to a

number of photons per pixel per frame.

Intensity and phase images of the speckle pattern from the object were reconstructed using
the standard off-axis digital holography techniques described in this chapter, where an average
image of the reference beam was subtracted from the speckle hologram to improve the SNR of
the reconstructed images. After a FFT of the subtracted interferogram, a high-pass Gaussian

filter was applied to the select one of either the +1 and —1 diffracted orders, and a linear phase
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ramp applied to correct for the k-vector between the signal and reference beams.

3.3.2 Results
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Figure 3.12: Series of non-interferometric signal images of a USAF resolution target obtained
by the imaging system along with corresponding holographic reconstructed intensity images at
increasing frame rate. As the exposure time decreases, so does the photon-number flux detected
at the camera as measured by the SPAD detector. As the illumination incident on the camera
is decreased, the object becomes obscured by readout noise. However, in the holographic re-
construction images, image contrast is largely maintained down to a detected intensity of ~ 1
photon per pixel per frame.

The intensity imaging capabilities of the system under low-light conditions were explored
by acquiring a series of images of a USAF resolution test target whilst increasing the frame rate,
with the corresponding decrease in exposure time limiting the light from the target recorded on
the sensor. The reference beam was kept constant across the different exposure times with the
use of neutral density (ND) filters. The USAF test target was printed on card with a high resolu-
tion printer to give a target that would produce specular reflections. Images of the signal with the

reference beam blocked are shown alongside their corresponding holographic reconstructions in
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Fig. [3.13] As the exposure time decreases, and the detected signal is lowered below the noise
floor of the camera, it can be seen for the non-interferometric images with signal blocked that
the image contrast becomes lost within the noise floor of the camera. However, image contrast is
largely maintained in the holographic intensity reconstructions, with features of the USAF target
still visible, down to an average detected signal intensity of 1.60 £ 0.01 photons per pixel per
frame due to the amplification of the signal through coherent detection with the high intensity
reference beam.
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Figure 3.13: Signal-to-noise ratio against detected intensity in photons per pixel per frame for
a series of non-interferometric images and their respective holographic reconstructions. Also
plotted is the shot-noise limit for reference. Whilst the SNR of the non-interference signal
images is rapidly overcome with detector noise, the SNR of the holographic reconstructions
remains higher due to the amplification through interference. A 1/ V/N fit of the data points for
the holographic reconstructions shows the SNR approaches shot-noise limited sensitivity within
a factor of 0.70£0.07.

Under the right conditions, coherent detection can achieve shot-noise limited measurements
of a signal. To investigate the noise performance of the system, the signal-to-noise ratio of a
series of images, calculated both for non-interferometric images and their corresponding holo-
graphic reconstructions. The SNR was calculated by acquiring images of knife edge, defining
bright and dark regions from which the signal and noise statistics were calculated. The camera
frame rate was held at a fixed frame rate of 1kHz to prevent any differences in detector noise

from increased readout speed from affecting noise statistics, with the signal intensity varied with
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the use of neutral density filters instead. Figure[3.13]shows the SNR for both non-interferometric
images of the signal, and their corresponding reconstructed holographic intensity images plotted
against the detected number of photons per pixel, N, which was calculated from the SPAD chan-
nel. Also plotted is the shot-noise limit, defined as N/ /N, for comparison. The reconstructed
intensity images have a higher SNR than the non-interferometric images, as the detector noise is
no longer the dominant noise contribution. The imaging system approaches shot-noise limited
detection of the signal within a factor of 0.70+0.05. The reason for the difference is likely
due to temporal variations in the reference intensity, which cause fluctuations in the the DC
components of the reference subtracted interference pattern, which introduces noise into the

reconstructed images.
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Figure 3.14: Power spectral density plots for a vibration signal of 2 kHz measured from the
piezo at different ranges. Also shown are examples of the non-interferometric images at each
distance. It can be seen that whilst the returned signal collected on the camera falls beneath the
noise floor at 4m, it is still possible to measure the vibrational signal through amplification by
interference with the high powered reference beam. Note that the difference in frequency of the
peaks is due to drift on the function generator used to drive the piezo.

Recording the interference pattern of the backscattered light with the reference beam also
allows for a reconstruction of a phase image of the speckle pattern. This allows for the stand-off

detection of vibrational motion, up to the Nyquist frequency of the frame rate of the camera, by
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recording the phase of successive speckle patterns as the target vibrates. As long as the phase
difference between successive frames does not exceed 27, then the average phase difference
can then be plotted against time to construct a vibrational signal of the surface. To investigate
how the system performs as a stand-off vibrational sensor, a piezo speaker was attached to the
back of a scattering imaging target, and a tone at a constant frequency of 2kHz was played. A
series of interferometric images of the returned speckle pattern were then recorded at a frame
rate of 5kHz, from which phase images were then reconstructed and a time series of the average
phase difference calculated. This was repeated with the vibrating target placed at increasing
distances from the collection lens, from a distance of 2m to 6 m. At the longer distances from
the collection lens, the detected backscattered light falls below the noise floor of the detector.
Figure shows examples of the non-interference images of the speckle pattern returned from
the target, as well as the power spectral density (PSD) calculated using Welch’s method [149]
for each reconstructed waveform. It can be seen from Figure that at all ranges tested the
system is capable of recovering the vibrational signal, despite the intensity of the backscattered
light being below the noise floor of the detector at ranges greater than 4m. As the target is
moved away from the collection lens, the noise floor of the vibrational sensing system increases.

The phase noise on each pixel of can be calculated as [8,150]

2hvA
A = \/V%ﬂ{, (3.8)

where £ is Planck’s constant, v the optical frequency, Af the noise equivalent bandwidth, V
the fringe visibility and P total power reaching the detector. As the target is moved from the
collection lens, both the total power reaching the detector and the fringe visibility drop as the
intensity of the backscattered signal reaching the detector decreases. At a range of 6m, it was
possible to measure a signal with a SNR of 22.4 +(0.5dB, using an illumination source with a

power of 2.2mW.

The recording of more complex vibrational systems was also explored, where a speaker
was positioned behind the target and audio played. Figure |3.15| shows a spectrograms of a

recording of speech played on the speaker, alongside a spectrograms of the audio file played
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Figure 3.15: Example spectrogram of more complex vibrational signal. A recording of human
speech was played on a speaker behind the target surface, and a spectrogram of the signal from
the system is shown alongside the spectrogram of the input audio file for comparison.
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on the speaker, recorded at a range of 2m. Whilst it was possible to reconstruct such signals
under these conditions, the recording of stand-off vibrational signals in this manner is more
complex, due to considerations of the frequency response of the material the backscattered light

is collected from.

3.3.3 Discussion

In this section, a full-field, stand-off off-axis holography system acquiring images at kHz frame
rates was demonstrated reconstructing intensity and phase images under the condition if a low
return signal collected at the detector. With such a system, intensity and phase images of the
returned speckle pattern can be recovered, even when the signal is below the noise floor of
the detector. The recovery of intensity images was demonstrated down to a signal intensity of
1.60 £0.01 photons per pixel per frame, upto a frame rate of S0kHz. The noise performance
of the system was analysed, which showed the system approaching shot-noise limited detec-
tion within a factor of 0.70£0.07. With the applications of stand-off holographic detection
becoming more widespread, performing sensitive interferometric measurements with coherent
detection will help extend the applicability of these schemes to low photon flux scenarios where
the backscattered signal may fall below the noise floor of the detector.

The system was also demonstrated to be capable of performing vibrational sensing measure-
ments which are not detector noise limited, which would typically be the case when using a high
speed camera under the conditions of the low photon flux at the detector. A single frequency
tone was measured with a SNR of 22.4 +0.5dB, at a range of 6m, using an illumination power
of 2.2mW. This level of performance was despite the intensity of the backscattered light falling
below the noise floor of the detector. This demonstrates the possibility of such a method being
used to help extend the distance at which vibrational sensing can be performed with an array
detector, without the need to increase the illumination power. This could be especially useful
in cases where it is not possible to increase illumination power, such as systems which require
eye-safe illumination. The sensing of more complex vibrational signals was also demonstrated.

It is an interesting point of discussion that in the experimental setup used in this experiment, a

fibre delay line was used to maintain phase stability between the signal and reference beam when



66 Chapter 3. Imaging Below the Detector Noise Floor with Digital Holography

the round-trip distance to the target exceeded the coherence length of the laser (~ 6 m). However,
in order to observe interference the phase stability only needs to be maintained over the exposure
time of the camera. As cameras with very short time resolution are now available, interference
could be observed even if the round-trip distance exceeded the coherence time of the laser, as has
been demonstrated in a similar method based off intensity correlation holography [143]. Using a
laser with a very narrow linewidth in conjunction with a camera with very short time resolution

could allow stand-off speckle holography to be performed over very long distances.



Chapter 4

Holography for Imaging with Undetected

Photons

4.1 Imaging with Undetected Photons

In addition to the many quantum imaging experiments that use correlations between photon
pairs, there have been many other quantum imaging schemes which instead look to utilise quan-
tum interference effects for an advantage of classical imaging. Perhaps the most well researched
of these are so called non-linear interferometry or imaging with undetected photons imaging
systems. These systems, as many other quantum interference imaging schemes, are based on
the pioneering work into quantum interference by physicists at the University of Rochester in
the 1980s and 1990s [151}/152]. In 1991, the group of Leonard Mandel published work on the
interference of photons emitted from parametric downconversion, which they called induced co-
herence without induced emission [[153}/154]. In this work, a sketch of which can be seen in Fig.
.1} two downconversion crystals were pumped with mutually coherent pump beams, producing
signal and idler pairs at 788.7nm and 632.8 nm respectively. The crystals were aligned such that
the idler mode i; from the first downconversion crystal overlapped with the second idler mode
ip from the second crystal. The signal beams from the first and second crystal s; and s, were
then combined at a beamsplitter, where the signal count rate was measured by detector D;. The

idler count rate was also measured by detector D;.

67
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Interference was seen in both the coincidence rate R,; and the counting rate Ry, when the
idler beams were within the coherence length of the signal beams. If the intensity of the down-
conversion was large, then it would be expected that i; would induce downconversion in the
second crystal NL2. In this case, the fields i; and i; would be mutually coherent and necessitate
that s; and s, were also mutually coherent and interference would be seen. However, interfer-
ence was still seen when the intensity of the downconversion was weak, such that emission from
NL?2 was spontaneous. Also remarkable was that if a phase shift was added to the idler arm, the
interference present in the signal counting rate R; would modulate according to that phase shift,

without having to measure the idler photons in coincidence.

BS1

Figure 4.1: A sketch of the original induced coherence without induced emission experiment,
presented in Refs. [153]154]]. A mutually coherent pump beam pumps non-linear crystals NL1
and NL2, producing signal and idler pairs s, i1, s and ip. If the crystals are aligned such that
photons emitted into mode i, overlap with idler emission i from the first crystal NL1, when the
signal beams are combined at the beamsplitter interference will be seen in the counting rate Ryi
and R;.

The interference in the coincidence rate Ry without induced emission was explained by
the indistinguishability of the photon pairs from either crystal. As it is not possible to determine
whether a coincidence count was caused by a photon pair from the first or second crystal, the out-
comes are indistinguishable, and the probability amplitudes must be added together and squared,
leading to the observed interference. Blocking the idler path i; causes a loss of interference as
it is then possible to determine that the coincidence must have been from a photon pair emitted

from the second crystal. If efficient detectors are used, such that every signal photon detected is
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accompanied by and idler photon, the idler detector D; is no longer necessary, and interference
will be seen in the count rate R alone. The idler beam i is said to be inducing coherence in the
signal beams without any additional emission. The explanation of the loss of interference when
an object is placed in the path of i; without the detector D; present is more subtle however. At
first, it may appear that there is still no way of knowing which crystal the detected photon was
emitted from the measurement of R;. However, the outcome indistinguishability relies not only
on what is measured, but what is in principle measurable from the system. Consider that i; is
blocked and D; were reintroduced such that a coincidence between Dy and D; is measured. This
means that the photon measured at Dy must have come from the second crystal, as the idler path
in the first is blocked. Even the possibility of knowing the which way information is enough to
destroy the interference seen in Ry, even if the coincidence rate Ry; is not measured, or the idler

detector D, is not present at all.

In 2014, Lemos et al. would extend this work to devise a full-field imaging scheme based
on induced coherence without induced emission, and use a crystal with greater non-linearity to
image an object with 1550 nm idler photons, but only detecting signal photons at 810 nm [[155]].
A sketch of the setup is shown in Fig. 4.2 In order to exploit the effects of induced coherence
without induced emission for full-field imaging, the momentum anti-correlations between signal
and idler in type-0 downconversion were used. By placing the camera and object in the far-field
of the downconversion crystals, there is a point by point correspondence of the spatial modes
from the object plane to the array detector. This allows a transmission image of the object to
be measured by subtracting the constructive and deconstructive interference images from either
output of the beamsplitter. In a similar manner to ghost imaging, the method was proposed as a
solution to imaging at wavelengths at which suitable detector technology, for example in terms
of noise performance, does not exist. Unlike ghost imaging however, the method does not rely
on coincidence measurements of photon pairs, meaning that higher illumination levels can be
used, as single photons do not have to be detected. This means much shorter acquisition times
can be used in so called imaging with undetected photon schemes compared with the typically

long acquisitions for ghost imaging.

Since this full-field imaging demonstration using non-degenerate downconversion, there
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Figure 4.2: Diagram showing two common configurations of imaging with undetected photons
experiments. The Mach-Zehnder layout was the original used by Lemos et. al. [155]. Subse-
quent experiments have used the folded Michelson layout, where NL1 and NL2 are the same
crystal, with the pump reflected back with the signal photons. In both layouts, a series of lenses
are used to image the Fourier plane of the crystal onto the object and camera.

have been numerous extensions of the technique to perform imaging and sensing with unde-
tected photons. Phase shifting holography techniques have been implemented to allow phase
as well as transmission images to be obtained from the object placed in the idler arm. There
have also been several demonstrations of microscopy with undetected photons, either through
the use of further magnification optics when the object is placed in the far-field of the crys-
tal, or by placing the object in the image plane of the crystal where the position correlations
between signal and idler allow for higher resolution imaging [156}/157]. Microscopy with un-
detected photons has been applied to fabrication quality control and biological imaging. Optical
coherence tomography with undetected photons has also been demonstrated, using the low co-
herence of the downconverted photons and scanning the signal mirror to construct 3D scans of
a sample [158|159]. Numerous studies have also utilised the broadband nature of the emitted
photons from SPDC. This includes frequency-domain OCT [160] and hyperspectral imaging.
There have also been several spectroscopy applications, which use the tuneability of periodi-
cally poled downconversion crystals. This has enabled FT-IR spectroscopy of samples such as

gases and polymers [[161-H163]].
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4.1.1 Experimental Techniques

The conditions required for interference can make the design and alignment of imaging with
undetected photons setups challenging. Furthermore, the use of SPDC means the signal and idler
paths are not visible to the eye, adding difficulty to alignment. Imperfections in the alignment
can impair contrast of the interference fringes obtained, which ultimately limits the SNR of
imaging. Here the conditions for interference and techniques to fulfil them and maximise fringe

contrast are discussed.

In a typical interferometer, the coherence length of the source is a key consideration in design
and alignment. In imaging with undetected photon schemes, there are two restrictions on path
length mismatches arising from the downconverted photon pairs. Figure shows a Mach-
Zehnder type layout of a non-linear interferometer. If the distances from BS1 to the first and
second non-linear crystals NL1 and NL2 is labelled /,, ; and [, » respectively, the idler path from
NLI to NL2 labelled /; 1 and the signal paths /s | and /s> from NL1 (NL2) to BS2, the following

conditions on path length difference must be met

Al =1y 1+ 11—y <leonps (4.1)

Al2 = li.,l + ls.,2 - ls,l < lcoh,m (42)

where lcop, and .,y s are the coherence lengths of the pump and signal. In practise, the first
condition means choosing a pump laser with a long enough coherence length for the chosen
experimental layout, which should not be too much of a challenge given the availability of high
power, long coherence length lasers available. However, second condition can prove more of a
challenge due to the broadband nature of downconverted light, meaning the coherence length of
the signal can be of the order of 107> m. Narrow bandpass filters, placed before the camera, can
be used to narrow the linewidth of the signal photons in order to increase the coherence length.
As with a typical interferometer, an alignment laser with longer coherence length can be used to
find an approximate path length match and micrometre translation stages used to finely balance
the signal and idler path lengths. Both conditions become simpler to meet if the interferometer is

built in a Michelson type layout, also shown in Fig[4.2] In this configuration, when the two arms
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are an equal length then both the path difference conditions will be met. As such, the Michelson
configuration has become common amongst imaging with undetected photons set-ups.

The next consideration is the spatial alignment of the system. To observe interference with
good visibility it is necessary that the signal and idler generated from the first crystal overlap
well with the signal and idler generated in the second pass. Furthermore, imaging lenses must
be positioned correctly to image the desired planes at each crystal, misalignment can reduce the
degree of overlap and reduce visibility. As the SPDC beam in either the signal or idler arm is not
visible by eye, it is usually helpful to align components using the pump, removing and replacing
any dichroic mirrors as necessary so the pump beam is visible by eye and ensure both signal
and idler passes overlap properly. To monitor the position of the beams it can also be useful
to have access to imaging both the far-field and image plane of the crystal using flip mounts to
ensure the beams are well overlapped. Access to both planes is useful for correct positioning
of imaging lenses also; placing a knife-edge on mirrors and checking for a sharp edge in the
far-field or imaging defects and dust on the surface of the crystal in the image plane.

In order to maximise fringe visibility, losses in the interferometer are also an important
consideration. As losses in the idler beams between the first and second crystal reduce the
mutual coherence of the signal beams, any loss in the idler arm will reduce the resulting fringe
visibility and cannot be compensated for [164]]. Therefore, it is essential that care is taken
to minimise idler loss. This means ensuring all optics have the correct anti-reflection (AR)
coatings, lens materials have the best possible transmission for the idler wavelength and similarly
mirrors have the best possible reflectivity. Losses between the signal beams will also reduce
fringe visibility; however, this can be compensated for by introducing loss into the other signal
beam. In a two crystal setup such as the one shown in Fig. [.2] by splitting the pump with
a polarising beamsplitter (PBS) and positioning a rotating half wave plate before the PBS, the
relative pump power between the two crystals can be controlled, allowing fringe visibility to be

maximised [[165]] .



Chapter 4. Holography for Imaging with Undetected Photons 73

4.2 Off-axis Single Frame Complex Image Reconstruction for

Imaging with Undetected Photons

In this section, the basis of the publication "Single-frame transmission and phase imaging using
off-axis holography with undetected photons", published in Scientific Reports, is presented. This
project was a collaboration with authors from Imperial College London and the University of
Bristol, conceived of during meetings of the UK quantum imaging hub, QuantIC. All experimen-

tal work on the project was carried out by Dr. Emma Pearce and myself in Glasgow.

In all imaging with undetected photons schemes prior to this work, the interferometer has
been aligned in an on-axis configuration. In an on-axis configuration, multiple interferograms
must be acquired at equally spaced phase shifts to reconstruct the full oscillation for each pixel.
This is achieved with a small movement of either the signal or idler mirror using some form
of motorised stage. For these phase-shifting methods, a minimum of three images at different
phases is required, which slows the effective frame rate of the system, as time is required for the
stage to move and settle, and multiple exposures of the camera are needed. In the case of low
photon flux at the detector, which is common when using SPDC illumination, long exposure
times can be necessary making the overall process time consuming. One option is to image the
transmission profile directly from the interference, allowing video rate imaging of the sample
[166]], however with this approach it is not possible to obtain a phase image of the sample.
Another approach obtained both transmission and phase images from a single frame by splitting
the detected signal into 4 regions of the sensor, each with a different phase shift and applied a
phase-shifting reconstruction algorithm to the four images. However, this approach means that
the SNR of the obtained interferogram is reduced by a factor of 4 when compared to conventional
methods, and significant experimental complexity is introduced [167].

In this section, an experimental demonstration of a single-frame approach using off-axis
holography is presented, as suggested in [[164]]. As discussed in Chapter [3] off-axis holography
allows for reconstruction of the object field from a single interferogram by introducing an angle

between the object and reference waves. The introduction of a spatial carrier frequency separates
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the +1, —1, and DC diffracted orders from each other in k-space. This allows digital filtering to
be applied in k-space and subsequent processing gives a reconstruction of the object field. In the

case of a linear interferometer, the interference pattern detected on the camera takes the form
Lot = Iobj + Iref +2R [Eobj (l’)E;kef(l’) exp (iktiltr)} s 4.3)

where 1I,,; and I,y are the intensities of the object and reference waves, E,; and Ej.r the
complex fields of the object and reference waves and K¢ is the relative wavevector between
fields introduced as a spatial carrier frequency. As discussed in Section typically the
non-interfering terms I,;; and I, ¢ are subtracted using pre-recorded images and a Fast Fourier
Transform (FFT) of the remaining terms yields the two interference terms which are separated in
k-space. The application of a spatial filter, for example a Gaussian low-pass filter, allows for the
selection of one of these terms which, when an inverse FFT (IFFT) is performed, corresponds
to Egpj(r)E,, ;(r) exp (ikgr). Assuming a flat phase profile, the measurement of /. s allows for
an estimate of E,. ¢, and a linear phase ramp can be calculated from the location of the centre
of the term in the Fourier transform to correct for K¢¢. This allows for a calculation of the field
information about the object contained within E ;.

Comparatively, in a nonlinear interferometer for imaging with undetected photons in the low

gain regime of SPDC, the recorded intensity takes the form
o . 2
lior = sig,1 + Isig,2 +2R [Asig,l (r)Asig,Z(r) eXp <l¢ + lktiltr) [T(I‘) eXp (“Pobject (I‘))} ] ’ (4-4)

where a position-dependent transmission 7'(r) and phase ¢9abject(Y) contain the object informa-
tion, which is squared as the object is double passed in the Michelson interferometer. Com-
paring with Eq. @, it can be seen that /e 1 + Lo > can be determined by recording a frame
when the idler beam is blocked, so a subtraction from the total intensity can be performed in
a manner similar to a conventional reconstruction. A FFT of the subtracted image can then
be taken and spatial filtering applied to select one of the diffracted orders. This results in
Ayig 1(T)Asig 2 (t) T (r) exp (i + 2i@,p joct (r) + ikginr) after the IFFT. It is assumed that the am-

plitude profile of the first and second pass signal beams, Ay, 1(r) and Aggo(r), respectively,
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are approximately equal, and so division by half the measured DC signal, (1 + Lig2), yields
T2(r) exp (i@ + 2i@opject (r) + ikgiyr). The phase ramp K is calculated in exactly the same
way as in a conventional off-axis scheme. The global phase (¢) can also be removed in a
pre-calibration step by calculation of the phase without an object present. This allows for a
calculation of the object transmission 7'(r) and phase @,p jec, (r) from a single camera frame.

By obtaining tilt fringes within the non-linear interferometer, and following the above re-
construction process, it is demonstrated that it is possible to reconstruct transmission and phase
images from a single interferogram. This demonstration will help reduce acquisition times in
imaging with undetected photons schemes, and enable transmission and phase imaging capabil-

ity of dynamic scenes. Since publication, the method has already been applied to reducing the

acquisition time of methane sensing with undetected photons [168]].

4.2.1 Imaging System
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Figure 4.3: Experimental setup for off-axis holography with undetected photons. Purple in-
dicates the UV, 355 nm pump beam, which is used to pump the BBO crystal, cut for type-1
non-degenerate downconversion to produce signal and idler pairs at 460 nm (blue) and 1555 nm
(red), respectively. The interferometer uses a Michelson type layout, where the pump travels
along the same optical path as the signal photons and are reflected back to a second pass of the

crystal.
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Figure {.3] shows the experimental setup used to perform off-axis digital holography with un-
detected photons. A 275 mW continuous-wave laser at a wavelength of 355 nm is prepared in
polarization by a half-wave plate (HWP) and a polarizing beam-splitter (PBS) before pump-
ing a 5 mm-thick beta barium borate (BBO) crystal. Signal (460 nm) and idler (1555 nm) pairs
are produced via non-degenerate type-1 SPDC. The idler photons are separated by a long-pass
dichroic mirror, with signal and pump propagating together towards the signal mirror, while the
idler is sent to the idler mirror. The object to be imaged is placed in front of the idler mirror. A
lens in each arm (f = 100 mm) is used to image the Fourier plane of the crystal onto the mirrors
(object). All three wavelengths are then reflected to pass back through the crystal. Upon the
second pass of the pump, there is a probability to generate another signal-idler photon pair. If
the interferometer is correctly aligned, the indistinguishability of idler pairs will induce coher-
ence between the signal pairs. The signal and idler photons are then separated from the pump
at the PBS, with any residual pump and idler removed by a combination of filters. The camera
is placed in a projected Fourier plane of the crystal and records the interference of the signal

photons. The idler photons which interact with the object are never detected.

Introducing tilt fringes can be achieved by either tilting the signal or idler mirror within a
non-linear interferometer, even though the idler photons are never detected [169,|170]]. This
is remarkable when compared with a conventional interferometer, and is a consequence of the
interference depending on all three fields within a non-linear interferometer. In this experiment,
it was chosen to align the signal mirrors for maximum intensity at the camera to ensure good
overlap between the two signal passes, and then introduce tilt through the idler mirror to produce

tilt fringes at the detector.

In order to ensure that it is possible to isolate the +1 diffracted order from the DC and —1
order with the spatial filtering applied, enough tilt fringes must be introduced such that the +1
order is sufficiently separated in k-space. Ideally, the spatially frequency of the tilt fringes intro-
duced would also be faster than all spatial frequencies contained within the object and the signal
beams such that filtering can be applied without compromising reconstructed image resolution
by the removal of higher spatial frequencies. However, introducing more tilt fringes will worsen

the fringe contrast as the beams walk off from each other, as with a conventional interferometer.
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Figure 4.4: Digital off-axis holography acquisition and analysis. Example frames showing (a)
interference, (b) the reference beam acquired by blocking the infrared path, and (c) interfer-
ence with the reference subtracted. Raw camera frames are shown in Analog-to-Digital Units
(A.D.U.) A vertical cut averaged over the rows (zoomed inset) shows ~ 25 fringes with a maxi-
mum 22.8 £ 0.9% contrast. Also shown is (d) the FFT of the subtracted image and (e) the mask
used in the image reconstruction.

Alignment of the system thus becomes a balance between maintaining a reasonable fringe con-
trast such that signal-to-noise ratio (SNR) of images is preserved, whilst introducing enough tilt
fringes in order to preserve high spatial frequencies in the reconstructed images after filtering.
Figure. 4.4 shows the interference pattern and reference subtraction used; the system is aligned
such that there are ~ 30 fringes in the field of view (FoV), measured to be 12.47 + 0.03mm. This
results in a maximum fringe contrast of 22.8 + 0.9% as measured on 1000 reference-subtracted
images, defined as (Lygx — Inin) /2A sig,1Asig 2, glving a maximum measurable transmission of
0.48+0.01. A Gaussian filter was chosen to isolate the +1 diffraction order. Whilst subtraction
of an image of the signal beams removes the majority of the DC component, a mask was applied
to the central ~ 5 pixels to remove any remaining DC component. Figure #.4 shows an example

of an unmasked and masked FFT of the interference pattern used in the image reconstruction.

4.2.2 Results

Figure {1.5] shows transmission and phase images of a binary transmission, star-shaped target
placed in the idler arm acquired with the imaging system. The transmission and phase images

were both reconstructed from a single interferogram, which were acquired at a rate of 10Hz.
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Figure 4.5: Single-frame complex image reconstruction of (a) a phase object (overlapping pieces
of cellotape) and (b) a binary transmission object (3D printed star). Objects measured over
a 12.47 £ 0.03mm field of view. Note the phase measured here is twice the optical phase
thickness of the object due to the double pass.

In order to demonstrate phase imaging capability of a system, an example of a transmissive
‘phase object’” made from two pieces of overlapping cellotape is also shown. From the phase
images, variation in the optical thickness in the cellotape can be seen which is not present in
the transmission image. Note that in the phase images, due to the presence of a global phase, a
pre-calibrated reference phase has been subtracted in order to measure the phase profile of the
object alone and no unwrapping is currently performed. Figure .5 demonstrates that by using
off-axis holography, it is possible to reconstruct transmission and phase images from a single
interference pattern in a non-linear interferometer where the light detected has never interacted

with the object.

To assess the performance of the imaging system, the SNR and resolution of the recon-

structed images were measured. These metrics were measured by placing a knife-edge in the
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Figure 4.6: a) Reconstructed image of a slanted edge placed in the idler arm, with the region
used to measure the edge response of the system indicated. The tilt of the edge was corrected
for and the edge response fitted with a Gaussian error function (zoomed inset). The derivative
of the error function is a Gaussian, the FWHM of which is used to calculate the point spread
function. This was repeated for 1000 frames with the mean value calculated and error stated as
the standard error on the mean. b) Plot of measured resolution and signal to noise ratio as the
size of the high-pass Fourier filter is varied. It can be seen that an increasing mask size increases
resolution whilst decreasing signal to noise ratio due to the inclusion of more spatial frequencies
and more noise.

idler beam. The resolution was measured by fitting a Gaussian error function to the edge re-
sponse, as shown in Fig. .6l The PSF of the system is calculated as the full width at half
maximum (FWHM) of the Gaussian function obtained from the derivative of the Gaussian error
function fitted to the edge response. This calculation was averaged over 1000 frames, which
gives a measurement of the PSF in units of pixels. With knowledge of the magnification of
the system, including the wavelength magnification inherent to imaging with undetected pho-
tons [[171], and knowledge of the pixel size, the PSF of the system was calculated as 287 + 1 um.
The FoV of the system was calculated by a measurement of the extent of the signal beam on the
camera and a similar calculation, measured to be 12.47 + 0.03 mm. This allows for an approx-
imation of the number of spatial modes of the system as 1890 £ 20. In the far-field [156], the
theoretical FoV is calculated as FOV = 2/6;/M where f is the focal length of the lens matching
the far-field of the crystal to the object, 6; is the emission angle of the idler photons and M the
magnification factor due to the difference in wavelength of signal and idler photons [[171]. The

emission angle of the idler photons can be derived from the phase-matching conditions in the
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crystal, however this does not account for the broadband nature of the downconverted photons.
To more accurately estimate the emission angle a model taking into account the 5 nm bandpass
filter used in the experiment was used [39]. From this calculation, a FOV of ~ 12.97 mm is

expected. The resolution is calculated as

V2In2fA;

4.5
T (4.5)

OXcorr =

where 4; is the idler wavelength and w), the pump beam waist. This gave a theoretical value of

the resolution as ~ 406 um. The total number of spatial modes is then calculated as

2
myp = ( Fov ) ; (4.6)

OXcorr

giving a total number of modes as ~ 1000. The difference between the theoretical and experi-
mentally measured value of the FoV in this experiment can be explained by the difference in the
angle of the BBO compared to the nominal value used in calculations, and a difference in the
modelled value of the emission angle compared to the true value. The emission angle is sensitive
to the centre wavelength and bandpass of the filter placed before the camera; in this experiment
the filter was tilted slightly to optimise the detection of the signal photons on the camera, and
as such it is difficult to precisely estimate the centre wavelength and bandpass. The difference
between the measured and theoretical FOV corresponds only to a 0.04° difference in emission
angle. The difference between the theoretical and measured value of the resolution is likely due
to error in the value of the pump waist used in the calculation, corresponding to a difference in
beam waist of 0.4 mm. The value of the pump beam waist used was taken from the manufacturer
specification sheet as 1.0 = 0.2mm. Further, the theoretical value is calculated from the corre-
lation strength between downconverted pairs. For the calculation of the experimental value, it is
assumed that the PSF is equivalent to the correlation strength, however this does not account for
optical effects such as aberration which could broaden the PSF of the optical system and cause
a discrepancy between theoretical and measured values.

Figure [4.6(b) shows the effect of changing the spread ¢ of the Gaussian mask used in the

reconstruction process on both the measured resolution and SNR of the reconstructed images.
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The SNR of the images was measured by masking the bright and dark regions of the image as
indicated in Fig. 4.6(a) and averaging over 1000 images. The same process as detailed above
was used to estimate the resolution of the images at different mask sizes. As the mask size is
increased, it can be seen that the resolution improves as higher spatial frequencies are included
in the reconstruction, however more noise is also passed through the filter causing a reduction
in SNR. For the mask used in Fig. {f.6(a) (Mask 6/Nyquist Spatial Frequency = 1), the SNR
was calculated as 3.680 £ 0.004. At this size of mask, it can be seen from Fig. [4.6(b) that
the improvement in resolution begins to level off. As such it was determined that the masking
process does not have a significant effect on the resolution of the system. As the predicted
and measured resolution of the system are in agreement, it can be concluded that the off-axis
approach does not result in a notable deterioration of the resolution of the imaging system. This
is in agreement with Figure [4.4] which shows that the high spatial frequencies from the object
appear well-separated in the +1 and -1 diffracted orders, and no fringes are observed in the
reconstructed images, as would be the case if there was significant overlap between diffraction
orders. As the alignment here was chosen as a balance between best separation of the +1 and
-1 diffracted orders and SNR, there is still likely a small degree of information loss due to
overlapping orders. Whilst greater separations were possible in this experimental configuration,
they were avoided due to their adverse effect on SNR.

Finally, it is demonstrated that the single-frame reconstruction and FFT based analysis means
that both the recording and reconstruction of transmission and phase images can be performed at
video rates. The reconstruction process was integrated into a graphical user interface, allowing
for the recording of dynamic scenes of frame rates of up to 33 frames per second. Figure [4.7]
shows a sequence of images from a video of the binary transmission target as it is moved across

the IR path, demonstrating the video rate capabability of the system.

4.2.3 Discussion

In previous experiments obtaining tilt fringes within non-linear interferometers, it was only pos-
sible to obtain a few fringes over the field of view (FoV). This is likely because in these exper-

iments, quasi-phase-matched periodically poled downconversion crystals, such as ppKTP were



82 Chapter 4. Holography for Imaging with Undetected Photons

o o o
N w S
IR Transmission

o
-

o
Phase

Figure 4.7: Reconstructed transmission and phase images from selected frames from a 33 frames
per second video of a moving binary transmission target.

used. Periodically poled materials are typically chosen due to their higher downconversion ef-
ficiency, high non-linearities and wavelength tuneability when compared to bulk materials such
as BBO. However, the poling of the crystal limits the transverse size possible, as such most
periodically poled crystals have apertures limited to a couple of millimetres. Considering the
sketch presented in Fig. [{.8] it can be seen how achieving significant tilt between interfering
beams in the far-field, whilst maintaining overlap between the beams, necessitates some degree
of separation at the crystal. By using a bulk BBO crystal, with dimensions 10 mm x 10 mm, a
larger degree of tilt between beams can be introduced. This effect is evident here when tilting the
signal mirror instead, as the first and second pass of the pump are visibly separated at the crystal
when many fringes are present in the interferogram. The geometric constraints of the crystal
aperture are therefore an important consideration when applying this technique to IUP systems.
After submission of the manuscript that formed the basis of this section, a manuscript presenting
an alternative method of performing off-axis holography with undetected photons came to the
attention of the authors [[172]]. In this work, the forward and backward path of the signal pho-
tons are spatially separated into a Mach-Zehnder interferometer, before being recombined with
a beamsplitter before the camera. A tilt angle between the two signal beams is introduced by one
of the mirrors before the beamsplitter. Whilst this setup does introduce significant experimental
complexity, it does allow for greater tilt angles to be introduced without sacrifice of SNR and

provides a viable method if using a periodically poled crystal with a small aperture.

When using off-axis holography for imaging with undetected photons, the main downside
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Figure 4.8: Sketch demonstrating how introducing tilt between interfering beams whilst main-
taining overalp in the Fourier plane of the crystal necessitates some degree of separation of the
beams at the crystal.

when compared with phase-shifting is the trade-off between SNR and resolution introduced by
the tilt fringes themselves and the filtering process. Whilst in principle it is possible to perform
off-axis holography without loss in resolution, obtaining a sufficient angle between interfering
beams is a challenge in a nonlinear interferometer due to the loss of visibility when walking
beams off from one another. Whilst an off-axis approach is unlikely to produce images with as
high SNR and resolution as phase-shifting, it does have a significant advantage in the speed of
both image acquisition and image processing, as well as experimental complexity, with no need

for motorised stages.

Whilst the image reconstruction in this paper is relatively simple, there is scope to explore
more complicated image reconstruction approaches, for which there is a large body of work
within digital holography literature [I73H175]]. Some of these approaches may be able to in-
crease the signal to noise ratio and resolution of the reconstructed images, addressing the issues
discussed above [[I76]. By demonstrating off-axis holography with undetected photons, many
previously demonstrated techniques within digital holography literature can now be explored at
wavelengths which pose a challenge in terms of detector technology. Such techniques may in-
clude for example off-axis spatial multiplexing and quantitative phase imaging techniques
for disease identification [178]).

To conclude, in this section work applying off-axis digital holography to imaging with unde-
tected photons for the first time was presented. The use off-axis holography was found to have
no noticeable effect on the resolution of the imaging. The single frame nature of the reconstruc-
tion process facilitated video rate imaging at 33 frames per second. This demonstration will help

extend the applicability of imaging with undetected photons schemes to scenarios where acqui-
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sition time and frame rate are an important consideration, such as the monitoring of industrial

and biological processes in real time [[132,|173]].
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4.3 Spiral Phase Imaging with a Spatial Light Modulator for

Imaging with Undetected Photons

The work presented in this chapter was performed in the final months of the PhD studies. As
such, it is unpublished and preliminary in nature. It is interesting however and points towards

future developments in imaging with undetected photons, and as such has been included.

Within microscopy, there are several well known methods for altering image contrast of
phase objects by manipulating the Fourier components of light coming from the object. For
example, by shifting the phase of the undiffracted zeroth-order Fourier component by a quarter
wavelength with respect to higher order components, an image with maximal enhanced con-
trast of the phase variations of the sample is obtained, in what is known as Zernike phase con-
trast [[179]. Alternatively, the zeroth-order component can simply be blocked, resulting in details
within the image appearing bright against a dark background, in what is called dark field mi-
croscopy [180]. Another type of filter is a spiral phase filter, with a helical phase proportional to
¢''?, where ¢ is the helical index and ¢ the angular polar coordinate [[181]]. These create orbital
angular momentum carrying Laguerre-Gauss beams. With ¢ = 1, a phase mask is created which
has a phase varying from 0 — 27 around a central axis with a phase singularity located in the
centre. If the spiral phase mask is located in the Fourier plane of the object, the resultant image
will appear dark except for the edges of the object, in an effect known as spiral phase contrast
or isotropic edge enhancement [182,|183|].

A full mathematical description of the spiral phase relief effect is provided in [[184], which is
omitted here for an intuitive explanation. The spiral phase filter, in combination with the Fourier
transform lens transform a collimated beam to a focused ’doughnut’ beam, with a ring shaped
intensity beam. As a result, the point spread function (PSF) of the imaging system has a ring
shaped intensity pattern, with an azimuthally varying phase between 0 —27. In the object plane,
it can be envisaged that each object ’pixel’ is then one of these doughnut rings weighted by
the complex object transmission function for that pixel, which is then integrated over the whole

area. The resulting intensity in the image plane is then mainly determined by the complex value
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Figure 4.9: Example of the combination of a spiral phase pattern and a blazed diffraction grating,
which can be combined to give a forked diffraction grating. When displayed on the SLM,
the incoming light is diffracted, turning the imaging configuration from on-axis to off-axis and
allowing for better modulation of the incoming light.
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of neighbouring pixels, such that regions with little structure will appear dark as neighbouring
pixels will be 7 out of phase due to the spiral phase topology of each ring and destructively
interfere. In an area where there is a change in amplitude or phase of the object transmission
function however, the resulting intensity will be different. In the case of a change in amplitude,
the intensity of neighbouring rings is different across the amplitude variation, and thus there is
not complete destructive interference and these regions appear brighter than their surroundings.
In the case of a phase change, neighbouring pixels across the jump in phase are no longer &
out of phase and complete destructive interference does not occur, and the edge at the jump will
appear brighter. In these cases, any edges present in the image will appear brighter than their
surroundings. It stands to reason that this effect will be most notable when the object produces
a 7 phase jump.

One option to create an ¢ = 1 spiral phase filter is to use a spiral phase plate. Alternatively,
spatial light modulators have been demonstrated as an effective means of generating a spiral
phase filter, and have the advantage of being able to switch between different imaging modalities
(i.e dark field, phase contrast) without the need to switch physical optics [I84H186]. The spiral
phase pattern displayed on the SLM can be combined with a blazed diffraction grating, also
displayed on the SLM, to produce a forked grating hologram, as shown in Fig. [4.9] This diffracts
the incoming light, where the 1% is used for imaging and the undiffracted zeroth order can be

blocked, allowing for improved modulation of the imaging light.

The use of spatial light modulators for imaging with undetected photons is a relatively un-
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explored topic. In one setup, an SLM was used to create a phase object for a demonstration of
a classical equivalent for imaging with undetected photons [187]. Another recent experiment
used an SLM to perform synthetic off-axis holography for imaging with undetected photons, by
displaying a linear phase gradient on an SLM placed in place of a mirror in the idler arm of a
Michelson interferometer. This way, tilt fringes at the detector could be achieved without the
need to tilt any optical elements [188]].

In this chapter, a method for manipulating the Fourier components of the light from the ob-
ject, using a spatial light modulator which never ’seen’ the object is demonstrated within an
imaging with undetected photons imaging system. By displaying a spiral phase pattern on the
SLM, it is possible to acquire an image showing isotropic edge enhancement. Whilst in this
demonstration, the images had to be acquired by phase stepping, and other imaging modalities
could not be shown due to experimental factors, the work presented here serves as a demon-
stration of the concept. A refined method could see various imaging modalities such as dark
field and phase contrast demonstrated on a single camera frame. This would open the way to
new imaging modalities for imaging with undetected photons schemes, and could remove the
need for off-axis or phase-stepping holography techniques without sacrificing access to phase

information.

4.4 Imaging system

Figured.10[shows the experimental setup used. A 355 nm pump beam is prepared in polarisation
by a half-wave plate and polarising beamsplitter before pumping a 1 mm thick BBO crystal. The
crystal is cut for type-I non-degenerate downconversion, producing signal and idler photon pairs
at 460 nm and 1555 nm respectively. The signal and idler photon pairs are split into two arms
of the interferometer using a long-pass dichroic mirror. Signal lenses 1 and 2 are used to image
the crystal onto the SLM. A grating is displayed on the SLM and by tilting the SLM the 1st
diffraction order is reflected back towards the crystal. Idler lens 1 and 2 similarly image the
crystal onto the idler mirror, with the object placed in the far-field of the crystal. A short-

pass dichroic mirror placed after the crystal separates the pump beam from the signal and idler
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Figure 4.10: Diagram of the experimental setup used to modulate the Fourier components of
light from the object whilst imaging with undetected photons. A 355 nm pump beam pumps a
1 mm thick BBO crystal, creating downconverted signal and idler pairs at 460 nm and 1555 nm
respectively. Signal and idler photons are separated by a dichroic mirror into the two arms of
the interferometer, which each contain a 4 f imaging system. In the signal arm, a spatial light
modulator is located at 4 f, whilst in the idler arm the object is located at 2f. This places the
SLM in the far-field of the object, and the object in the far-field of the crystal. Camera lenses 1,
2 and 3 then image the object and the project far-field of the crystal onto the camera.
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photons, and the pump mirror reflects the pump back towards the crystal. This step is necessary
to protect the SLM from damage by the pump. The second pass of the pump beam through the
crystal generates a second pair of signal and idler photons, where sufficient overlap of the idler
modes results in induced coherence between the two signal beams. The camera is placed in the

far-field of the crystal and the object is re-imaged by camera lenses 1, 2 and 3.

Within a nonlinear interferometer designed for imaging, the choice of lens system in the
signal and idler arms of the interferometer is limited by the need to maintain spatial correla-
tions between signal and idler photon pairs so full-field imaging can be performed. Imaging
with undetected photons has been demonstrated utilising both momentum anti-correlations and
position correlations. In practise, this means choosing a lens system such that the object and
camera are placed in a Fourier or image plane of the camera, and that the lens system performs
the same transform in the signal and idler arms of the interferometer, to maintain the spatial
correlations. The inclusion of an SLM places an additional constraint; in order to shape the
Fourier components of the light from the object, the SLM must be placed in a plane Fourier to
the object in the signal arm of the interferometer. We utilise the folded Michelson style design
of the SU(1,1) interferometer which has become common in imaging with undetected photons
schemes, placing a 4f imaging system in the signal and idler arm of the interferometer. This
allows for the signal mirror to be replaced with an SLM, and an object to be placed in a plane
Fourier to the SLM and the downconversion crystal. A series of lenses is then used to image
the Fourier plane of the crystal and object onto the camera. This imaging system allows for the
conditions of maintaining spatial correlations between photon pairs and the SLM being placed

in a plane Fourier to the object without double passing the SLM.

A downside of the Michelson style nonlinear interferometer used here is that the object is
double passed. Usually in imaging with undetected photons schemes this is not an issue as the
object is placed on or close to the mirror such that the images overlap. However in this system
two images of the object are formed in two halves of the field of view. This effectively halves
the number of spatial modes available for imaging. This issue could be alleviated by adopting a
Mach-Zehnder style design of nonlinear interferometer, as was used in the initial demonstration

of imaging with undetected photons [155].
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4.5 Results

To assess the resolution of the imaging system, a USAF resolution test target was imaged as
shown in Fig. It was determined from Fig. that the smallest element resolvable was
element 4 of group 2. This gives an estimate of the resolution of the system as 41p mm~! (line
pairs per millimetre). With the object placed in the far-field of the downconversion of the crystal,

the theoretical value of the resolution is given by

V2In2fA;

4.7
T @.7)

6xcorr =

where f is the focal length of the lens used to image the far-field of the crystal onto the object,
A; the idler wavelength, w), the pump beam waist and M the wavelength magnification factor
due to the difference in signal and idler wavelengths [189]]. For this experiment, this gives the
expected resolution as ~ 147 um, agreeing well with the measured resolution. Similarly to the
previous section, the bandwidth of the downconverted idler photons was modelled [39]], and
the theoretical value of the field of view was calculated as 22.0mm. The field of view was
approximately measured using a reticle, as shown in Fig. {.12] The outermost ring indicates
15mm. The discrepancy between these values is likely due to tilt of the bandpass filter before
the camera altering the true value of the bandpass. Using the measured value of the resolution,
and approximating the field of view as 15mm, the number of spatial modes can be roughly
estimated as ~ (94)2.

Ideally, the interferometer would be aligned on-axis and then the path length adjusted until
the zero phase delay point was reached, and the resulting interference pattern was a beam of
either perfect constructive interference or destructive interference. Then the constructive inter-
ference beam would be used for bright field imaging and imaging modalities could be switched
by changing the pattern on the SLM, without any need for holographic image reconstruction.
However, the interferometer could not be perfectly aligned to the zero phase delay point, with
residual fringes always seen, as shown in Fig. [4.13] This is potentially due to curvature of
the pump beam. Further, there was significant phase instability between exposures, meaning

the interference pattern would fluctuate between constructive and destructive interference. This
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Figure 4.11: Determination of the resolution of the imaging system with a USAF target. The
smallest resolvable element of the USAF test target was determined to be element 4 of group 2,

which is shown enlarged and a horizontal cross section of the intensity of the enlarged region is

also shown. Element 4 of group 2 corresponds to a spatial frequency of 41p mm ™.
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Figure 4.12: Determination of the field of view of the system using a reticle. The rings are
spaced in increments of 5mm. From this, the field of view is roughly estimated as 15 mm.
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Figure 4.13: Bright field and spiral phase contrast images obtained from a single camera expo-
sure. It can be seen in the bright field image that it was not possible to align the interferometer
such that the phase was flat across the beam, and fringes remained over the field of view. When
displaying the forked grating on the SLM, the contrast of the fringes is greatly reduced as would
be expected, however the edges of the object do not appear significantly brighter. Note A.D.U.
stands for analogue to digital units.

was noticed to be introduced when the pump was separated with the short-pass dichroic mirror,
which could either be due to the extra turbulence from another optical path, or the short-pass
mirror vibrating within the mount. The spiral phase effect was not significant on a single frame,
likely due to low signal photon counts due to the thin crystal used and low fringe visibility.
As frames could not be averaged due to the phase instability, reconstruction methods had to be
used. It is a point of interest that in the work in the previous section, off-axis holography was
used. However, in this configuration it was not possible, as due to the 4f imaging system in
each arm, tilting the mirrors does not alter the position of the fringes. Instead, phase-stepping

reconstruction methods, as described in Section [3.1.2] were used.

Figure [4.14] shows the results of applying a spiral phase mask to the grating displayed on
the SLM whilst imaging a phase object. Each image is the average of 100 intensity images,
reconstructed by phase stepping. Without the spiral phase mask applied, a bright field image of
the object is obtained, where the edges of the etchings appear dark against a bright background.
When the spiral phase mask is applied, the background image intensity is redirected to the edges,

resulting in bright edges appearing on a dark background. When applying a spiral phase mask,
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Figure 4.14: Bright field and spiral phase contrast images of a phase object acquired with the
system. Each image is the average of 100 intensity images reconstructed from phase stepping.
Also shown is the pattern displayed on the SLM for each image. It can be seen that in the spiral
phase contrast image, the intensity is redirected to the edges of the object with the surroundings
appearing dark.

the total image intensity of the spiral phase filtered image should be roughly equal to the total
image intensity of the bright field image. This case the intensity of the spiral phase filtered image

corresponds to ~ 70% of the total bright field image intensity.

4.6 Discussion

In this section, a novel use of a spatial light modulator within an imaging with undetected pho-
tons scheme has been presented. By replacing the signal mirror in a Michelson nonlinear in-
terferometer, it is possible to manipulate the Fourier components of light from the object, by
only modulating signal photons which have never seen the object. By displaying a spiral phase
pattern on the SLM, it was possible to obtain images showing an edge enhancement effect pro-
duced by the spiral phase filter. Whilst the effect was not significant on a single frame, the
demonstration serves as a proof of concept, and highlights the possibility of using an SLM to
perform single frame imaging of phase objects, without the need for holography techniques.
Furthermore, the work here demonstrates a method which could be used if one wished to image

using an SLM at a challenging wavelength for SLM technology, for example into the MWIR,
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due to the modulation only being performed on the visible signal photons.

Two of the main reasons the imaging system was not capable of producing high contrast
edge enhanced images on a single frame were low fringe visibility and phase instability in the
interferometer. Fringe visibility is a particular challenge when using an SLM, as signal photons
are lost when they are diffracted into orders other than the selected +1 diffracted order, causing
an imbalance in the amplitudes of the two signal fields, which reduces fringe visibility. It is
suggested that switching to a Mach-Zehnder interferometer layout with two nonlinear crystals
could help address both the issue of low fringe visibility and phase instability; the pump could
be separated with a sturdier element to reduce phase instability introduced by the short-pass
dichroic mirror, and loss compensation could be implemented with the use of polarisation optics
in the pump beam, as in [165]. The Mach-Zehnder geometry would also alleviate the issue of

two images forming in the FoV due to the double pass of the object.

It was also explored whether other types of Fourier filters could be displayed on the SLM
to observe for example, dark-field, phase contrast and spiral phase relief effects for multimodal
imaging [[182]. However, none of the these effects were successfully observed when the corre-
sponding Fourier filters were displayed on the SLM. Common to all these filters is that a circular
region in the middle of the filter is replaced with a different phase to the rest of the filter, for
example for dark-field the central region is set to 0, whilst for phase contrast and spiral phase
relief effects the central region is offset by 7r/2 compared to the rest of the filter [[184]]. The size
of this circular region should correspond to the size of the DC component of the image Fourier
transform. The size of the DC component of the image Fourier transform is related to the Airy

diffraction pattern of the image through the lens system, and can be estimated as

s = 1.22%, (4.8)

where s is the size of the DC component and d the field of view at the object plane. For the
system used here, with f =75 mm and d = 22.0 mm, the size of the DC component at the SLM
is estimated to be 1.91 um. As an SLM with a pixel size of 20 um was used, it is likely that

the DC component is too small compared to the size of the SLM pixels to observe these effects.
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This could also explain the relatively low contrast of the spiral phase contrast images. Using an
SLM with smaller pixels could help alleviate this issue, and potentially lead to demonstrations

of the other discussed imaging modalities.



Chapter 5

Conclusions

In this thesis three different methods for the reduction of sources of noise in imaging have been
investigated. The first method, presented in Chapter 2] was a quantum imaging scheme which
utilised spatial correlations between photon pairs produced by SPDC and new camera technol-
ogy, capable of resolving the number of photons in each pixel. By designing the imaging system
such that both photons in each pair produced would arrive in the same pixel, improvement in im-
age contrast was demonstrated when constructing images consisting of only two-photon events
when using SPDC illumination compared with classical LED illumination. The improvements
in image contrast were only modest, due to the low efficiency of pair detection of the system,
and the readout noise of the camera. However, it did demonstrate the validity of the concept, and
demonstrated the use of new photon counting camera technology within a quantum imaging ex-
periment. This could be useful for the development of image plane quantum imaging schemes,

where the most tightly correlated photon pairs arrive in the same pixel.

Improving the enhancements produced by this method would rely either on improving the
efficiency of pair detection, or the reduction of readout noise on future photon number resolving
detectors. Changing the downconversion crystal and pump to produce photon pairs at 532 nm
has been suggested as a method to increase the efficiency of pair detection due to the higher
quantum efficiency of the sensor at green wavelengths, and is the subject of current work in
Glasgow. A thinner crystal could also be used to reduce to transverse size of the correlations

at the detector, however with the transverse correlation size in this experiment having a value
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of 0.14 pixels the larger issue is likely to be broadening of the correlations due to the PSF
of the imaging system. In future work, the PSF of the imaging system could be quantified
to confirm whether this is causing significant broadening of the extent of the correlations at
the detector and investigations on how to reduce the size of the PSF could be carried out. It
is also expected that improvements in the readout noise of photon number resolving detectors
would improve the system, as it would reduce the number of accidental coincidences recorded.
Whilst photon number resolving camera technology is highly impressive, the dark event rate
using the photon number resolving detector was a factor of ~ 4 times higher than in previous
experiments carried out in the group using an EMCCD detector [85,/190]. Furthermore, it was
shown in later work that the EMCCD outperformed the photon number resolving detector for
event rates of < 1 photon per pixel per frame [122]]. Improvements in sensor readout noise
will improve the performance and feasibility of photon number resolving detectors in quantum
imaging experiments.

The use of photon number resolving detectors could also be explored for other quantum
imaging experiments where it is necessary to detect multiple photons in each pixel. These could
be for example 2-photon NOON state experiments, where the use of a photon number resolving
array detector could allow for full-field imaging as opposed to scanning. Such systems could be

used to demonstrate quantum enhanced phase imaging schemes [191,/192].

Chapter 3] presented the second method, where a homodyne gain effect that could be utilised
in holographic imaging, as originally proposed by Gabor, was applied to enable near single
photon imaging in the shortwave infrared. This was despite the InGaAs detector having a noise
floor ~ 200 times higher. The method was then applied to stand-off speckle holography, which
allowed for an increase in the range of stand-off vibrometry system by being able to detect the

phase of a vibrating target when the signal fell under the noise floor of the detector.

In terms of future work, finding applications where detector noise is high and the image sig-
nal is low have the most promise for homodyne or heterodyne holographic imaging schemes. For
example, imaging weakly scattered light from the eye at kHz frame rates to perform flow mea-
surements on blood vessels has been demonstrated by one group [|145,|193,/194]]. Other appli-

cations could potentially be found at wavelengths outwith the visible and SWIR regions, where
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cameras are even noisier and more expensive, such as X-ray, midwave infrared and terahertz
regions. Another interesting possibility would be utilising the gain effect in situations where
the signal and reference come from two different sources using intensity correlation hologra-
phy. This uses a method first demonstrated by Hanbury, Brown and Twiss to measure intensity
correlations between two independent sources to obtain holograms, with the requirement that
the integration time of the detector is less than the coherence time of the two fields [195]. Im-
provements in the time resolution of array detectors have made full-field holography based on
this principle possible, and future improvements could see the possibility of interfering a bright
reference beam with a weak independent source, such Raman scattered light or fluorescence.

Such a scheme could help realise improvements in microscopy methods based on these effects.

In Chapter ] the knowledge of downconversion sources, quantum imaging experiments and
holography techniques was combined to apply off-axis holography to imaging with undetected
photons. This allowed for the reconstruction of transmission and phase images from a single
interferogram, enabling video rate imaging of a dynamic scene. It was demonstrated that the
off-axis reconstruction did not have a significant deterioration on the resolution of the imaging

system.

Also demonstrated was a method to incorporate a spatial light modulator within a nonlinear
interferometer for imaging with undetected photons, for the purpose of manipulating the Fourier
components of light from an object by only modulating photons that had not ’seen’ the object.
Whilst preliminary in nature, the results highlighted the validity of the concept. Future work
should concentrate on improving several experimental factors to make the scheme feasible, in-
cluding improving fringe visibility, phase stability and the number of SLM pixels covered by

the signal beam.

Imaging with undetected photons appears to be one of the most likely quantum imaging
schemes to find practical applications. This is due to the fact that the interferometer does not
require operation in a photon sparse regime at the detector, meaning long acquisition times are
not required. As such, they show promise for applications far into the midwave infrared, where
sensor technology is still highly expensive, noisy and low resolution. Of particular interest is

histopathology applications in 6 — 8 um range, where there are distinct molecular fingerprints
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for various diagnoses. Future work on imaging with undetected photons will likely focus on
implementing different crystal materials with large non-linearity such as AGS (Silver Gallium
Sulfide), and the challenges that will be associated with longer wavelengths, such as resolution

of the imaging system and meeting phase matching conditions.
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