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Abstract

The strong force gives rise to a large hadron spectrum, many areas of which are still not well un-
derstood. Progress in mapping out these regions is vital for building better models of the strong
force and verifying the predictions of its quantum field theory, Quantum Chromodynamics. This
thesis focuses on the study of the so-called strangeonium states, which are mesons with s§ quark
content, and in particular on members of the ¢ meson series ¢ (1680) and ¢3(1850). The for-
mer is a radially excited vector that has been seen by both ee™ collider and photoproduction
experiments, but whose reported mass does not match between the two, with observations from
photoproduction being systematically higher; the latter is a tensor that has not been measured
since the 1980s and never in experiments with high statistical power.

The data analysed in this thesis was collected at the GlueX experiment, which has produced
the world’s largest photoproduction dataset to date since starting to run in 2016. A 9 GeV lin-
early polarised photon beam incident on a liquid hydrogen target was used to produce a variety
of mesonic and baryonic resonances. The GlueX spectrometer allows both neutral and charged
final states to be exclusively reconstructed with good resolution and angular acceptance. Results
from the partial wave analysis of decay channel yp — n¢p — K™K~ yyp are presented.

After signal was isolated from background using a combination of event selection criteria
and statistical subtraction via the sPlot method, an extended maximum likelihood fit to angular
decay distributions allowed the extraction of partial wave amplitudes. A partial wave consistent
with the ¢(1680) was observed, but no clear evidence of a ¢3(1850) was found. The obtained
amplitudes indicated a preference for natural parity exchange. A fit to the intensity of the wave
identified as the ¢ (1680) resulted in a Breit-Wigner mass more compatible with the e™e™ mea-
surements. A cross-section was also calculated, allowing an order-of-magnitude estimate that
matched the existing predictions.

The results provide evidence against the additional vector meson states that have been pre-
viously hypothesised to explain the higher observed mass of the ¢(1680) in photoproduction.

They should also aid the development of models of the strangeonium spectrum.
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Chapter 1

Introduction

1.1 Hadrons and their structure

Nuclear and particle physics has been a century long effort of trying to understand the structure
of matter. Modern atomic theory took its first steps in the 19th century, when evidence from
chemistry and statistical mechanics began to lead physicists into accepting the view that matter
was composed of particles called atoms [|1]. Although these were first thought to be indivisible,
the discovery of the electron by J.J. Thomson in 1897 [2] complicated matters. He went on
to propose his famous plum pudding model in 1904 [3]], in which the atom was described as
a positively charged nucleus with negatively charged electrons embedded in it. However, this
picture’s failure to explain phenomena like alpha scattering [4] led Rutherford to create his
own namesake model: the atom was now a compact central nucleus which was surrounded by
electrons [S]]. A modified version of it with additions by Niels Bohr [6] made a big impact on the
field — now electrons were orbiting the nucleus on discrete orbits, and, importantly, these orbits
were quantised in energy. This view, alongside similar semi-classical ideas of the time, pointed
the way to modern quantum mechanics.

The fundamentals of nuclear structure began to be understood around the same time. The
proton was discovered by Rutherford in 1918 [7] and the neutron by James Chadwick in 1932
[8], which led to the formulation of multiple models of the nucleus [9, [10]. Confirmation of
nuclear fission and the ability to produce various nucleii followed soon after in the late 1930s
[11} {12]. The practical applications in warfare and energy engineering became obvious in the
1940s with the development of the nuclear bomb and the nuclear reactor.

A large number of particles were to be discovered over the coming decades. Early particle
detectors, such as Wilson’s cloud chambers, were used to detect naturally occurring cosmic rays
[13]. This research saw the positron and the muon join the ranks of experimentally confirmed
particles [[14, |15]], both first discovered by Carl D. Anderson. Also amongst the discoveries of
the mid-century period were particles that would eventually come to be known as kaons [16]

and hyperons [[17, 18]. Both had considerably longer than expected lifetimes. Gell-Mann [|19],
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Figure 1.1: The meson octet and 1’ singlet in the Eightfold Way model. The mesons are arranged
according to their electric charge and strangeness. Adapted from [27]].

Pais [20], Takano, and Nishijima [21]] proposed a new quantum number, called strangeness, that
was conserved during electromagnetic and strong interactions to explain this.

Many hadronic states remained to be found in artificial production. The first major particle
accelerators started being built in the 1950s, beginning with the early proton synchotrons like the
Cosmotron at Brookhaven and the Bevatron at Berkeley [22] that were capable of reaching GeV
scale energies. The latter is notable for having provided experimental evidence for nucleonic
anti-matter [23]]. These were followed by the more powerful Alternating Gradient Synchotron,
also at Brookhaven, and Stanford Linear Accelerator (SLAC) [24] in the 1960s. Experimental
efforts at these facilities led to a deluge of new particles being named. At this point in time,
all new particles were considered to be elementary with no internal structure. This state of
affairs was famously termed the ’particle zoo’ [25]. The fact that so many of them existed was
considered to be a sign that some underlying regularity was not yet discovered. In 1961, Murray
Gell-Mann proposed a model which became known as the Eightfold Way [26]]. The then-known
particles were organised by grouping them according to charge and strangeness. Mesons and
baryons formed symmetric patterns when this was done. The mesons formed an octet and a
singlet, as visualised in Figure while the baryons formed a nonet and a decuplet.

In 1964, Gell-Mann and Zweig developed the quark model [28, 29]. Baryons and mesons

were no longer fundamental, but were formed of constituent particles called quarks and their



CHAPTER 1. INTRODUCTION 3

anti-matter counterparts. The SU(3) symmetry encoded by the Eightfold Way was seen as a re-
sult of the particles being comprised of three flavours of quark - up, down, and strange. Mesons
are particles formed from a quark-antiquark pair, while baryons are composed of three quarks.
The group theoretic decomposition of the SU(3) symmetry group naturally explains to the octet
+ singlet meson grouping. The existence of constituent quarks was confirmed experimentally at
SLAC in 1969 [30]. Experimental work over subsequent decades eventually led to the discov-
eries of three more quark flavours — charm [31} 32f], bottom [33]], and top [34} 35]. The up and
down quarks are often grouped together as the light sector, having masses on the order of a few
MeV, while the charm, bottom, and top form the heavy sector with masses in the GeV range.
The strange quark lies in-between at a mass of 95 MeV.

The majority of known states are consistent with having internal structure of ggq or ¢g,
but nothing in the classic constituent quark model prohibits particles with a larger number of
quarks. Indeed, the original paper on the Eightfold Way [26]] already allowed for any odd num-
bered quark configuration of baryons and any even numbered quark-anti-quark configuration for
mesons. The hunt for such states has taken place at various facilities |36} 37]. Recent decades
have seen results that seem to confirm the existence of tetraquarks. In particular, one can look
at the so-called X, Y, and Z states [36, 38|] claimed by collaborations like BESIII and LHCb,
amongst others, that seem to strongly suggest a four quark composition.

There are other classes of states that are not forbidden — particles could contain valent gluonic
content which contributes to their quantum number, or be composed entirely of gluons. This is
because gluons, the carriers of the strong force, can themselves participate in strong interactions.
The former class of particle is called hybrid, while the latter class is the glueball. It is not entirely
clear how the glue would function in either type of state — competing phenomenological models
exist [|39}140].

There is positive evidence for these states. States in the light meson spectrum that are surplus
to the traditional octets are observed — these supernumerary states indicate that physics beyond
the constituent quark model may be contributing [38]. This could indicate the presence of the
glue-rich states. In addition, some states are thought to possess quantum numbers, as described
in Section that indicate gluonic contributions [26].

1.2 The strong force and Quantum Chromodynamics

The physics described in the previous section is governed by Quantum Chromodynamics (QCD),
the quantum field theory of the strong force [41]. The strong force is the fundamental force that
mediates interactions between quarks. Its force carrier is the gluon, which is a spin-1 gauge
boson. The strong force acts on particles that have colour, which is the charge of the strong force.
Colour comes in three flavours, which are canonically called red, green, and blue. There are

three corresponding types of anti-colour — anti-red, anti-green, and anti-blue. A combination of
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all three colours, all three anti-colours, or of a colour and its anti-colour combine to form a colour
neutral, or colourless, state. The corresponding SU(3). colour symmetry is the fundamental
symmetry of QCD.

The Lagrangian that describes the dynamics of QCD is given by:

_ . . _ 1
L =Y (WaiiV" 810 + ig(Afita)ij|Wyj — mqWaiWai) — ZGﬁngv (1.1)
q

The y terms represent quark fields with index i running from 1 to 3, corresponding to the
three colour charges, while m, are the quark masses. The expression in the square brackets is
the gauge covariant derivative that couples the quark fields, via infinitesimal SU(3) generators
tq, With coupling strength g to the gluon fields. The latter are contained in the gauge invariant

gluon field strength tensor Gy :

Gty = Oudty! — Oy + g f ™"t (1.2)

The gluon fields are denoted by .«7¢, indexed by a,b,c running from 1 to 8. The £ terms
are structure constants of SU(3). Finally, y* are the canonical Dirac gamma matrices. The La-
grangian is non-linear and difficult to solve. Unlike in the case of Quantum Electrodynamics that
governs electromagnetic interactions, where the mediating photon is neutral, the gluon carries
colour charge and itself participates in strong interactions, including self-interactions. Although
they may not be apparent from reading Eq. (I.1I), QCD exhibits some surprising features not
seen in QED. The first, colour confinement [42]], means that colour carrying particles are not
seen individually except for exotic states of matter such as quark-gluon plasmas. As these par-
ticles are drawn apart, they will eventually reach a point where it is energetically favourable to
spontaneously produce a quark-antiquark pair and form colour-neutral hadrons. This process is
usually called hadronisation. It has not been analytically proven for QCD or equivalent theories,
but has remained a robust experimental finding [43]].

Another important feature of QCD is called asymptotic freedom [44]. Asymptotically free
theories contain interactions that become increasingly weaker as the energy scale increases, or
equivalently the length scale decreases. This can be modelled as the effect of virtual particles
on a charge. A charge effectively polarizes the vacuum around it, causing virtual particles of
opposite charges to be attracted to it. In QED, this results in the charge becoming weaker. In
QCD, where the gluon is also a colour charge, it results in the opposite effect and the colour
charge is augmented. As one moves closer toward a colour charge, this effect diminishes and
the strong interaction strength decreases. This can be analysed in terms of the strong coupling

constant’s dependence on the energy scale:

1
s > 1.3
os(Q) Boln(2) (1.3)
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Figure 1.2: The dependence of the strong coupling constant on the energy scale Q. The figure
shows the logarithmic relationship that leads to asymptotic freedom in QCD with the strong
coupling becoming asymptotically weak at high energies. Taken from the Particle Data Group
review [45]).

The value A is called the QCD scale, with 3y a constant. A plot of this relationship is shown
in Figure [[.2] At high energies, strong interactions between particles become asymptotically
weak. As a result of asymptotic freedom in QCD, the quarks inside hadrons can behave as if

they were free particles.

1.3 Meson spectroscopy

Spectroscopic experiments are a major driver of progress in particle and hadron physics. Evi-
dence for and against theories can be measured in how well they can reproduce the properties
of already known particles and how well they predict as of yet unseen states. One obvious pa-
rameter is the mass of the particle — short-lived states also have a natural width, related to their
lifetime, that can be measured. Another important quantity to measure is the fraction of reso-
nances decaying to specific particle combinations — these branching fractions are required for
computing cross sections.

A defining attribute of hadrons is the set of quantum numbers denoted as J7C. In this notation
J stands for the total angular momentum of the state, while P and C denote the parity and charge
conjugation parity respectively. The parity operator P performs a mirror reflection on the spatial

component of a wavefunction, such that for a given wavefunction y(x):
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Py(x) =e2y(—x) (1.4)

The operator has eigenvalues of 1. For a diquark state with orbital angular momentum L,

the parity value is given by:

P= (-1t (1.5)

When classifying particles it is also common to separate them into the natural and unnatural
parity series, depending on whether their P follows the relation (—1)” or —(—1) respectively.

The charge conjugation operator C transforms a particle |y > into its own antiparticle:
Cly >= |y > (1.6)

If the particle is its own anti-particle, e.g. 7, it takes on eigenvalues of +1 like parity. The
charge conjugation parity is equal to the product of the individual parities in a system of free

particles, while for a system of two bound quarks it is given by:

C=(-1)" (1.7)

These quantum numbers can provide evidence for particles outside the constituent quark

model. In the case of mesons, not all J€

combinations are possible if only a quark-anti-quark
pair is present — for example, such a pair cannot form a 1~ state.

An interesting region of the hadron spectrum is composed of states collectively dubbed
’strangeonium’, which are mesons comprised of s§ pairs. Their spectrum is an intermediate
region between the light and heavy quark sectors. This makes it an interesting testing ground for
theorists, as the approaches used in those cases can face difficulties when applied to strangeo-
nium [46]].

The strangeonium spectrum is also interesting on experimental grounds. There are over 20
states predicted to be s5 [47]]. Figure [I.3]shows them laid out according to predicted invariant
mass and quantum number. Some of these states have never been seen; some have only seen
limited evidence; some have seen inconsistent measurements stretching back decades; some
states are seen often, but have no consensus regarding their interpretation, including hybrid
meson candidates [48]]. This is typified by the ¢ mesons — strangeonium states that are thought
to be part of the 17~ meson spectrum. The following Section describes previous research on

these states in detail.
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tum numbers predicted using the 3Py model. States underlined in bold red were considered
established in the PDG tables, while the lightly underlined states were not as of 2015. Figure
taken from [46].
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1.4 The experimental status of the ¢ meson spectrum

There are currently four attested states assigned the ¢ label — ¢(1020), ¢(1680), ¢3(1850), and
¢(2170) (also sometimes known as the Y(2175)). The first of these is the ground level 17~
vector meson, while the ¢ (1680) and the ¢3(1850) are identified as potential excited states with
orbital angular momentum L = 1 and L = 3 respectively with quantum numbers 1~ and 37 .
The ¢(2170) is especially controversial, having interpretations ranging from normal meson [49]
to hexaquark molecular state [50]. All four states are thought to be s§ because of their decay
to final states with high strangeness content. Numeric results are taken from the Particle Data

Group listings if not otherwise stated.

1.4.1 The ¢(1020)

The lowest energy member of the ¢ meson spectrum is experimentally well established. It was
first proposed in 1962 by Sakurai [51]] and was experimentally confirmed a year later at the
Alternating Gradient Synchrotron in Brookhaven [52] using kaon - proton collision reactions. It
is an almost pure s§ state. Its wavefunction can be written as follows [45]):

¢ = %(uﬁ+dd)cos(54.7° +6) —s5sin(54.7° + 0) (1.8)

The mixing angle 0 is an experimentally measured parameter. If it was exactly 35.3°, max-
imum mixing would be achieved and Eq. would become just s5. In reality, it is known to
be equal to a slightly lower value of 35°, with a small uii +dd component still present.

The ¢(1020) decays predominantly into two kaons, with measured branching fractions of
48.9% for decays into KK~ and 34.2% into Kgl(g. The other decay channel with a branching
fraction above the 1% level is the decay into combinations of the p meson and pions at 15.2%.
Although one may have expected the dominant decays to have been into the three pion state,
this is suppressed by the OZI rule 53, |54, |55]]. The rule is a dynamic selection rule that states
the following: any strongly interacting process will be suppressed if its Feynmann diagram can
be split into two disconnected diagrams by the removal of internal gluon lines. The diagram of
the decay into three pions fits this category, as seen in Figure[I.4]

Since its discovery the ¢ (1020) has been measured at a number of experiments. It is a very
narrow state — the global fits for the resonance parameters in the PDG put it at 1019.46 £0.02
MeV with a width of 4.26 £ 0.04 MeV. Most of the published measurements used for the global
averages come from e'e™ colliders, which can measure 1~ states without hadronic back-
grounds being present, allowing for the high precision of the computed central values. These
measurements agree well across final states, including both dominant kaon channels and less
common final states like ny. Other measurements not included in the PDG averages have also

been performed with techniques like kaon scattering [58]. Although these fall outside the current
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imaginary

cut axis

Figure 1.4: A Feynmann diagram of the ¢ — 37 decay. The diagram can be split into two dis-
connected graphs if internal gluon lines are removed, meaning it is suppressed in nature despite
being more energetically favourable than the ¢ — KK process. Diagram is a reproduction from
[56]] taken from Wikipedia [57].

global uncertainty on the resonance parameters, they are still quite close on the peak position.

The reported width values are more variable.

1.42 The ¢(1680)

The first excited member of the ¢ spectrum is the ¢ (1680). It has generally been identified as
a radially excited state 1~ of the ¢(1020) with orbital angular momentum L = 1. It was first
observed in 1971 using a bubble chamber at the Argonne National Laboratory in pion-deuterium
scattering [59]. The oldest measurement still used by the PDG comes from the 1982 paper by
the DM1 experiment [60], where the ¢ (1680) was seen as an enhancement in the cross-section
of multiple final states. A large number of measurements are available from e*e™ experiments
performed since. A plot showing some of their mass dependent cross-sections results is given in
Figure Although variability in reported central values is present, most of these experiments
agree on it being a 1~ resonance with a peak below 1.7 GeV. The status of the resonance width
measurements is unclear, with the PDG only giving an "educated guess’ on the global average.
However, a puzzle appears when the previous results are compared to measurements from
photoproduction facilities. The latter put the potential resonance much higher in invariant mass.
There are four such results historically collated by the PDG [61} 62, 63| |64], though they have
been removed from the 2022 edition onwards. These analyses see peaking structures around

or above 1.7 GeV in decays into KTK~. This structure is interpreted in three of the papers as
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Figure 1.5: Mass dependent cross-sections for e™e™ decays into 1)¢ final states from different
experiments. a) 1 — yy at Belle. b) n — ntn~n° at Belle. ¢c) n — yy at BaBar. d) n —
ntn~n0 at BaBar. e) n — yy at CMD-3. f) 1 — ¥y at BESIIL Subplots a) through e) contain
clear enhancements corresponding to the ¢ (1680). Reproduced from [66].

the ¢(1680) despite the mass discrepancy [61, 62, 63]. The possibility of interference from
other vector states are discussed to explain the differences between the two production modes,
but no definitive statements are made. The newer FOCUS analysis [[64] concludes that was
seen is instead a different 1™~ state called X(1750). Furthermore, unlike previous work in
electroproduction, a recent measurement from BESIII [65] claimed to see both in the same
partial wave fit to data from y(3686) — KK~ 1 decays, implying two distinct states. The
effects of vectors like p(1700) are again not excluded. It is not apparent why this enhancement
is not seen in the other published e e~ data.

Other physics quantities related to the state are not properly understood either. The branching
ratios for ¢(1680) are reported for few channels, though an analysis of BELLE data [67] and
a combined fit to the e"e™ measurements shown in Figure [66] put Z(¢(1680) — no) at
around 20%. The total cross-sections that are available are hard to compare — because reliable
branching ratios are not available, any reported values will be specific to the final state under
study. They also come from experiments with highly variable beam energies, which has a major

impact on the magnitude of the results. Theory predictions for photoproduction cross-section
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exist [68] but additional experimental data will be required.

1.4.3 The ¢3(1850)

The second excited ¢ state in the PDG is the ¢3(1850), which is identified as a 37~ state. The
existing literature is sparse with only three kaon scattering results available. It was first observed
by a CERN hydrogen bubble chamber experiment in 1981 [[69] in final states of the channel
KKA. Another paper from the OMEGA collaboration in 1982 [70] and a later measurement at
SLAC [[71] in 1988 confirmed the results. The first two analyses report the resonance parameters
from a simple Breit-Wigner fit to the final state invariant mass spectrum, as shown in Figure
with the second paper also containing a moments analysis that was claimed to indicate a 37—
state. The SLAC measurement also performed a similar moments analysis that agreed with this
JPC determination, but extracted the Breit-Wigner parameters from fits to partial wave intensities
computed from the moments rather than the invariant mass spectrum.

It should be noted all of the existing measurements were based on low statistics samples.
The fits from the bubble chamber analysis gives a yield of about 120 events for the observed
state, while the two moments analyses contained approximately 2500 and 1350 events within
the mass range of interest for the ¢3(1850) respectively. Although describing something as "low’
or "high’ statistics can only be done in relative terms, considering the number of free parameters
and degrees of freedom involved, moments-based methods like the ones just mentioned would
benefit from having more events to solidify the inferences made. The uncertainties reported
on the peak and the width of the state are fairly low, but some doubt is probably warranted

JPC

regarding the numbers. Branching ratios are not known and no photoproduction results

have been published.

1.44 The ¢(2170)

The ¢(2170) is perhaps the most controversial state in the ¢ spectrum. It has been seen repeat-
edly by experiments in e*e~ facilities. It was observed by the BaBar experiment in 2006 [72] in
an initial state radiation measurement of final state ¢ f5(980). This measurement was confirmed
by BELLE using the same technique and channel [73]], while also being seen at BESII [74]] in
J/w — ¢ fp(980)n decays. A number of additional results for different reactions have followed
from BESIII [[75, (76,77, 78,79, 80]. Most of these e"e™ measurements place the state at around
2.2 GeV with a width of about 100 MeV, though uncertainties on both values are on the order
of 100 MeV. No previous photoproductions results are available, but there is an ongoing GlueX
analysis aiming to measure the ¢(2170) using the ¢ "7~ final state [81] with preliminary re-
sults that do not agree with the averages reported by the PDG. It is generally accepted that the
state isa 1~ vector.

The ¢(2170) has been a source of lively discussion in the theory community with many
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Figure 1.6: Invariant mass spectra taken from the CERN HBC collaboration’s measurements in

1981 (1.6a) and the OMEGA collaboration’s measurement in 1982 (1.6b)) of the ¢3(1850). In
Subfigure 1.6al the subplots in the left column represent the invariant masses of the K™K~ A and

KgK OA final states with the right column showing their sum and the associated Breit-Wigner fit
curves. Subfigure [I.6b] shows the raw counts after event selection in the unshaded histogram,
a background component in the shaded histogram, and the acceptance corrected data with dots
with the associated Breit-Wigner fits using the K™K~ (A/Xy) final states. Reproduced from [69]
and [[70]] respectively.

papers published about its nature. The range of interpretations is wide: excited ¢ state [82, 83,
hybrid meson [84, 85], a tetraquark [86, 87]], molecules [[88, [89]], or as a dynamically generated
state [90, 91]], but no consensus exists. The available phenomenological models can generate
predicted partial widths for ¢(2170)’s decays, which generally differ based on the proposed
structure of the state [49]. This provides a way to experimentally distinguish between them.
In some cases, the models predict that specific decay channels may become dominant — for
example, the n¢ and 1’9 modes could be dominant if the state is a tetraquark [48]. Conversely,

in a hybrid interpretation, the dominance of K;(1270)K and K;(1400)K channels is predicted.
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Figure 1.7: BESIII results for reaction e™e~ — 1M ¢ using initial state radiation measurements.
Two equally likely solutions are shown in subplots a,c and b,d. The second row presents the
same data with a more zoomed in view. The final row presents the data after subtracting fit

components excluding the ¢(2170). Reproduced from .
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1.5 Accessing ¢ states through 1¢ decays at GlueX

A number of open issues in the spectroscopy of the strangeonium spectrum have been laid out.
The ¢ meson series has a number of states that require more experimental evidence, especially in
photoproduction, to resolve outstanding questions concerning their properties and structure. The
present thesis will aim to use linearly polarised photoproduction data from the GlueX experiment
at the Thomas Jefferson National Accelerator Facility to contribute to this effort. A partial wave
approach, described in Section[2.2] will be used.

Several channels were possible as options for the analysis. Strong decays conserve quark
flavour — assuming the ¢ states are indeed strangeonium, the best channels to look into were ones
that contain high strange content. The decay into ¢ was chosen. As mentioned previously,
the ¢(1020) is an almost pure s§ vector state, while the 1 meson also mixes strongly with

strangeness with its full wavefunction being:

n :%(uﬁ—{—dcf—Zss') (1.9)

This channel is also of interest for the phenomenological models of the ¢(2170). It is sug-
gested that the partial widths of the 1¢ and 1’ ¢ channels [48], as well as their relative branching
ratios [92]], can discriminate between different interpretations of the state. Finally, no previous
photoproduction measurements have used the ¢ channel for measurements of the ¢(1680) or
¢3(1850), meaning this analysis can fill a gap in the literature.

The final states to be actually analysed also had to be picked. The PDG list of branch-
ing fractions for the 11 and the ¢ mesons gives a number of possibilities. The ¢, as already
mentioned, decays predominantly into two kaons, but the K™K~ and the K?KB cases have com-
parable branching fractions. The 71 also has multiple decays with significant branching fractions.
The neutral decay modes are dominated by the decay into two photons with a branching frac-
tion of around 39%, but it can also decay to three ¥ with a branching fraction of 32.57%. The
charged decay modes are rarer, but the decay into 7+ 7~ 7 is comparable at a branching fraction
of 23%. Ignoring all the decay modes that have sub-5% branching fractions gives 6 reasonable
final states to look at.

Ideally, all six could be included in a coupled fit. However, this analysis focuses on the reac-
tion yp — N p — KK~ yyp. This is both due to problems of scope, as the event selection
and data processing required for all of these final states would require different treatment, and
complexity, as this final state is among the less complicated available. It is also the final state
with the highest combined branching ratio, allowing us to maximise the available statistics while
sticking with one final state.

The analysis will provide preliminary results of a state that is identified as the ¢(1680).

JPC

Fits to a partial wave model allow the extraction of the state’s quantum numbers, peak

parameters, and a final state specific mass-dependent cross-section. The invariant mass region
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around 1.8 GeV will be found to contain a peaking structure that could be the ¢3(1850), but the
partial wave results to be inconclusive when trying to describe this structure. This, combined
with possible baryon contamination, precludes extraction of reliable numerical results but no
qualitative evidence will be found to support the 37~ interpretation found in the PDG. The
status of the ¢(2170) will be briefly discussed.

The thesis is structured as followsﬂ Chapter 2| describes the partial wave technique that will
be used to extract the results. Chapter [3] will describe the facilities at Jefferson Lab and the
experimental setup used by the GlueX experiment. Chapter [4] lists the event selection criteria
and discusses the background subtraction techniques used to select signal events. Chapter [3]
contains some considerations about the partial wave analysis and waveset selection. Chapter [6]
presents the primary results. Chapter[7|describes a number of studies used to measure systematic
uncertainties. The thesis concludes with a discussion of the interpretation of the results, their
place in the literature, and future work in Chapter |8} An appendix for material that did not fit
the main body of the text will be provided.

I'Throughout the thesis, the natural unit convention is used. In particular this means that, because ¢ = 1, mass
and momentum are expressed in terms of GeV.



Chapter 2
Partial wave analysis

The classic approach for discovering resonances, sometimes known as “bump-hunting”, in-
volves finding peaking structures in invariant mass spectra of the final state under study and
fitting them using an explicitly parameterised model. The models are generally built using a
combination of relativistic Breit-Wigner terms and functional background shapes. Quality of fit
is assessed using a x> metric. The x? metric is also used as the figure of merit when compar-
ing multiple such models, such as when trying to infer whether features of the spectrum can be
better explained by introducing additional states.

However, interpreting the results of this approach is not straightforward and can easily lead
to incorrect conclusions. Non-resonant processes can produce invariant mass peaks; conversely,
resonant processes do not always result in visible peaks [93]]. Additionally, in the more compli-
cated cases where a resonance is thought to lie under a significant non-removable background,
the results may be very sensitive to choice of model. All of these factors contribute to making
final inferences from such fits difficult. Beyond such challenges, not all physics quantities of
interest can be obtained by direct fitting of invariant mass spectra. One of the main properties
of a hadronic state is its quantum numbers. The importance and use of the quantum numbers in
spectroscopy has been described in Section [I.3] There is no direct way to extract them from an
invariant mass fit — other techniques must be used.

One way to determine a state’s quantum numbers is by constraining what their values can

Te~ collider — the

be in a given reaction. An obvious example is experiments that use an e
annihilation process results in the creation of a photon, which possesses the J©€ numbers 17—
Due to conservation laws it is guaranteed that any resonances produced this way will also have
these same quantum numbers, and no further work is required to obtain them — examples include
measurements of particles in the ¢¢ charmonium spectrum like the J/y [94]. Photoproduction,
meanwhile, does not place such constraints on produced resonances. This enables the search

for the many states that have J¢

numbers other than 17—, but means that the quantum numbers
have to be taken into account explicitly when building models. This is usually done using an

approach called partial wave analysis.

16



CHAPTER 2. PARTIAL WAVE ANALYSIS 17

The wavefunctions of particles in scattering interactions can be decomposed into sums of
basis functions dependent on their spins, angular momenta, angular decay distributions, and, in
cases where it is relevant, polarisation. Introductions to the method for generic scattering in the
presence of simple potentials are given in various quantum physics textbooks, see e.g. [95, 96].
Briefly, elastic interactions are modelled as an incoming plane wave interacting with a spherical
potential V(r) that produces an outgoing spherical wave. If V(r) = 0, then the plane wave can
be shown to be expressible as the sum of spherical waves over angular momentum /. It turns out
that assuming V (r) is non-zero only modifies the terms in the derived expressions by a so-called
phase shift factor — in fact, this is a consequence of probability conservation. The end result of

these derivations is the following scattering amplitude:

(o)

f(6) =Y (2l+1)f;(k)P(cos(6) (2.1)

1=0

Following [95]], k is the momentum of the particle, 0 is the scattering angle, / is the angular
momentum, P is the standard associated Legendre polynomial, and f;(k) is a term called the
partial wave amplitude. The modulus squared of the scattering amplitude in Eq. (2.1) is the
cross-section of the reaction. Applying this expansion to real decays, due to conservation of
angular momentum it is possible to determine the spin of the parent particle based on the decay
angular distribution of the products.

In general, partial wave models can be much more complicated than the example above.
Unsurprisingly, since the reaction being studied in this thesis involves both a polarised beam and
higher spin objects, a more elaborate model is required. This Chapter introduces the partial wave
formalism used in the present analysis. The reference frames and angular distributions utilised
in the formalism are described in Section The derivation of the formalism for the particular
case of vector-pseudoscalar systems using a linearly polarised photon beam is sketched out in
Section [2.2] starting with the two pseudoscalar model given in [97] and concluding with the

expression that is practically implemented in software to perform the partial wave fits.

2.1 Reference frames

The partial wave analysis presented in this thesis is done in the so-called helicity reference
frames of the resonance and the vector meson ¢. A diagram of the frames can be seen in Figure
In total five angular variables are used — angles (6, @) are the polar and azimuthal angles of
the ¢ meson in the resonance frame, while angles (6, ¢;,) are the polar and azimuthal angles of
the K+ meson in the ¢ meson frame. In addition, the angle @ is calculated between the photon
polarisation vector and the production plane of the resonance.

The coordinate systems for the reference frames are constructed as follows. For the n¢

helicity frame the z-axis is defined as the direction of travel of the n¢ resonance in the yp
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Helicity frame of the ¢n

Figure 2.1: A diagram of the helicity frames used in the partial wave analysis.

centre-of-mass frame. After boosting along this axis to the n¢ rest frame, denoted CM, the
y-axis is then defined as being normal to the production plane of the resonance which is spanned
by the directions of the incident photon and the resonance. The x-axis is given as the cross-
product of the unit vectors along the z and y axes to produce a right-handed coordinate system.

In symbolic terms, if we write the relevant unit vectors as X,¥,Z, then:

3= Pno.CM 22)
\Pn¢,CM|

. py X2

=1 2.3)
\PJ/XZ’

R=9x2, 2.4)

where ppg, py are the 3-momenta vectors of the resonance in the CM frame of the 11¢ system
and the beam photon respectively.

The coordinate system for the ¢ helicity frame is constructed similarly. After performing
a Lorentz boost from the ¢ helicity frame to the ¢ CM frame, the new z-axis is taken as
the direction of travel of the ¢ meson in the ¢ helicity frame. The y-axis is now defined to
be normal to a plane formed by this z-axis and the z-axis of the previous frame; the x-axis is
again obtained by taking the cross product of unit vectors along the other two axes to form a

right-handed coordinate system. If the unit vectors are notated as Xy, ¥, Zy then symbolically:

. Pocmy,

7 = (2.5)
\P¢,CM,7¢’
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ZX1Z

n= (2.6)
|Z X Zp|

Xh = ¥h X Zn (2.7)

In these coordinate systems the polar and azimuthal angles can computed in the usual way:

-2
cos(8) = Ponocm -2 (2.8)
Py, nocm|
¢ = tan~! <—p¢7’7¢CM 'f) (2.9)
Py nocm - X
-7
cos(6,) = Px+pem 2 (2.10)
IPk+ pcMm|
¢, = tan~! (w) @.11)
PK+,¢CM * Xh
Finally, the angle & is defined. The beam polarisation vector in the lab frame is required and
1s given as:
cos(@por)
&y = | sin($por) | - (2.12)
0

where ¢, is the polarisation angle of the beam determined by the orientation of the diamond

radiator. The expression for @ is then:

Pycm

Tec - (Er X 5)
® = tan"! ( "’”CM'yA ) ) (2.13)
<y

with py cy being the 3-momentum of the beam photon in the ¢ CM frame.

2.2 Reflectivity formalism for vector-pseudoscalar systems

Like in the simple example at the start of this Chapter, the goal of this Section is to expand the
wavefunction of a resonance by using angular momentum dependent partial waves. The follow-
ing formalism is able to handle reactions with intermediate non-0 spin states. The exposition
will begin in the helicity basis, where helicity is defined as the projection of a particle’s spin

onto its momentum vector:

h=3§-p (2.14)
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The helicity basis has been used for writing out scattering and decay amplitudes since its
development by Jacob and Wick in 1959 [98] to account for difficulties encountered in the
canonical spin-orbital angular momentum scheme. In this scheme, the relevant operators are
defined in reference frames that are not at rest with respect to each other — the spin operator
is applied in the rest frames of the individual particles while the orbital angular momentum is
applied in the system’s centre of mass frame [99]. Although this does not make formulating the
amplitudes impossible, the algebra required may be complicated and require switching between
different state representations [98]].

In contrast, because helicity is invariant with respect to rotations these challenges can be
avoided — multi-particle states with a definite total angular momentum and helicities for all
particles can always be defined [98] 99]. Helicity is also defined in the same way for both
massive and massless particles, avoiding the need for special cases which arise in the canonical
scheme. In the end, the resulting amplitudes are simpler in form. Full derivations demonstrating
this can be found in [98]] and [99]].

The following outline is a sketch starting from the two pseudoscalar partial wave formalism
described in [97] together with preliminaries from [93]]. The scattering cross section for a res-
onance X is proportional to the squared modulus of the Lorentz-invariant transition amplitude,
such that:

do 1
dEydtdMdQ  Fluxpeam

Y |)dp (2.15)

t.spins

Here .# is the Lorentz invariant transition amplitude, dp is the Lorentz invariant phase space
element, Ey is the beam energy, 7 is the Mandelstam t, M is the invariant mass of the ¢ system,
and Q are the angular distributions in the helicity frames described in Section[2.1] The transition
amplitude is itself a representation of the scattering operator 7', given as:

M =< out|T|in >, (2.16)

where < out and in > are the bra and ket of the outgoing and the incoming particle waves
respectively. If it is assumed that the analysis is performed in fixed bins of Ey, ¢, and M, then
the cross section relationship only depends on angular distributions and spins up to a constant
factor. An intensity can be defined, which gives the density of events over the appropriate phase
space. It is written as:
do

Q) = o =K Y ) (2.17)

ext.spins
The x denotes any relevant dynamic factors. The linearly polarised photon beam allows us

to introduce a spin-density matrix p and incorporate polarisation into the model. The intensity

can now be rewritten in terms of amplitudes A(Q,€y,), such that:
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do .
1(Q,Q) =5 =x Z A (Q)P) (@A™ (Q)51; 1, (2.18)
A A

The individual amplitudes are defined as follows:

Apaan(Q) =Y T} 5 Yn(Q) (2.19)
Im

The symbols 4,41, A, represent the helicities of the beam, target nucleon, and recoil nucleon
respectively. Y are the Laplace spherical harmonics for angular momentum I, and T;fm_ a2, A€
the partial waves, which will be free complex parameters in the model.

The intensity can explicitly be written out as:

1(Q,Q, @) = I°(Q) — P (Q)cos(2®) — PyI*(Q)sin(2®) (2.20)

The quantity Py is the magnitude of the photon beam polarisation, bounded between 0 and

1. The intensity components I, I', I? are given as:

K

Q) =3 ¥, A (@A3,1@Q) (221)
l;ll)tz
K *
Q) =2 ¥ A2un(@AG,4,(@Q) (2.22)
l;lllg
K *
12(Q7Qh):l§ Z A*l;)qlz(Q)Aﬂ,;/’Ll)Lz(Q) (223)
l;lllz

The beam helicity A takes on values 1 and the helicities of the initial and recoil nucleons
A1, Ay take on values j:%. The baryon helicities are dropped from the following derivations and
will be reintroduced at the end without loss of generality.

First, to extend the model to vector-pseudoscalar channels, multi-particle decays must be
modelled. The vector meson ¢ is not detected directly, but reconstructed from its products — two
kaons. The isobar approach is used, where the full reaction being treated as two sequential two-
body decays that can be factored together and that ultimately produce three spinless particles;
the intermediate particle that decays is called an isobar. Figure[2.2]shows a sketch of the process.
The term that describes these interactions, previously Y (Q), becomes dependent not only on
the angular variables in the resonance frame but also on the angular variables of the isobar decay.
In terms of the defined amplitudes, following the derivation in [93]] the expression in Eq.

can be modified to obtain:

x(Q,Q,) = Z DJ 5 (QFLDY () (2.24)

zsabar

This is usually referred to as the decay amplitude. Certain correction factors are omitted for
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g D

N’ B

Figure 2.2: A sketch of an isobar decay. An interaction produces a resonance X that decays into
two particles A and B, where A, also called the isobar, decays again. The full decay is modelled
as a product of all intermediate isobars — in principle, an arbitrary number of intermediate decays
can be accommodated.

clarity and will be mentioned later in the Section. The sum runs over the helicity of the isobar
¢ while the D terms are elements of Wigner-D matrices which are computed using formulae
given in [100]. These terms encode the information about complex rotations performed when
changing basis from the reference frame of the resonance to the reference frame of the isobar. F’ i
is a function containing the Clebsch-Gordan coefficients required for the proper normalisation
of the change in basis.

The modifications required to incorporate vector mesons into this model are described in
GlueX technical notes [[101,102]]. Starting once again with the definition of amplitudes A in the
isobar model:

Apn(Q,Q) = Y TLXn(Q,Q) (2.25)
i=1 ,2... m:—Ji...J,-

The sums run over all contributing resonances indexed by i; the projection of a resonance’s
total angular momentum onto the chosen axis is indexed by m. The decay amplitude X! has the

same form as in (2.24)), with the Clebsch-Gordan term given as:

F, = ; < Jid|10,124 > C; (2.26)

The helicity of the isobar ¢ meson can take values —1,0, 1. Finally returning to the original
intensity definition in (2.20), the expressions (2.21)) to (2.23) can be substituted in to get the

following, with the beam helicities explicitly notated:
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K * *
I(Q, Q, @) = S [A-(Q, Q)A (R, Q) +A1AL (Q, Q) —

Py (A_(Q,Q)A%(Q, Q) + A4 (Q,Q,)A* (Q,Q))e?®] (2.27)
If rotated amplitudes are defined as:

A = ®AL(Q, Q) (2.28)

The intensity can again be rewritten as:

1(9,0,®) = T(1 =PI+ (2, Q1) +4 (2. Q)P+ (1+P)IA (2,0 +4- (@)
(2.29)
Helicity, which is the basis in which the formalism has been expressed, is not an eigenstate
of parity. As the partial wave analysis aims to determine this quantum number, a transformation
to a basis which is an eigenstate of parity is required. The reflectivity basis is one such option.
Reflectivity is a quantum number associated with the reflectivity operator. The operator performs
a rotation around a chosen axis (usually taken to be the normal to the production plane) followed
by a parity operator. Like helicity it will take on values of either + or -. This basis is useful in
a few ways. The reflectivity can be defined as the product of the parities of the resonance and
the exchange particle that was involved in its production. Comparing amplitudes for different
reflectivities thus allows access to information about the production mechanism. It also brings
benefits in terms of the algebra, as partial waves with different reflectivities cannot interfere with
each other.
Care has to be taken to account for both of the parities when defining the reflectivity ampli-

tudes. The transition to the new basis can be done by using the following relations:

T, ="T,+T} (2.30)

T, =g(-1)"(" T, —"T.,) (2.31)

As previously, Tij are the helicity amplitudes, while =T/, are the reflectivity amplitudes.

From this it follows that A become:

A=Y ("o + T X0 (2, Q) (2.32)

I,m
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A=Y (T, =T ) w(=1)"X (@) =Y (T, — T,)X(Q,Q) (2.33)

im im

In Eq. (2.33)) the following parity relation from [[102] is used:

—(=D)"X!(Q,Q) =X (Q, Q) (2.34)

For further convenience, a rotated decay amplitude can also be defined:

7L (Q,Q)) = e X! (Q,Q)) (2.35)

The final step is to rewrite the intensity in a form required by the fitting tools used in the
analysis, described in detail in Chapter [5] In particular, we have to recast it in terms of a series

of coherent sums. If we write out the sum and difference of the amplitudes ;Lr,g_ as:

Ay +A_=2Y i Tim(Z.) + TTiRe(Z}) (2.36)
im

Ay —A_=2Y i"Tim(Z.) + " T}Re(Z}) (2.37)
im

These sums and differences can be plugged into (2.29) to get:

1(Q,Q,@) = Y. {(1-P|Y i TyIm(Z,,) + T, Re(Z,)[*+
}L] ,Az i,m

(1+P)[i* Tyim(Z,,) +~ TyRe(Z,)*} (2.38)

The previously dropped indices over the baryon helicities A, A, have been reintroduced. To
achieve the final form of the intensity, this is rewritten as a sum over baryon spin flip/non-flip

amplitudes. Since parity invariance gives us the following:

. A — A .
eTI’Il’l;AI*)Q — 8(—1) 1 28T}’i’l;l]lz7 (2.39)

Defining complex parameters of the model as:

Viloo = Thv (2.40)
Vilit = Tt (2.41)

Replacing the sum over baryon helicities with:
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Y T T, = (1 ee) Yl e (2.42)
Ay k

We can write the final form of the intensity that is used in the fit as:

I(Q,Qh,q>):22k"{ 1-P) |Z il (Zo) >+ | Y1, kRe(Z3) ]

im

SETI0 WECAS) MR AR
iym

The complex model parameters [J,-]fm . represent the production amplitudes of the reflectivity
amplitudes of the partial waves and are obtained through numerical fitting techniques. Although
this final form of the intensity may not appear the most natural, it is required by the software
tools that are used to implement the amplitudes — see Section[5.1] As a benefit, it does emphasise
that partial waves of different reflectivities can only add incoherently. It has to be noted that
though the intensity involves a sum over baryon spin configurations k, this cannot be measured
in GlueX. It is assumed that this only matters up to a multiplicative constant and so is not
considered in the actual fitting procedure.

The separation of reflectivities into separate sums also enables the partial wave analysis
to provide information about the mechanisms involved in producing the resonance. Mesons at
GlueX are expected to be produced in t-channel exchanges — see Subsectiond.4.2]for more detail
— with a virtual particle being exchanged between the beam photon and the target proton. The
exchange particle can be either natural or unnatural parity, and in the kinematic regime relevant
for the analysis in this thesis the reflectivity is assumed to be equal to the naturality. Hence, if
positive reflectivity amplitudes dominate it can be assumed that mesons are produced primarily
via exchange of natural particles like pomerons [103], while negative reflectivity amplitudes
would indicate unnatural particles like pions.

Finally, the sketch just given has omitted the spin dependent centrifugal barrier correction
factors Fj(g). The angular momentum of the decaying resonance has an effect on its shape,
especially near threshold, and this effect must be accounted for. The factors are inserted inside
the sums in Eq. (2.19). The full derivation can be found in [93] and its references, but the
relevant terms for the partial waves used are provided in Appendix

The full partial wave formalism in reflectivity basis for vector-pseudoscalar decays produced
with a polarised beam has been presented. It can be used to extract the parity and angular mo-
mentum quantum numbers that characterise a resonance by performing a fit to the angular vari-
ables of the data, as well as to compute the yields and in turn the mass dependent cross-sections
of those resonances. The next two Chapters will describe the experimental setup, event recon-

struction, and event selection procedures required to collect said data at the GlueX experiment.
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The thesis will return to the formalism in Chapter [5] where the application of the intensity given
in Eq. (5.1I) in extended maximum likelihood fits and practical considerations relating to the

ability of the model to obtain the partial wave amplitudes will be discussed.



Chapter 3
The GlueX experiment

The GlueX experiment is located in experimental Hall D of the Thomas Jefferson National
Accelerator Facility (JLab), Newport News, Virginia. GlueX uses a tagged linearly polarised
photon beam incident upon a liquid hydrogen target to study a variety of photoproduction reac-
tions. Particles produced in interactions with the target are detected inside the GlueX detector
system. The system is comprised of superconducting magnets, drift chambers, electromagnetic
calorimeters, and scintillating detectors, achieving almost full azimuthal coverage. Both charged
and neutral particles can be detected and reconstructed with good resolution. The experiment
aims to map out the light and strange hadron spectrum, with a particular focus on states that may
contain gluonic contributions to their quantum numbers. This Chapter describes the experimen-

tal setup inside Hall D and the facilities used to produce the photon beam.

3.1 Continuous Electron Beam Accelerator Facility

The Continuous Electron Beam Accelerator Facility (CEBAF) is a continuous wave electron
accelerator within JLab [[104]. It produces an electron beam with energies of up to 12 GeV
that is served to the four experimental halls. Experiments in different halls are able to run
concurrently — each may receive the beam at different currents and energies without interfering
with the other halls. The CEBAF is laid out in a so-called racetrack setup whose diagram can
be seen in Figure Two linear accelerators (linacs), which increase the energy of passing
electrons using superconducting radio frequency cavities, are connected together at both ends of
the facility with recirculation arcs. These arcs contain magnets that focus and steer the beam,
allowing multiple passes through the linacs. When provided to Hall D the beam undergoes 5.5
passes, allowing it to reach the full 12 GeV energy limit.

27
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Hall D
(GlueX)

Experimental
Halls A/B/C

Figure 3.1: A diagram of the CEBAF accelerator. The two linear accelerators and entry points
to the experimental halls are highlighted. Diagram taken from the GlueX diagram repository

105].
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Figure 3.2: A diagram of the Hall D complex with main detector systems labelled. Diagram not
to scale. Diagram taken from the GlueX diagram repository [[105]].
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polarized photons

Figure 3.3: A diagram of the photon beamline throughout the Hall D complex. The radiator
and tagger system are located in the tagger hall, which is 75m away from the detector hall that
contains the detector system, here denoted as the GlueX Spectrometer. Diagram taken from the
GlueX diagram repository [[105].

3.2 Tagger hall

The Hall D experimental facility is comprised of two separate halls — the tagger hall and the
detector hall. A diagram of the setup can be seen in Figure As GlueX is a photoproduction
experiment, the CEBAF electron beam has to be converted to a photon beam. This is done
inside the tagger hall using a diamond radiator, which is an approximately 50 um thick diamond
crystal. Electrons that hit it scatter and produce photons that are sent 75 m forward into the
detector hall. These electrons travel to two tagging detectors where their energy, and therefore
the energy of the corresponding photons, is determined. The remaining electrons are directed

into a beam dump by a magnet. A diagram of the photon beamline can be seen in Figure 3.3

3.2.1 Photon beam

When electrons scatter off the diamond radiator, a process called coherent brehmsstrahlung oc-
curs. This produces photons that are linearly polarised. This can be observed as an enhancement
in collimated intensity above a bremsstrahlung spectrum produced by an amorphous aluminium
radiator, as seen in Figure The energy of this enhancement — usually called the coherent
peak — as well as the polarisation value and its direction can be tuned by changing the orientation
of the radiator with respect to the electron beam. All radiators are positioned on a multi-axis
goniometer that allows for precise movement in all three dimensions. The coherent peak can go
as high as the energy of the electron beam, but the level of achievable polarisation decreases as
the energy increases. Taking the various physics objectives that GlueX aims for into account,
the peak was optimised to be between 8 and 9 GeV. The exact value varies between data taking
periods; linear polarisation in the peak reaches around 40%.

Knowing the energy of beam photons is desirable when performing reaction identification.

It can be computed as
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Figure 3.4: (a) Flux of the photon beam as measured using the Pair Spectrometer for different
diamond radiator orientations in red/blue and the aluminium radiator in black, in bins of photon
energy. An enhancement at the coherent edge can be seen when compared to the aluminium
radiator spectrum. (b) Polarisation of the photon beam in bins of photon energy for different
diamond radiator orientations. Figure taken from [106].

EY — Eé)fam - E;gattered, (3.1)

where E ebf‘”” is the energy of the CEBAF beam electron incident on the radiator and E$¢“/¢" ed
is its energy after scattering off the radiator. The former is known to high precision, while the

latter is measured with a magnet and a pair of scintillating detectors, see Subsections [3.2.3] to

3.2.2 Radiator

GlueX uses a 50 um thick diamond as a radiator. Diamond is well suited to coherent brehmsstrahlung

production [107] — it possesses a high coherent scattering probability owing to the low atomic
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number of carbon and its crystal lattice properties. Diamond also has great thermal conductivity
and radiation hardness, making it suitable for use in a high beam intensity environment [[107].
The diamond crystals used were produced using a chemical vapour deposition (CVD) process
[108]. The thickness of the radiator had to be less than a 100 um to minimise the effects of
multiple Coulomb scattering, which would widen the coherent peak and decrease polarisation
[106]]. However, radiation damage limits radiator thinness — thinner crystals experienced buck-
ling after relatively short periods of beam time, seemingly caused by differential expansion of
the crystal at the location where electrons were incident. This also caused the peak to widen
and would have necessitated frequent changes of the crystal in use. Perhaps due to increased
stiffness, a thickness of 50 um was sufficient to prevent the physical deformation and so this

value was chosen as a good compromise [[106]].

3.2.3 Tagger dipole magnet

The tagger hall dipole magnet is an 80 ton room temperature magnet [[109]. It operates at a
normal field strength of 1.5T, with a maximum strength of 1.75T. The magnet deflects electrons
scattered off the radiator. Electron deflection angle depends on their energy — electrons that lose
little or no energy go straight towards a beam dump, while other are aimed towards the tagger

detector system. Magnetic field integrals along relevant electron trajectories are known to 0.1%.

3.2.4 Tagger Hodoscope

The Tagger Hodoscope [106] is a detector composed of 222 scintillation counters, which are
sheets of EJ-228 plastic [110]. They are 6mm thick and 40mm high with widths that vary across
the length of the detector. Each counter is coupled to a photo-multiplier tube (PMT) with an
acrylic light guide. A diagram of the tagger setup can be seen in Figure[3.5] Once the scattered
beam electrons hit the hodoscope their position on an imaginary focal plane is determined based
on which counter produces scintillating light. The Hodoscope counters are placed in three rows
slightly downstream of the plane, with their faces normal to the electron trajectory. Because
electrons with different energies are bent at different trajectories by the tagger magnet, they also
hit the hodoscope by crossing different points on the plane. In effect, if the magnetic field, and
in turn the paths of bent particles, is well known and it is possible to determine where on the
hodoscope an electron of a given energy would land, measuring the position allows the indirect
measurement of the electron energy. Additionally, the detected electron can be matched to the
photon that it produces if the hodoscope hit timing is recorded. This is made possible due to the
detector’s high temporal resolution of 200 ps. The matching allows for the determination of the
photon’s energy in turn as per Eq. (3.1).

As mentioned in Subsection [3.2.3] the magnetic field is indeed well understood, allowing

the electron and photon energy determinations to be made. The hodoscope is designed to tag
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Figure 3.5: A diagram of the full tagger setup. The electrons are bent by the tagger magnet and
travel along energy-dependent trajectories. The energies corresponding to tracks in the diagram
are given in ratios of electron energy to produced beam photon energy. Electrons that have lost
sufficient energy to the radiator intersect the two tagging detectors along the focal plane, which
allows their energy to be measured. Taken from [106].

energies of electrons corresponding to 25% to 97% of the beam photon energy range. It covers
100% of the coherent peak region and above, but coverage below 60% of the maximum beam
energy is worse and significant gaps in measurable energy between counters exist. An intentional
hole in the middle of the detector is left to accommodate the high resolution tagging microscope,
see Subsection below.

3.2.5 Tagger Microscope

The Tagger Microscope [111] is a high resolution hodoscope that detects deflected electrons in
the coherent peak energy region. The microscope consists of 510 scintillating fibres of BCF-20
plastic [112] that are fused at the downstream end to a clear light guide. They are tightly packed
in a 102x5 formation, with 102 fibres horizontally in 5 vertical rows. Each fibre has a 2x2
mm? transverse profile and is orientated at an angle to the focal plane such that it is parallel to
the electron trajectory — this maximises detector response. The crossing angle 3 varies slightly
over the span of the detector volume, resulting in the fibres needing to be staggered along the
electron dispersion axis. The light guide directs produced scintillation light to a shielded silicon
photomultiplier (SiPM).

Like the Tagger Hodoscope, measuring the position the beam electron hits the microscope
allows the electron’s and the corresponding beam photon’s energy to be determined. The timing
resolution is similar at around 230 ps, meaning that matching the appropriate beam photon is
possible like with the hodoscope. The higher density of the scintillating counters in the micro-
scope means the resolution on the energy computation is better. The microscope is movable to

account for the fact that the coherent peak energy may be changed.
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photon beam '
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Figure 3.6: A more detailed diagram of the Tagger Microscope. The scintillating fibres are
at a non-constant angle 8 with respect to the focal plane in order to have scattered electron
trajectories be parallel to the fibre axis. Taken from [106].

3.3 Detector hall

The rest of the Chapter describes the primary GlueX detector system and target, which are
housed in a hall 75m downstream from the tagger hall. Upon entering the hall, the photon
beam is first collimated using the active collimator. It then travels through a set of detectors
designed to measure beam-related quantities required for physics analyses, such as beam flux
and polarisation, before finally hitting the target cell. Particles produced by interactions with the
target or subsequent secondary decays are detected by a number of detector subsystems. These
include calorimeters, tracking detectors, and various scintillating detectors. The data from the
detector systems that passes the appropriate triggers is recorded by the Data Acquisiton System
(DAQ) and stored on disk. The low-level detector information is used to reconstruct objects
such as particle 4-vectors which can subsequently be used in physics analyses; both charged and

neutral particles can be reconstructed. This process is described in more detail in Chapter 4]

3.3.1 Solenoid

GlueX tracking detectors and forward calorimeter are surrounded by a superconducting solenoid
magnet [[113]] which produces a 2T magnetic field. The field is used to curve charged particle
trajectories inside the detector, allowing the measurement of particle momentum. The magnetic
field is mapped out throughout the hall and its contributions to momentum uncertainty is less

than a percent — negligible compared to detector uncertainties.
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3.3.2 Active Collimator and beam monitoring

The bremsstrahlung produced by the diamond radiator contains both coherent and incoherent
components. The former is correlated with a more forward photon angular distribution. By
removing photons with larger emission angles the polarisation of the beam can be enhanced due
to suppression of the incoherent component. The beam undergoes passive collimation during
its travel down the tunnel from the tagger hall, which is one of the reasons for the long distance
between the two parts of the Hall D complex.

Upon entering the detector hall the beam goes through the Active Collimator, a system based
on a similar device previously used at SLAC [114]. A set of tungsten pins are attached via circu-
lar baseplates to the primary collimator, which is itself a tungsten block with a Smm aperture. If
the beam hits the baseplates, currents are induced in the collimator and the pins. These currents
can be used to deduce the displacement of the beam from its nominal centre. This information
is fed back into the electron beam steering system, allowing the beam position to remain stable

throughout active running.

3.3.3 Triplet Polarimeter

The Triplet Polarimeter (TPOL) [[115] is used to measure the degree of linear polarisation of
the photon beam. Many physics observables, like the partial wave amplitudes extracted in this
thesis, depend on this quantity. After travelling through the collimator the beam hits a beryl-

lium foil converter, which causes e

e~ pairs to be produced off an atomic electron [115]]. The
azimuthal angular distribution of the recoil electron is proportional to the polarisation of the in-
cident photon if the energy and trajectory of the pair are known. In particular, the cross section

for triplet photoproduction using a linearly polarised photon beam can be written as [[115]:

o; = op[1 — PXcos(20¢)], (3.2)

where 0y is the unpolarised triplet cross section, P is the polarisation of the photon, X is the
beam asymmetry, and ¢ is the azimuthal angle of the recoil electron with respect to the plane
of polarisation of the incident photon beam. The recoil electron is detected by a silicon strip
detector housed within a vacuum chamber.

The azimuthal angular distribution is fit to a function of the form [115]:

I(¢) = A[l — Bcos(2¢)], (3.3)

where A and B are parameters of the fit and B = PX. X is a function of the beam energy,
converter thickness, and the geometry of the setup that has been measured for GlueX. Assuming

that X is known, the polarisation P can be extracted once the fit to ¢ is performed. The produced

J’_

e e~ pair and beam photons that did not interact with the TPOL proceed in the evacuated beam-
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Figure 3.7: A diagram of the Pair Spectrometer. The beam photons scatter off an atomic electron
in the converter foil and produce lepton pairs. The dipole magnet separates these along energy
dependent trajectories that cross the two arms of the Spectrometer. Taken from [116].

line. The pair ends up entering the magnetic field and vacuum chamber of the Pair Spectrometer

described in Subsection [3.3.4] while the photons go towards the GlueX target region.

3.3.4 Pair Spectrometer

The Pair Spectrometer (PS) is used to determine both the photon beam flux, required for
cross-section calculations, and measure the fraction of polarised photons present in the coherent
peak region. The PS operates by detecting e e~ pairs produced in a converter material after an
interaction with a beam photon, allowing its energy to be reconstructed. These pairs are usually
the ones produced inside the TPOL using the beryllium foil, but additional converters can be
inserted. The PS contains two detector layers - a high granularity hodoscope and a set of coarser
scintillators, called PS and PSC counters respectively. These are split into two arms, situated

symmetrically on either side of the beam line. Each arm covers an e*

energy range of 3.0 to 6.2
GeV, corresponding to reconstructed beam photon energies of 6.2 to 12.4 GeV [106]. The PS
has a trigger separate from the main GlueX trigger that is used in parallel. Like in the tagger
detectors described in Subsections [3.2.4] and [3.2.3] the energy of the detected leptons can be

determined with the help of a magnet. In this case, a dedicated dipole magnet with a nominal

field strength of 1.8 T is used. A diagram can be seen in Figure The calibration required to
perform total flux determination with the PS is performed using the Total Absorption Counter,
see Subsection[3.3.5
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3.3.5 Total Absorption Counter

The Total Absorption Counter (TAC) is a high efficiency lead-glass calorimeter that is used for
the determination of the total normalisation of the photon beam flux. It was originally designed
for the CLAS experiment in Jefferson Lab’s Hall B [117]. Similar to the Forward Calorime-
ter described in Subsection the TAC measures Cherenkov radiation caused by particles
entering the lead-glass. The radiation is read out using PMTs. The TAC is designed to detect
all beam photons above a given energy threshold. The Counter, which is otherwise retracted,
is inserted immediately upstream of the photon beam dump during dedicated low intensity cal-
ibration runs and all hits coincident with hits in the tagging detectors are measured. Running
at normal intensities would significantly increase the systematic uncertainty on the TAC mea-
surements due to overlapping photon hits. Coincidences with pairs detected in the PS are also
measured — this allows for the determination of the ratio of PS hits to tagger counter hits, which

is used during normal running to convert the PS pair detection rate to a flux.

3.3.6 Target

GlueX uses a liquid hydrogen target due its high proton density. The hydrogen is contained in
a 30 cm long conical cell that decreases from a diameter of 2.42cm to 1.56 cm over its span.
The cell is cooled by a cryogenics system such that it maintains an operating temperature of

approximately 20 K at a pressure of 1.31 bar.

3.3.7 Start Counter

The Start Counter (SC) is a cylindrical scintillation detector made up of 30 paddles that surround
the target cell [118]. The paddles are made out of EJ-200 scintillating plastics [110], while the
produced scintillating light is detected using SiPM detector modules. A diagram can be seen in
Figure [3.8] The primary task of the SC is to match the particles produced by an interaction in
the GlueX target to the corresponding beam photon. Correct beam bunch matching is necessary
for various techniques used in signal selection, e.g. when using 4-momentum conservation as a
constraint in kinematic fits — see Subsection 4.1.3] For this to be achievable temporal resolution
high enough to resolve the RF structure of the beam is required. In practice this resolution
depends on which section of the SC charged particles interact with. In the nose section that
comprises the end of the detector past the target cell, where the majority of the charged tracks
intersect with the SC, the resolution is 450 ps. This is sufficient to distinguish the 4 ns wide
beam bunches. Besides recording timing, the Start Counter can also be used when performing
particle identification. Particles that trigger scintillation in the paddles will lose some of their
energy with energy deposit profiles that will vary as a function of particle type and momentum.

In particular, protons can be distinguished from other positively charged particles up to 0.9 GeV.
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Figure 3.8: A diagram of the Start Counter. The detector surrounds the liquid hydrogen target
and tapers to a narrower 'nose’ section in the beam direction. Different regions of the SC exhibit
different timing resolutions. Taken from Iml

3.3.8 Central Drift Chamber

Reconstruction of charged particles requires their trajectories to be known to a high level of
accuracy. GlueX achieves this primarily through the use of two Drift Chambers. The first is
the Central Drift Chamber (CDC) [[119], a tracking detector located within the Barrel Calorime-
ter surrounding the target cell and the Start Counter. The CDC is a straw-tube drift chamber,
comprised of 3522 gold-plated tungsten anode wires in Mylar sheaths arranged in a cylindrical
volume. The Drift Chamber is pumped with a 50:50 CO2:Ar gas mixture. When charged par-
ticles travel through the CDC, the gas is ionised and the resulting free electrons are attracted
to the anodes close to the ionisation path. The electrons themselves cause further ionisation —
this avalanche produces a signal in the wires. If a model for the propagation of the avalanches
can be assumed, locations of wires that registered an electric signal can used to determine the
particle’s trajectory. It is also possible to determine dE/dx energy loss and timing information
from the CDC. The former, like in the case of the SC, allows for effective identification of low
momentum particles. The Central Drift Chamber covers the region of 6° - 168° in the polar
angle, with optimum coverage between 29° - 132°. The tubes are arranged in 28 layers, with 12
being axial and 16 being offset at stereo angles of -+ 6° to provide additional spatial information

along the beam direction. This arrangement is depicted from the upstream end of the detector in

Figure 3.9
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Figure 3.9: Upstream view of the CDC straw layout. The axial straws are pictured in black,
while the stereo straws are red (+6°) and light blue (-6°). Taken from [[119].

3.3.9 Forward Drift Chamber

The second Drift chamber is the Forward Drift Chamber (FDC) [120]. It is a wire tracking
detector designed to handle high density charged tracks in the forward region of the GlueX
detector. In general, the forward angular region contains most particles produced in meson
resonances and so requires additional attention. The FDC has full coverage between 1° - 10°
in the polar angle with partial coverage up to 20°. The FDC is built up from 24 1 m diameter
planar drift chambers. These are combined into 4 packages of 6 chambers each. Each chamber
in a package is rotated 60° to the previous and contains a wire plane and a cathode plane, split
into thin strips, on either side. The components of the chamber are held together in a fiberglass
insulated frame. A sketch can be seen in Figure [3.10] The chambers are separated by a ground
plane of thin aluminised Mylar. The FDC is filled with a mixture of CO2 and Ar gas at a 60:40
ratio, which reduces the impact of the magnetic field on the tracking measurements compared to
the 50:50 mix [106]. Like in the case of CDC described in Subsection [3.3.8] charged particles
cause ionisation in the FDC gas such that free electrons are attracted to the anode wires. The
density of charged tracks in the forward region is higher than at angles covered by the CDC,
meaning that good track separation and position resolution is required. This is achieved with the

use of the two sets of cathode strips as discussed in [[120].

3.3.10 Time of Flight detector

Good particle identification capability is necessary to successfully reconstruct desired final
states. One informative quantity that can be used for this purpose is the Time of Flight (TOF) of
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Figure 3.10: An artist’s rendition of an FDC chamber. Taken from ||

a particle, which is defined as the time necessary to traverse the distance from its initial vertex
in the target to a dedicated detector. This time can be related to the mass and momentum of the
particle [121]]. As the momentum for charged tracks can be measured using the GlueX solenoid
magnet, knowing the TOF allows us to predict the mass. The Time of Flight detector is a scintil-
lator detector located 5.5 m downstream of the target cell in front of the FCAL [[106]. It is made
from two stacked planes of EJ-200 scintillator paddles. A small hole is left in the middle of the
detector to allow the photon beam to pass through and the paddles immediately surrounding this
hole are shorter. The TOF provides fast timing signals with a resolution of 100 ps. The Time
of Flight is obtained by combining the timing data from the Start Counter, see Subsection [3.3.7]
and the TOF detector hit, where the former provides the start time and the latter the end time of
the particle’s travel.

A common plot used for PID is the 2D histogram of particle velocity, expressed as f§ = %,
against particle momentum; the velocity can be computed from the Time of Flight in the usual
way. An example of this plot using the GlueX TOF detector can be seen in Figure 3.11] As
expected, different particle species form distinct bands based on their mass. The TOF shows
good PID performance for pion/kaon discrimination up to 2 GeV, where separation at 40 is
achievable. Unfortunately the two particle types become increasingly indistinguishable when

momentum increases, though protons remain easily separable throughout.

3.3.11 Detector of internally reflected Cherenkov radiation

GlueX PID detectors cannot reliably distinguish particles like kaons and pions past approxi-
mately 2GeV, e.g. see the TOF performance in Subsection [3.3.10] Extending the viable mo-
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Figure 3.11: Factor 8 = 7 against particle momentum. Colour map is on a logarithmic scale.
Distinct bands can be seen for charged kaons, pions, electrons, and protons and are notated
on the plot. The separation between bands means the Time of Flight detector can be used for
particle identification. Protons are easily separable from other particle species throughout the
momentum range, but pions and kaons begin to become indistinguishable past 2 GeV. Taken

from IIIT_%I]

mentum range in which pion/kaon separation can be performed could be helpful for reactions
where higher average particle momenta is expected. In general it would also allow GlueX anal-
yses to maximise available statistics. To this end, the Detector of internally reflected Cherenkov
radiation (DIRC) [[122] was commissioned for data-taking runs starting in late 2019. It is the
newest addition to the GlueX detector, designed to extend PID capabilities to 2.5 GeV - 3 GeV in
particle momentum [[122]. Commissioning studies indicate that pion/kaon separation can reach
30 accuracy in some angular regions [[123].

It is made out of 48 fused silica glass bars arranged in 4 boxes. Particles that travel through
the glass bars move faster than the local speed of light in the medium, producing Cherenkov
radiation. The produced photons are internally reflected inside the glass tubes using mirrors
until they eventually hit a PMT array. The angle of Cherenkov photons emitted in the bars is
a direct measure of the particle’s B and allows the DIRC to be used for PID, similar to the
TOF. The angles can be reconstructed via a number of methods [124], including deep learning
algorithms, but the standard approach is to use pre-calculated lookup tables [[124]]. Because the

DIRC is a relatively new addition to the GlueX system, studies on its performance with real data
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Figure 3.12: Schematics of the BCAL. a) A general view of the BCAL. b) A cutaway that shows
the polar angle coverage of the BCAL. c) The end view of the BCAL that demonstrates how the
detector is segmented. d) A matrix of the readout electronics. Taken from ||

are still ongoing and it was not used in the analysis presented in this thesis.

3.3.12 Barrel Calorimeter

Tracking and scintillator detectors are capable of detecting charged particles, but calorimetry
systems are necessary for the neutrals that do not cause ionisation. As in the case of the Drift
Chambers, GlueX uses two calorimeter detectors to achieve high angular coverage and resolu-
tions. The first is the Barrel Calorimeter (BCAL), an electromagnetic calorimeter that surrounds
the target cell area in an open-ended cylinder shape; the target is located in the backwards region
of the BCAL. The calorimeter is made out of alternating layers of lead sheets and scintillating
fibres made from Kuraray SCSF-78MJ plastic [[126]. The calorimeter is split into 48 optically
isolated modules with the scintillating fibres running parallel to the cylinder axis. Schematics
showing various angles of the BCAL are given in Figure [3.12] A particle — whether neutral or
charged — hitting the lead will interact, causing an electromagnetic cascade that leads to scin-
tillating light being produced in the fibres. The light is collected with waveguides at the end of
each module and relayed to SiPM readout detectors. This can be used to determine the energy
deposition and the position of the particle hit in the BCAL — the latter is obtained by a clustering
algorithm on the BCAL cells that were activated by a hit [125]. The Barrel Calorimeter covers
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Figure 3.13: A frontal view of the Forward Calorimeter inside the detector hall. The beam hole
can be seen in the middle of the detector. Taken from the GlueX photo collection [127].

polar angles of 11° - 126° with full azimuthal angle coverage and has an energy resolution of
_ _52% . } .

o./E = JEGe) @ 3.6% [125]. It also has a temporal resolution of 100 ps - 200 ps depending

on particle energy [125]]. This is low enough to make the BCAL a viable timing detector as the

resolution is comparable to the dedicated TOF.

3.3.13 Forward Calorimeter

As mentioned when discussing charged particle detection in Subsection [3.3.9] the forward an-
gular region requires extra attention to properly reconstruct the particles produced by meson
resonances. The Forward Calorimeter (FCAL) is an electromagnetic calorimeter that cov-
ers the forward region with polar angle coverage of 1°-11°. It is located 5.6 m downstream
of the GlueX target, behind the TOF detector, and is made out of 2800 stacked 4x4x45cm
lead-glass blocks arranged in a circular array. A hole in the middle of the calorimeter allows
beam passthrough. Figure [3.13]shows a frontal view of the detector. The electromagnetic cas-
cades caused by particles incident on the FCAL blocks produce particles that move at relativis-

tic speeds and emit Cherenkov radiation inside the lead-glass. The radiation is collected using



CHAPTER 3. THE GLUEX EXPERIMENT 43

PMTs and read out using fast ADC electronics. The intensity of the Cherenkov light is pro-
portional to the particle’s energy. The calorimeter can detect particles up to energies of a few
: . _ _62% .
GeV with a resolution of ¢, /E = JEGY) ©4.7% [106]. The fast readouts enable the high
density of particles in the forward region to be detected with high efficiency. In addition to the
energy measurements, the position of the hit can also be reconstructed using clustering like in

the BCAL.

3.3.14 Trigger and data acquisition system

GlueX collects detector data continuously, but it is only saved for longterm storage if certain
physics conditions, or triggers, are satisfied. Triggers are used to filter out data that is highly
likely to be low quality, i.e. not suitable for accurate particle reconstruction or unlikely to yield
interesting events. GlueX uses a relaxed trigger based on energy deposition in the two calorime-

ters. It consists of the following conditions:

1. 2Ercar + Epcar > 1 GeV, Egcar > 0 GeV

2. Egcar, > 1.2GeV

The first condition is the primary trigger, as most physics events from meson resonance de-
cays will be produced in the forward direction. The second condition is used to capture events
from certain processes that release a high amount of transverse energy. Alternative triggers can
be used for calibration and detector study purposes. Signals from the calorimeters are digitised
using Flash Analog-to-Digital Converters (fADCs) at a sampling rate of 250 MHz. Energy de-
position calculations sum these digitised signals on FPGA boards. If trigger conditions are met,
signals to all relevant data readout crates (ROCs) are sent and detector data is streamed into the
Data Acquisition System (DAQ). In addition, a parallel random 100 Hz trigger is run to col-
lect events for more realistic simulation backgrounds. A number of dedicated computer nodes
collate the data streams and write them out to data storage.

Once data is stored, it is available to be used for reconstruction and subsequent data analysis.
Reconstruction, data skimming, and signal event selection of the GlueX data used in this thesis
are covered in the following Chapter. The dataset obtained from these steps is used in the partial

wave analysis which is presented in Chapters [ and [6]



Chapter 4
Event selection

The motivation for analysing the ¢ channel and the necessary preliminaries for doing so have
been laid out. This Chapter describes the data sets used in the analysis, the reconstruction of
the data to physics objects and the full event selection procedure performed to pick out signal.
Section presents the GlueX data and simulation production pipelines. Sections
and {.4] describe the various types of selection criteria, commonly called ’cuts’, applied to the
data to eliminate background, while Section [4.5]is dedicated to the question of combinatoric
backgrounds. A statistical subtraction procedure described in Section4.6attempts to remove re-
maining background components from the post-selection sample. Diagnostic plots show that the
most significant sources of background are removed, or are outwith the kinematic region which
the analysis focuses on, although some residual baryon contamination is possible as shown in
Section

4.1 GlueX datasets

4.1.1 GlueX data acquisition and reconstruction

The full available GlueX dataset is split by data-taking period. There are currently four such
periods making up two distinct phases of the experiment, GlueX-I and GlueX-II, with the latter
still ongoing. The periods are further split into runs that generally span a few hours of data
acquisition — this is done to account for changes in experimental conditions over time and sim-
plify later data calibrations. Tabled.I|summarises the integrated luminosities of all periods. The
primary data used in this thesis was taken during the 2019-11 run from GlueX-II. As seen from
the table, it contains statistics roughly equivalent to the entirety of GlueX-I dataset.

There are some notable difference between GlueX-I and GlueX-II beam times. Like men-
tioned in Subsection the DIRC detector was added for GlueX-II running. The beam
energy ranges for the coherent peak also differ — in GlueX-I it is between 8.2 GeV and 8.8 GeV,
while for GlueX-1II it was set between 8.0 GeV and 8.6 GeV. Figure |4.1|shows the photon beam

44
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Table 4.1: Integrated luminosities for the coherent peak region for each GlueX data-taking pe-
riod. Coherent peak ranges differ between GlueX-I and GlueX-II data.

Run period Integrated coherent peak luminosity Phase

2017-11 21.8pb~! GlueX-I
2018-01 63.0pb~! GlueX-I
2018-08  40.1pb~! GlueX-I
2019-11 132.4pb~! GlueX-II
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Figure 4.1: Distributions of the photon beam energy for data with no cuts or accidental sub-
traction applied (#.1a) and signal simulation (4.1b). The rising edge of the coherent peak can
be seen around 8.0 GeV. The red lines indicate the coherent peak cuts with removed regions
shaded.

energy distribution for the GlueX-II data used.

Data collected during the experiment undergoes a number of processing steps before it is
presented for physics analysis. When data is collected it is first stored in the EVIO file format
[128]] by the DAQ system. Files in this format contain low level information such as signals
produced in the detector subsystems. EVIO files are processed using the halld_recon software
suite [[129] and reconstruction is performed, see Subsection Detector calibration constants
required for reconstruction are applied on a per-run basis — they are stored in a database called
CCDB and can be retrieved using SQL queries. The output of the reconstruction is stored as
REST files in the hddm format [[130] which only contain higher level objects like particle tracks
and calorimeter showers.

The final set of steps in this pipeline involves constructing candidate events according to the
decay channel under study. Conversion of REST data into reaction specific datasets is done in
centrally launched batches called Analysis Launches. GlueX researchers submit reactions that
they wish to analyse using a web form; once a sufficient number of requests are logged the
Launches are run on the central JLab batch farm. The halld_recon suite is used again alongside a

plugin called the ReactionFilter to construct candidate events matching the requested final state.
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This is also the stage at which the Kinematic Fit described in Subsection [4.1.3]is performed.
Some preliminary event selection criteria are applied during the Launches, which are discussed
in more detail in Section The final output in this chain are ROOT trees usually referred
to as Analysis Trees. The trees store the 4-vectors of the final state particles together with a
large number of detector and beam level quantities. The Analysis Trees are processed using the
DSelector library [131]. Depending on the analysis, the output of the DSelector can either be
a set of final result histograms or additional ROOT trees to be used with other frameworks for

further processing.

4.1.2 Track and cluster reconstruction

In order to convert detector data into physical observables, the 4-vectors of final state particles
have to be reconstructed. Neutral particles are identified from calorimeter showers, which are
reconstructed by clustering activated calorimeter cells. The clustering algorithms for the FCAL
[132] and the BCAL [|125] are similar. In both cases the cell with the highest energy deposit
for a given event is selected as the ’seed’ block of the initial cluster given that it is above a
certain energy threshold — this is 90 MeV for the FCAL and 15 MeV for the BCAL [[106]. All
activated cells in geometrical proximity to this ’seed’ are iteratively added to the cluster, with the
total shower energy and centroid position being recomputed at each step. After this procedure
is complete, it is repeated with the remaining activated cells until they have all been added to
a cluster or no more ’seeds’ above the threshold can be found. The BCAL algorithm finishes
with an additional step, where neighbouring clusters may either be fully merged into one or
individual cells reassigned between them. These decisions are made using predicted shower
sizes and deposited energies in the cells relative to the total shower energies. The shower position
resolutions of the two calorimeters are approximately 1.1 cm and 2.5 cm for the FCAL and
BCAL respectively [106]], allowing differentiation of relatively close photon hits.

In the case of charged particles, hits in drift chambers, calorimeters, and scintillator detec-
tors are matched up to determine particle trajectories. The hits in the drift chambers must be
linked up to form track segments — this is a 3 stage process. First, candidate track segments
are determined in both the FDC and the CDC. For the former, each package that contains hits is
analysed starting from the most upstream plane. Charged particles in a solenoidal magnetic field
will travel in a helical pattern, meaning that hits within each detector plane will be contained on
a circle in the X-Y coordinate plane. A segment is formed if at least three planes in a package
contain hits within 2 cm of each other radially [133]]. For each successfully formed segment, a
fit based on a hyperbolic projection of the X-Y plane is performed to extract initial track pa-
rameters [[134] under the assumption that it starts at the centre of the target. The segments are
then projected through the subsequent packages; the positions of the projection and the actual
segment in a given package should also lie on a circle if they belong to the same track — if they

are sufficiently close the segments are linked. A metric dependent on the circle radius is used to
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determine whether this is the case [133]].

For the CDC, the drift times in each straw-tube containing a hit are computed and converted
to a distance between the location of the initial ionisation and the anode wire [[135]]. This distance
can then be used as a radius to define a circle around the wire. If a given particle caused a hit
in a straw-tube, its trajectory must be tangent to the corresponding circle. A fit can thus be
performed to reconstruct a track that is tangent to the circles around every activated wire subject
to resolutions effects — see Figure for a geometric sketch. The combined track segments
from both detectors are then joined together if they originate in the target and pass through both
Drift Chambers within the 5° to 20° polar angle range [[106]]. Knowledge of the magnetic field
mapping in the detector allows calculation of particle momenta from the trajectory’s curvature.

The second step uses a Kalman filter [136, |137] to start finding the final track parameters.
The fit proceeds from the furthest hit associated with the track and moves towards the closest
approach of the track to the beam line. The filter takes into account magnetic field information
and multiple re-scattering interactions. At this stage the filter assumes that all tracks are from
pions, unless they have momentum below 0.8 GeV, in which case they are identified as protons.
During the final stage a Kalman filter is used to perform another fit, this time incorporating infor-
mation about drift times and candidate particle masses. Initial timing information for calculating
drift times is collected from matching a track to the SC, TOF, BCAL, or FCAL. Specific parti-
cle identifications are assigned at the end. Tracks are reconstructed well, with momentum and
polar angle resolutions varying from 1 % to 10 % and from 0.1 % to 1.5 % respectively based on

particle type and momentum [106].

4.1.3 Kinematic fitter

The final step of the reconstruction in most GlueX analyses is the use of a software tool called
the Kinematic Fitter. Its primary goal is to improve the resolution on variables of interest by
using information about detector uncertainties and physical conservation laws. The Kinematic
Fitter performs a constrained least-squares fit that can be expressed by the following matrix

equation:

1P =e"vle421TF, 4.1)

where € is a vector of residuals between fit and directly measured variables x’] it — xljm eds.>
for variable i in for the j-th combination of final state particles; V is a covariance matrix encoding
the uncertainties between variables used in the fit; A is a free fit parameter, and F is a physics
constraint. The present analysis uses a constraint on overall 4-momentum conservation and
position of the initial vertex, such that the interaction must have begun inside the target cell.
Potential physics events are usually only saved if this fit converges. Measures of fit quality,

such as number of degrees of freedom over the computed x2, can be used to further refine
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Figure 4.2: A diagrammatic sketch of track reconstruction in the Central Drift Chamber. A track
that caused hits within CDC straw-tubes must pass tangent to circles centred around the anode
wires, with a radius equal to the distance of the initial ionisation from the wire. Taken from

135).
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Table 4.2: Resolutions of relevant invariant masses and angular distributions when using mea-
sured and kinematically fit variables. The kinematic fit systematically improves resolutions,
which manifests visually as sharper distributions. A particular improvement is seen in the 7
invariant mass.

m(¢) m(m) m@mne) 6 ¢ @ O P

Measured 8MeV 35MeV 58MeV 0.07rad 0.09rad 0.09rad 0.09rad 0.09rad
Kin. fit 4MeV 20MeV 18MeV 0.03rad 0.04rad 0.04rad 0.08rad 0.08rad

signal selection. Kinematically fit variables have, in general, better resolutions compared to the
original measured variables. A comparison of invariant mass distributions before and after the
kinematic fit for the ¢ and 17 mesons in simulated data can be seen in Fig. In some cases,
like the 1 invariant mass shown in the Figure, where the peak width is driven almost entirely by
detector resolutions, the improvement is large. A full list of resolutions for invariant masses and

angular distributions can be found in Table [4.2]

4.1.4 GlueX simulations

Simulated data, often referred to as Monte Carlo (MC) data, is required for various stages of
the analysis. Simulations are required to determine detector resolutions, calculate acceptance
corrections, to perform background subtraction, analyse the systematic effects of event selection,
and more. Simulated data in GlueX is created in four steps. First, a generator produces particle
4-vectors for a given reaction according to a physics model. A variety of generators are available,
but the two used in this analysis are the gen_vec_ps generator [[138] for producing phase space
and signal data, and the bggen generator [139]], which is a general purpose PYTHIA-based [140]]
hadronic background generator used by the collaboration. The generators generally produce
hddm files as outputs.

These 4-vectors are then put through a fully modelled GEANT4 [141] simulation of the
GlueX detector. Some particles, like 7 mesons, have their decays simulated at this point. A
plugin called evtgen [[142] may be used in order to specify branching fractions for these decays
instead of relying on the inbuilt experimental tables. This increases the efficiency of the sim-
ulation if only specific final states are of interest. The third step uses a tool called mcsmear to
apply corrections that emulate detector resolutions to make the simulation look closer to real
data, including the folding in of random triggers to simulate random detector background. Fi-
nally, the same reconstruction chain used for real data is used to produce Analysis Trees with
the ReactionFilter plugin. These trees can then be analysed as normal with DSelectors, although
the stored information differs slightly from real data trees.

A number of MC datasets were produced for the present analysis. A set of signal samples
that were generated according to partial wave models were produced for use in studies of the

partial wave fit performance. These are described in detail in Section[5.3] Besides these, 125M
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Figure 4.3: A comparison of invariant mass distributions with and without the kinematic fit
in simulated data for the ¢ (#.3a) and 1 (4.3b) mesons. In both cases the kinematically fit
variables are plotted in the gray-fill histogram, while the measured variables are in the unfilled
blue histograms. The kinematic fitter especially improves the resolution noticeably in the n

case.
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Figure 4.4: The invariant mass distributions of the ¢ and 1 (4.4b)) meson decay candidates
from phase space simulations with a loose confidence level cut. Beam accidentals are subtracted.

events were generated according to a phase space distribution. The phase space events have flat
angular decay distributions. phase space data is required to compute the integrals involved in
the partial wave fit likelihood calculations discussed in Section[2.2|and the acceptance correction
factors needed for cross-section calculations. This dataset is also used to provide the invariant
mass distribution templates used in the background subtraction fits in Section[4.6] Distributions

of the ¢ and 71 invariant masses from the phase space samples are shown in Figure

4.2 Preliminary selections

Several types of preliminary selections, sometimes called ’skim’ cuts, are applied during the
Analysis Launches. Because the GlueX physics trigger does not impose very strict conditions
on events, these cuts are necessary to cut down on the number of events unlikely to be signal
that make it to the analysers. The first set of skim cuts removes events that were only detected
in some subsystems. Charged tracks are removed if they do not have at least one hit in either
the BCAL, FCAL, ToF, or SC. Showers caused by neutral particles must have an energy of at
least 100 MeV. If the shower was caused in the BCAL, it also must have triggered at least two
separate cells.

Next, a number of particle specific timing cuts listed in Table [4.3|are applied based on what
detectors reported hits. Specifically, selection is done on the following time difference:

4.2)

Ztrack — Ztarget
AT = Ttrack — (tRF + —)

c

In this expression ;4 is the time of a track at its origin computed assuming a specific
particle type, Z;rqck and Ziarger are the z-positions of the measured track’s origin and target re-
spectively, and fgr is the event reference time. Assuming correct particle identification and

perfect detector resolutions, AT should be 0.
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Table 4.3: The timing cuts applied during during reconstruction. All cuts are based on AT of the
respective detector system as calculated using (4.2).

Particle type BCAL ToF FCAL SC

K* +0.75ns  +0.3ns +£2.5ns +2.5ns
nt +1.0ns +05ns +2.0ns +£2.5ns
p +£10ns +£0.6ns £2.0ns £2.5ns
Y +1.5ns N/A +25ns N/A

Table 4.4: Skim cuts on the deposited energy in the CDC.

. dE
Particle type CDC ¢

Ki, 7[:|: e—7.0p+3.0 + 6.2
D e 40pH225 1

Priority is given to timing information from detectors with better temporal resolution, which
gives the ordering BCAL > ToF > FCAL > SC. For example, if a hit is reported in both the TOF
and the FCAL, a cut is only placed on the TOF timing. If a potential event does not report a hit in
any of these detectors it automatically survives this cut unless it’s a kaon, in which case it is cut
if it also does not have sufficient hits in the CDC to compute the deposited energy. Additionally,
if the Start Counter is the only timing detector with a hit, a cut is only applied if exactly one hit
is reported to account for ghost tracks. The timing cuts are re-computed after the kinematic fit
is performed with the updated timing and vertex variables. If a fit was not performed, then the
cuts are made looser for detached vertices.

Loose cuts are placed on lost energy reported in the CDC. Some particle types have addi-
tional cuts on lost energy from other detectors, but they are not relevant to the final state used
in this analysis. Finally, some cuts are performed on the masses of the particles. For directly

detected particles, the cut is on their missing mass. The missing mass is defined as

MM? = (Py,beam + Pmrget - ZPi>2, 4.3)

where P, denote 4-momenta of particles in the final state. Because all final state particles are
measured in GlueX, conservation laws should result in MM? being equal to 0 GeV2. However,
due to the limited detector resolutions in a real experimental setting, a distribution peaking
around this value will be observed instead. This is demonstrated in Figure [4.6|

For particles detected from secondary decays, like the 7, the cut is placed on the invariant
mass of their decay products. In some cases like the 7¥ both are performed. Tables and
list the deposited energy and mass cuts for relevant particle types. The final consideration to

note is that if a Kinematic Fit was performed, the events are only saved if the fit converges.
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Table 4.5: Skim cuts on particle invariant mass and missing mass squared.

Particle type Missing mass squared Invariant mass

nt —~1.0GeV? < MM? < 1.0GeV?>  None

K* —1.0GeV? < MM? < 1.0GeV?>  None

% —0.1GeV? < MM? < 0.1GeV?>  None

p —0.5GeV? < MM? < 4.41 GeV?> None

[ None 0.8GeV <M < 1.2GeV

n None 0.35GeV <M < 0.75 GeV

4.3 Fiducial cuts

It is expected that some areas of the detector will see a low signal-to-noise ratio. This may
be caused by differences in angular distributions characteristic to the interactions producing
signal events and backgrounds. Some areas of the detector may also be less well represented
by simulated Monte Carlo data than required for analysis. It is standard practice to eliminate
these areas from data entirely. The GlueX collaboration has organised multiple working groups
to standardise a set of such cuts. The primary fiducial cuts involve cuts on regions of both of
the calorimeters and the reconstructed vertex of the event in the target cell. As an example,
Figure shows the fiducial cut applied on the target Z position. An additional cut removes
the innermost 16 channels of the FCAL around the beam hole. The list of all cuts, including
fiducial, is given in Table

4.4 Exclusivity cuts

A set of cuts are applied to select events from the photoproduction of ¢ decaying into a
K™K~ yy final state. The first set of cuts are loose cuts on the reconstructed invariant masses of
the KK~ and the yy subsystems, the combined invariant mass of the candidate 1¢ system, and
the missing mass squared of the system. These cuts are very loose and are aimed primarily at
reducing the number of events that have to be stored for further analysis. Two additional cuts
have a particularly strong impact. These are the cut on the Confidence Level of the Kinematic

Fitter and the cut on the momentum transfer to the recoil proton squared.

4.4.1 Confidence level

The confidence level is the name used by GlueX for the probability obtained from integrating
the x? distribution of the kinematic fit. It is similar as a measure of fit to Nx—l; but is more
commonly seen within the collaboration. The quality of the fit is best when close to 1 and
worse when close to 0. Cutting on the Confidence Level removes events that are less consistent

with the conservation law constraints imposed during the Kinematic Fit. Figure shows the
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Figure 4.5: The distribution of the decay vertex Z position in the target cell. The fiducial cuts
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@ £ P £
2 2
S r S E
g 12000(— ‘ 12000(—
£ - £ -
Qo | 2 |-
£ C g L
o [s}
O 10000— O 10000(—
8000/— 8000|—
6000/— 6000/—
4000 4000
2000 2000
o B T o BT P T atveey
-0.1 -0.08 -0.06 -0.04 -0.02 0 002 004 006 008 01 =01 -0.08 -0.06 -0.04 -0.02 0 002 004 006 008 0.1
Missing mass squared, Gev? Missing mass squared, Gev?
(a) Data. (b) Monte Carlo.

Figure 4.6: Distributions of the missing mass squared for data and simulated phase space
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Figure 4.7: Distributions of the kinematic fitter Confidence Level for data and simulated
signal samples. The red line shows the value of the event selection cut used.

confidence level distributions for data and phase space MC samples while the effects of varying
the Confidence Level cut on the ¢ and 1) candidate invariant mass spectra are shown in Figure
As this cut is the most important for enforcing exclusivity out of the ones used in the
analysis, a study to pick an approximately optimal value was performed. To evaluate the effects
of the cut, the following figure of merit (FoM) was considered:
Ny
FoM = NS (4.4)
The N and Np represent the signal and background yields respectively. This statistic is com-
monly used in particle physics when the signal yield is to be estimated accurately, see Chapter
40 in [45]. To calculate the required yields the full event selection and sPlot background sub-
traction procedure — see Section [4.6]— was repeated for a range confidence level cut values in the
N ¢ mass region from 1.5 GeV to 2.02 GeV using the same binning as in the rest of the analysis.
This is the part of the mass spectrum that was expected to contain the two primary resonances
under study. In addition, as discussed in Section the region above 2 GeV is more likely to
contain background not removed by the sPlot and so the higher mass bins were not considered.
The cut values were spaced out widely for low values of Confidence Level for efficiency
considerations — any cut below 10~'% would usually be considered too lax, leaving too many
background events in the dataset to feasibly handle when performing later fits. The plot in
Figure |4.9al shows the change in signal and background yields over the tested cut values, while
Figure 4.9b[ shows the change in the Figure of Merit. The purity of the signal keeps increasing
as the cut is made tighter because the background yields decrease faster, but the FoM reaches
an optimum value. The Figure of Merit does not change significantly after a confidence level
value cut of 10~%, but the optimum value is found to be at 102 which is therefore chosen for
this analysis. The relative larger drop in signal yield going from 1072 to 10~! is what results

in the latter cut having a lower Figure of Merit value. The numeric values of the yields and the
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Figure 4.8: The ¢ and candidate invariant mass spectra for different values of
confidence level cut after fiducial cuts and accidental subtraction. More stringent cuts remove
more of the background below the peaks but never entirely eliminate it by themselves.



CHAPTER 4. EVENT SELECTION 57

Table 4.6: A table of n¢ yields, background yields, their ratio (signal purity), and the Figure of
Merit for various values of the confidence level cut. The variation in the FOM becomes small
after 1074, but the optimal value is found at 1072,

CLcuts n¢ yield Bkg. yield n¢ signal purity FoM

10-% 31852 370345 0.09 50.22
1072 28537 319934 0.09 4834
101 30130 227392 0.13 59.37
10-° 24425 111588 0.22 66.23
10-8 23424 98663 0.24 67.04
1077 23093 84990 0.27 70.24
106 22151 72293 0.31 72.08
1073 21099 59238 0.36 74.44
104 20254 46222 0.44 78.56
1073 19088 33533 0.57 83.21
102 16698 21172 0.79 85.81
107! 12375 10156 1.22 8245

FoM are noted for each cut value in Table

4.4.2 Mandelstam t

The 4-momentum transfer squared, where the momentum transfer happens from the beam pho-
ton to the target proton, is equivalent to the Mandelstam variable t, which is one of three dynam-
ical variables first defined by Stanley Mandelstam [[143]. In natural units it is defined as:

t=(p1—p3)*=(ps—p2)° (4.5)

Here p; is the 4-momentum of the beam photon, p, is the 4-momentum of the target proton,
p3 is the 4-momentum of the produced resonance, and p4 is the 4-momentum of the recoil
proton.

The choice of cut on t heavily influences the dominant production mechanisms of the ob-
served resonances. The interactions that are expected for meson spectroscopy in GlueX data are
the so-called t-channel exchanges, where a virtual particle with energy equivalent to the variable
t is produced by the photon scattering off the target nucleon. A pseudo-Feynmann diagram rep-
resenting t-channel production is shown in Figure 4.10] These interactions are expected in low
t regions. Conversely, as one moves higher in t other processes, for example the beam photon
exciting the target nucleon instead of producing a meson resonance, become more common.
These interactions can prove to be sizeable background contributions — see Section Placing
a fiducial cut to select the t region appropriately therefore becomes important.

The t distributions for data and MC are shown in Figure They are modelled with func-

tions proportional to an exponential e® where b is a parameter called the t-slope, which has to
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Figure 4.10: A pseudo-Feynmann diagram for the t-channel production picture expected for
the channel in the current analysis. X denotes the resonance that is produced by the photon
scattering. The energy of the virtual interacting particle is equal to t, which is the square of the
4-momentum transferred to the target proton.

be estimated from data when performing simulations. In the case that sufficient statistics are
available, it would be preferable to bin in terms of t to track the t-dependence of the results.
However, the current analysis is statistically limited and cannot sustain binning in multiple vari-
ables. Common practice within the collaboration in such cases is to place a single cut at or
below —1 GeV, as this has often proven to be sufficiently selective for t-channel interactions.
The impact of varying the t cut on the background subtracted yields are shown in Figure
Changes in the cut values seem to have a mostly systematic effect on the yields below 2 GeV.
As this indicates no reason to make the t selection stricter, the conventional value of —1 GeV
was chosen to maximise the statistics available for partial wave fits. The full table of applied
cuts is given in Table

4.5 Photon accidental and combinatorial backgrounds

The reconstruction algorithms often cannot assign a unique combination of initial and final state
particles for a given event. There are three primary reasons for having more than one possible

combination:
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Figure 4.11: The Mandelstam t distributions for data (4.11a)) and simulated signal (4.11b). Both
distributions follow an exponential distribution. The so-called t-slope parameter for simulated
data was chosen to roughly match the slope observed in data.
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Table 4.7: The full set of selection cuts applied to the data. Cuts are denoted by type.

Cut Value Type

Ey 8.0GeV - 8.6 GeV Coherent peak
-t < 1GeV Fiducial
Confidence level > 1072 Exclusivity
7N invariant mass 0.35GeV - 0.7GeV Exclusivity
¢ invariant mass 0.996 GeV - 1.06 GeV  Exclusivity
N ¢ invariant mass 1.5GeV -2.9GeV Exclusivity
Missing mass —0.1GeV -0.1GeV  Exclusivity
Vertex z position 52cm - 78 cm Fiducial
BCAL shower z position —100cm - 393 cm Fiducial
FCAL shower position (radius) 25cm - 105.5cm Fiducial

* GlueX is a high luminosity experiment. One negative side effect of high luminosity is
that it can be hard to determine which photon beam bunch caused the event due to finite
temporal resolution. The extraneous beam photons that could be involved in the reaction

are called photon accidentals.

e It is likely that the number of charged tracks or clusters that could be part of a recorded
event is higher than the number of charged or neutral particles in the final state. This
means that e.g. three feasible charged tracks are present for an event where two charged

particles should be reconstructed.

* Even if the exact number of tracks and clusters is present, in states that contain multi-
ple charged particles with the same charge or multiple neutral particles it can be hard to

determine which hits in the detectors belong to which particles.

These cause a type of background labelled combinatoric. The photon accidental background
is removed using a technique called accidental sideband subtraction. If the time difference
between the RF clock and the tagger time is histogrammed, a plot like Figure 4.13]is produced.
A number of peaks to either side of the central peak, which is called the prompt peak, are
selected. Events in the side peaks contain the accidental out-of-time photons, while the prompt

peak should contain the in-time beam bunches. Every event is then assigned a weight of 1 if it’s

1
N bunches

the first peak in either sideband is usually ignored, as photons from the prompt peak may leak

if it’s within the sidebands. For this calculation

within the prompt peak or a weight of —

into them. The sidebands in the present analysis use three beam bunches on either side, not
counting the skipped bunch. A further scaling factor is retrieved from a central database and
applied multiplicatively to account for changes in the instantaneous beam rate. This is required
for proper normalisation. Applying these weights when fitting and plotting removes the effects

of photon accidental background.
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Figure 4.13: Plots of the time difference between the RF clock and SC times for data (4.13al
) and simulated signal without accidental subtraction. The sidebands are shaded. The
beam bunches immediately next to the prompt peak are cut.

The combinatorial background arising from multiple possible track/cluster combinations is
not dealt with separately, but is assumed to be taken care of by the sPlot background subtraction
procedure detailed in Section 4.6 The first plot in Figure .14 shows the particles in the final
state responsible for the presence of multiple combinations before any event selection cuts. The
second plot demonstrates that the combination of cuts and sPlot subtraction seem effective in
removing any present combinatorial backgrounds with the number of events that are associated

with more than one combination at less than 1% of the total yield.

4.6 Background subtraction

The cuts and accidental removal described above are not able to completely remove the back-
ground from the event sample. The 1 ¢ invariant mass spectrum on the bottom of Figure
contains structures that may correspond to the desired resonant decays, but the individual 17 and
¢ invariant mass spectra in Figure both clearly show a background component underneath
the respective peaks. The backgrounds are also visible when these invariant masses are plotted
against each other as in the top plot of Figure #.16] An additional background subtraction proce-
dure was performed using the sPlot method [144]]. It has previously been successfully used at
collaborations like LHCb [145] and CMS [146], as well as within other GlueX analyses [[147].
An extended maximum likelihood fit is performed using a model that consists of a sum of prob-
ability density functions (PDFs) corresponding to different data sources. A set of discriminating
variables must be selected as the independent variables of the PDFs. The selected variables
should allow the signal and background components to be separated, i.e. the respective PDFs
should have different shapes.

In this case the sources are signal and background, although models can in principle be

composed of as many data classes as desired. The fit aims to produce a set of per-event weights
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background on the order of approximately 20% can be seen under the peaks.
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Figure 4.16: Subfigure shows a 2D histogram of the ¢ and 7 invariant masses while
Subfigure shows the 1 ¢ invariant mass spectrum after cuts and accidental subtraction.
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for each data class, such that if the data is histogrammed or fit using a given class’ weights, that
component is projected out. It is assumed that the discriminatory variables and the projected
variables are uncorrelated. The full derivation of the formulas can be found in the original paper

[144], but the master equation for obtaining the sPlot weights is the following:

_ Z]]Vil anfj (Ye)
Y Nefi(ve)

Here y, is the set of discriminatory variables, f; are the probability density functions for the

(4.6)

sPn(ye

i-th data class, fi(y.) are the values of those density functions for variables y, associated with
event e, N is the total number of events in the data sample, N; is the number of events expected
for data class i, Ny is the number of data classes, V,; is the covariance matrix between species n
and j, and P, (y.) is the produced weight.

Invariant masses of the intermediate ¢ and 1) mesons were chosen as the discriminatory vari-
ables. For a background to be indistinguishable from signal, it would have to take on a peaking
distribution with relatively close peak parameters to the decaying particle when reconstructed,
which is not common. This is especially true when the decay distributions are narrow. Visual
inspection confirms that the backgrounds do appear to take on a polynomial shape in these dis-
criminatory variables. A 2nd order Chebyshev polynomial was chosen as the functional form —
these polynomials exhibit a smooth and continuous shape, and have well-constrained parameters
that make for well-behaved numeric optimisation.

Two general approaches are possible to pick the shape for the signal component. One is
to select a functional form as done for the background. Common choices are the relativistic
Breit-Wigner function and the Gaussian function. A second option is to model the distributions
by simulating their shape using Monte Carlo data — this is the approach chosen in the present
analysis. The invariant mass distributions from phase space Monte Carlo were presented in
Figure To extract them for the fits, the distributions are used to fill a densely binned his-
togram which is then smoothed using a first degree polynomial. This smoothed curve is used to
interpolate the distribution during the fit.

The fit was performed using the brufit framework [[148], which is built on ROOT’s RooFit
library [[149]. The fit was done in two steps, as a subtraction must be performed for the back-
grounds under the ¢ and the 1 peaks separately. One of the properties of the weights provided
by the sPlot is that they are multiplicative, allowing them to be used in consecutive fits — taking
the weights resulting from the first fit and applying them during the second fit allows a combined
signal weight to be obtained. The first fit can itself be supplied the photon accidental subtraction
weights to incorporate this into the background subtraction.

The sPlot fits are performed in bins of invariant mass of the 1 ¢ system. The binning scheme
picks 25 bins of equal width in the invariant mass range 1.5 GeV to 2.5 GeV, resulting in 40 MeV
wide bins. This width was chosen to allow sufficient statistics in each bin for the partial wave
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fits. It was also observed that convergence started to pose problems during the sPlot fits if the
binning was too fine.

Three parameters were used in the fits alongside the free parameters describing the back-
ground polynomial and the signal. These are given in the legends as alpha, offset, and scale.
The former is the width of a Gaussian that is convoluted with the combined PDF used in the
fit, while offset and scale describe a translation and scaling of the x-axis of the signal compo-
nent. These parameters are used to account for any variations in the signal shape that may arise
from discrepancies between MC and data. In the ideal case they would be equal to 0, 0, and 1
respectively.

The sPlot fit results for a representative mass bin from 1.66 GeV to 1.7 GeV are given in
Figure with fits in the other bins being available in Appendix [B| The results are shown
for both the ¢ and 1 together with their residuals and pull distributions. In this case pull is
defined as the difference between the model and the data divided by the statistical uncertainty
of the data. If the fit is robust, pulls should follow a normal distribution with a mean of 0
and a standard deviation of 1. In general, the fits appear to describe the data well. The alpha,
offset, and scale parameters are compatible with their expected values and the pulls appear well
behaved. Most of the background seems to be removed by the first round of fits, causing some
numerical instability on the reported yield uncertainties in certain bins when performing the n
fits.

The N ¢ invariant mass spectrum after background subtraction can be seen in Figure
The plot shows both the signal and background components projected using their respective sets
of weights. Peaking structures around 1.68 GeV and 1.85 GeV, which were still mostly hidden
by the background after cuts, are now visible in the signal spectrum. These appear to be in the
locations expected for potential ¢(1680) and ¢3(1850) resonances based off their parameters
reported in the PDG. No clear peaks are present in the mass region above 2 GeV, although as
discussed in Section [4.7] this region suffers from likely baryon contamination.

The order of the sPlot fits should not matter — the underlying data remains the same, so
there is in principle no difference in whether the ¢ or the 1 backgrounds are subtracted first.
In practice the maximum likelihood fits used to obtain the weights are not deterministic and
some variation may occur. This was tested by doing the background subtraction both ways. As
expected, Figure 4. 19| shows that the difference in yields is not significant. The rest of the thesis

will use the ¢-first order.

4.7 Hadronic backgrounds

All particle physics analyses must contend with the presence of possible backgrounds in the data.
Many processes can result in the same final states despite undergoing different intermediate

processes. It can also be hard to differentiate particles like high momentum pions and kaons
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invariant mass bin. Fits to the 1 invariant mass are performed using weights from the ¢ fit.
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Figure 4.18: The n¢ invariant mass spectrum after sPlot fits showing both signal and back-
ground components. The background shows a mostly smooth rise with invariant mass.

from each other, resulting in misidentification. For example, a large bump in the raw K™K~
invariant mass spectrum in Figure can be seen around 1.25GeV. This is likely the 7+ 7~
decay of the p(770) meson. The p has a much higher production cross section than the ¢ (1020)
— as a result, even a small fraction of pions being misidentified as one of the constituents in the
K* K~ subsystem can result in it becoming a large background component. The mass differences
between kaons and pions see the p peak shifted to higher observed invariant mass.

The effect of the event selection cuts is evaluated on simulated data. A 2 billion event sam-
ple produced using bggen is put through the same reconstruction and event selection as the real
data. None of the numerous final state configurations generated by bggen survive the cuts with
significant yields, with only two background topologies retaining more than 200 combinations.
These are the K™K~ yyp with non-resonant kaon production and the 77~ 4y channels. Com-
bined with a small number of other pion-rich final states, 1096 combinations pass the selection
in total. The resulting invariant mass spectrum is shown in Figure 4.21] The effectiveness of
the cuts in removing bggen events lends confidence to the performance of the event selection
on real data — however, backgrounds that the PYTHIA-based physics model may not reproduce
sufficiently well still have to be considered.

A common source of hadronic backgrounds in GlueX data are baryon resonances. Instead

of producing a meson via particle exchange, a photon may instead provide energy to the target
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Figure 4.19: A comparison of ¢ invariant mass spectra after performing the sPlot background
subtraction by doing the fits in both orders: ¢ then 1 and 1 then ¢. The results are within
statistical uncertainty of each other throughout the mass range.

nucleon and excite it. This process increases with higher Mandelstam t. In particular, looking at
the 1 p invariant mass spectrum before background subtraction, an obvious peak corresponding
to N* resonances around 1.6 GeV can be seen. This is caused by the resonances decaying to a
Nn final state, which can be misreconstructed as the 1 p subsystem.

This background is still present in the data after full event selection. Figure #.22]shows np
invariant mass after background subtraction. A definite peaking structure can still be seen around
1.6 GeV, albeit smaller. However, the 2D histogram of 1¢ invariant mass against 1) p invariant
mass in Figure shows that the 1.6 GeV peak is only relevant at 7¢ masses considerably
higher than 2 GeV and so this background should not have an effect on the analysis of ¢ (1680)
and ¢3(1850) candidates.

It is possible that higher mass baryon resonances are also contributing, though there are no
obvious corresponding peaking structures in the 1p spectrum. These would intersect with the
relevant region of ¢ mass of below 2 GeV, but a simple cut on 1p mass that could prevent
this turns out to be undesirable. Cutting out events above 2.4 GeV in 1np would significantly
decrease the available statistics. For this to be worthwhile would require a big increase in signal
purity to offset the effects of the increased statistical uncertainty on partial wave fits. It would

also distort the angular decay distributions — Figure {.24] shows that 1 p invariant mass has a



CHAPTER 4. EVENT SELECTION 70

w

=
o

800

700

Combinations

600

500

400

300

200

100

8

0.95 1 1.05 11 115 12 125 13 135 14
m(q), GeV

O[TTTT

Figure 4.20: The invariant mass distribution of K™K~ candidates before cuts. The desired
¢(1020) peak can be seen as the small shoulder feature slightly above 1 GeV. A large bump
around 1.25GeV can be seen, which is caused by decays of the p(770) meson to two pions
being misidentified as kaons.

strong correlation with the 0 angle in the ¢ helicity frame. The cut on 11p mass would thus
place a hard cut on this angle and significantly affect the reliability of the fits.

A possible alternative that could ameliorate this effect on 8 would be to use a mass depen-
dent approach, such as a Van Howe angle analysis presented in [[150]. Ultimately the decision
was made not to perform any explicit baryon removal cuts in this thesis. As discussed later, the
final results in Chapter [6] focus on the ¢ (1680) resonance because the situation of the potential
¢ (1850) remains unclear in the partial wave fits. This could be an outcome of baryon contami-
nation around the 1¢ peak at 1.8 GeV, as suggested by Figure[d.23} however, initial tests did not
indicate that baryon cuts greatly improved the stability of the fits in this region. They were hence
not implemented on the basis that, all other things considered, having fewer selection criteria is
preferable.

All the elements necessary to perform a partial wave analysis, which is going to be the focus
of the remainder of the thesis, have been presented. In the next Chapter, a number of studies on
the behaviour of the model using both real and simulated data will be shown. The results of the
studies will guide the waveset selection, one of the main steps of a partial wave analysis before

numerical results can be extracted.
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Chapter 5
Studies of partial wave fit behaviour

This Chapter considers various aspects of the partial wave analysis performed using the for-
malism described in Chapter [2] Section briefly introduces the software framework used in
the fitting and certain aspects of how its configuration affects fitting in practice. Section [5.2]
presents a discussion of some of the typical behaviour observed for both hybrid and mass inde-
pendent fit types, as well as statistical methods for model selection, allowing a nominal waveset
to be picked. The Chapter concludes with an input-output study performed on simulated data in
Section[3.3l

5.1 AmpTools

The software framework used to perform the partial wave analysis is called AmpTools [151]. It
was designed to serve as a general purpose tool for such analyses at GlueX, allowing the users to
perform extended maximum likelihood fits with custom amplitude definitions. Its utility libraries
also serve as a backbone to a large number of Monte Carlo generators used by the collaboration,
like gen_vec_ps.

AmpTools constructs an intensity function as an incoherent sum of coherent sums. Each
coherent sum represents a quantum mechanically distinct physics process. Each coherent sum
is modelled as a product of terms alongside their production coefficients, which are complex
parameters in the fit, and any constant scale factors that may be present. The amplitudes them-
selves are assumed to be factorisable into products and may possess free parameters. In other

words, the full intensity is given as:

2

1(x) =YY 56.0Vs.0A0,a(x) (5.1)

The o indexes the coherent sums in the intensity and & indexes the terms within a coherent
sum. Sg¢.q,Vs.a,Ac,a(x) are respectively the constant scale factors that may be included to

e.g. force two amplitudes to be a strict multiple of one another; the free complex parameters

74
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representing the strength of the partial wave amplitudes and which are obtained by fitting, called
production coefficients; and the partial wave amplitudes.

The terms are assumed to be of the following form:

No .o

Ao'7a - H a0'7a7'y<x) (5.2)
y=1

The ng o are the number of factors for a given term. The form assumed for the intensity is
the reason why Eq. (2.20) is the final formulation of the vector-pseudoscalar model. The factors
ag,q,y(x) are defined by the user as a C++ class. AmpTools uses the standard C++ interface of
the Minuit [[152] optimiser to perform the likelihood fits.

In particular, AmpTools performs extended maximum likelihood fits [[153]]. Like in all maxi-
mum likelihood estimation (MLE) techniques the aim is to maximise a likelihood function .Z, or
equivalently minimise —.Z, by iterative optimisation. The likelihood is a function that gives the
probability of observing a data sample with the given parameters for some model. It is standard
to minimise the logarithm of the negative likelihood due to the desirable numerical properties
of logarithms. Compared to ’standard’” MLE, the extended maximum likelihood modifies . to
account for the fact that the expected number of observed events in a particle physics experi-
ment should follow Poisson statistics, i.e. it is itself a random variable, turning it into a model

parameter. The general form of the extended likelihood can be written as:

[1P(xi€) (5.3)

In the above expression, N is the number of events in the data sample, P is a probability
density distribution, & is the set of parameters of the fit model, and p is the expected number
of events. Of course, 4 and P can be written out in terms of the intensity model constructed

previously, such that:

= [ 10, E)n(x)ax (5.4)

P(x;,8) = El(xi,é)n(X) (5.5)

Here 1 (x) describes the efficiency, which is the probability that a given event is detected by
the detector and passes all subsequent reconstruction and event selection steps. As mentioned,

it is often more convenient to work with the negative log likelihood, which is given by:

2UnP(E) = —2(21111 xi; & /1 Xi; & ) +e (5.6)

1

The constant ¢ collects all terms that are not functions of the parameters &.
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The probability density shown in[5.5| requires the intensity to be normalised by the integral
in This integral is not analytically computable, as the efficiency 1(x) does not generally
have a closed form. This means it must be computed numerically with Monte Carlo techniques.
If a simulated event sample that populates the phase space region of interest is produced, then it

is possible to get the expected value of the integral as:

Ng
UM >= Y I ) 6)
i=1

where Nyc is the total number of events in the Monte Carlo sample and Ny, is the number
of events that pass the full reconstruction and event selection that was applied to the real data
sample. This expected value is approximately equal to the integral only up to a scaling factor.
However, the final effect of this factor is to provide a term not dependent on the parameters in
the full likelihood expression, which means the minimisation procedure is not affected. The
computed expected value also has some statistical uncertainty associated with it, as the Monte
Carlo samples used have a finite size. It is assumed that for sufficiently large samples this
uncertainty is negligible. Angular distributions for the phase space sample after acceptance

effects have been applied are shown in Figure [5.1]

5.1.1 Partial wave analysis in AmpTools

This Subsection will clarify a few potentially confusing practical points that arise when dis-
cussing partial wave fits in AmpTools. The fits, regardless of the distinctions between different
ways to parametrise the model that are mentioned below, are unbinned extended maximum
likelihood fits in the five angular distributions of the partial wave formalism. The angular dis-
tributions will be binned whenever they are presented in histogram form, but this is an arbitrary
choice for visualisation purposes — each event contributes to the likelihood in the fit individually.
The data may, however, be binned in terms of other variables, which affects the way the fits have
to be configured in software.

Two types of partial wave fits are performed at GlueX. The first type is called a mass inde-
pendent fit. In this type of fit, the data is split into bins of kinematic variables of interest, usually
invariant mass and/or Mandelstam t. Fits to the partial wave model are then performed indepen-
dently in each bin. This allows fewer assumptions about the data to be made, as no functional
form for the invariant mass distribution needs to be provided. It is important to stress that on the
level of the numerical fitting, fits in one bin do not affect fits in other bins at all — in the case of
the current analysis, there are essentially 25 separate datasets created by doing invariant mass
binning. The fits within each bin are still unbinned in terms of the target angular distributions.

This has a few implications: first, since no mass dependent constraints on the structure of the
waves are enforced, smoothness and continuity in wave intensities will point toward the presence

of real physics; second, as the yields being constrained in the extended likelihood formulation
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are the individual yields for each bin, the difference between the fit’s reproduction of the n¢
invariant mass spectrum and the data is not a meaningful way to determine goodness of fit.

The other type of fit is usually referred to as hybrid or semi-mass dependent. In this ap-
proach, select amplitudes thought to belong to a resonance are modelled as products of Breit-
Wigner and vector-pseudoscalar reflectivity terms, introducing an explicit mass dependence into
the fit. However, the remainder of the waves in the waveset remain described solely by the reflec-
tivity amplitudes. This may have certain benefits — as will be discussed in the rest of the section,
amplitudes in mass independent fits can suffer from large bin-to-bin variation due to factors like
e.g. an insufficiently constrained solution space. Enforcing continuity of some waves by con-
struction may thus help stabilise the rest of the fit. It can also act as a cross-check to the mass
independent fits as, assuming the chosen resonances can indeed be reasonably modelled as a
Breit-Wigner, the results in both cases should be similar.

The implications on the numerical details of the fitting should again be noted. The waves
in the fit that are not being constrained by a Breit-Wigner shape must still have production
coefficients that can be different for each mass bin, while the BW terms are dependent on all
events in the dataset and only have one complex parameter per fit. In AmpTools practice this
means that the former are implemented as so-called piecewise amplitudes, one for each mass
bin, that return O for the intensity if an event does not fall within the mass range of the bin. All
of this means that the fit must now be performed over the full dataset all at once. This makes
the hybrid fit quite expensive computationally, as the number of free parameters in the fit is now
multiplied by the number of bins and the computation is no longer as easily parallelisable.

Regardless of fit type, additional considerations must be made for the presence of local
minima. Although in an ideal world there would only be the one global minima for a fit to
converge to, this is not usually the case and multiple local minima may exist. One of the factors
that can seriously affect which of these minima a fit will eventually reach is the set of starting
parameters it is initialised with. To ameliorate this effect, all fits are performed a number of
times with random initial parameters each iteration. As no particular amount of random starts
would ensure that the global minima is included in the solution set, this number is an educated
guess based on past analyses — unless stated otherwise it is assumed that each fit underwent a
100 iterations. Figure|5.8|shows the distribution of likelihoods for a selected waveset and bin. It
can be seen that there is a spread of solutions, though as will be noted later most of these do not
actually result in very qualitatively different results.

The final point of order are the uncertainties on partial wave parameters and the subsequently
obtained intensities. By default the statistical errors output by Minuit are obtained by computing
the matrix of second derivatives at the solution. It has been noted that these uncertainties are
not reliable when weighted events are used [154]], as is the case when sPlots are used to remove
background from the data sample. On average they tend to be underestimated, and this appears

to be the case here as the Minuit uncertainties on the partial wave amplitude parameters are
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generally on the order of < 1% — clearly too low to be realistic. Instead, the bootstrap method
[155] is used — the dataset is sampled with replacement to create 200 separate datasets of the
same size as the original. This procedure is assumed to approximate the real data distribution.
Although increasing the number of bootstraps will tend to increase the statistical power of the
technique, 200 was chosen as a good compromise between performance and computational
demands. Parameter extraction is performed on each of the bootstrapped datasets in the same
way as for the original, which in this case means they undergo the event selection described
in Chapter ] and the partial wave fits presented above; the statistical uncertainty on quantities
of interest is assumed to be the standard deviation of their values over the datasets. Errors on
hybrid fits were not computed due to prohibitive computational cost, as they were not used when

calculating the final results or systematic uncertainties.

5.2 Waveset selection

The data being analysed in this thesis is a product of various particle decay mechanisms. If
the event selection procedure was successful, these mechanisms should be meson decays that
can be described by the formalism from Chapter 2| There should thus be some unique com-
bination of partial wave amplitudes that reflects the data generating process. In the literature
the combination of waves used in a fit is usually referred to as the waveset. Consequently it
is generally expected that a single reference waveset that provides the best match to the data is
picked when reporting results. In the ideal case all that would be required to do this would be
to pick some reasonable set of possible waves, run the partial wave fits, and see amplitudes not
present in the data go to O within at least statistical uncertainty. Unfortunately, when dealing
with real experimental data this rarely happens so easily — fits can often converge to different
solutions depending on factors like initial parameters and in certain cases may describe the data
comparably well.

Instead, waveset selection requires, study of the practical behaviour of the partial wave fits —
even if automatically finding the best waveset may not be possible, varying them and comparing
the fit results can support inferences about which waves are more likely to be dominant. Results
of these exploratory data fits can then inform Monte Carlo studies of how the model fares when
faced with pure signal, which in turn feed back into how the results of the fits are interpreted.
Statistical metrics that may be usable when comparing model performance also exist and may
be studied as an aid to the final scientific judgement. The remainder of this Chapter will discuss
all of these issues, starting with observing trends in partial wave fits in Subsection and

concluding with input-output studies in Section [5.3]
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Table 5.1: A table of a J*C combinations allowed for a vector-pseudoscalar decay in terms of J
and L. Particles with higher J and L values are technically possible, but are not predicted to be
seen in the 1¢ channel. Resonances possessing numbers 0~ and 2™~ would be exotic mesons,
as these cannot be obtained in a gg configuration.

J=0 J=1 J=2 J=3

L=0 - 1t - -
L=1 0~ 17— 27~ -
L=2 - 1t 2t 3%
L=3 - - 27 3

5.2.1 Exploratory data analysis

Waveset selection can be guided by results from earlier measurements. Previous analyses indi-
cate that the ¢(1680) and ¢3(1850), which are expected to be present in the data, should have
the quantum numbers 17~ and 37~ respectively. Chapters |1| and [2| introduced the concept of
the JPC quantum numbers and their use in classifying hadron resonances but it is worthwhile
tabulating what partial waves these correspond to. This is shown in Table[5.I|-the J =1, L =
1 and J = 3, L = 3 waves are expected to dominate. There are no especially strong intuitions
for which m-projections or reflectivities are expected to be stronger, which is to say there are no
strong assumptions made about the resonances’ production mechanism.

Each potential combination of J, L, M and reflectivity will contribute an amplitude, and thus
a free complex parameter, to the model used in the fit. The results obtained from a partial wave
analysis can be visualised in terms of the intensities for each of these amplitudes. However, as
their number grows large, the share of intensity each amplitude contributes may grow quite small
and make for difficult viewing. It is also often the case that one may be more interested in the
behaviour of particular coherent sums of the amplitudes, e.g. such as correspond to intensities
of a wave integrated over their m-projections and reflectivities. In the following plots, unless
stated otherwise in the legend and caption, all waves denoted with their J©C and L values will
be integrated over the other quantum numbers.

The observed signal spectrum extracted in Chapter @ contains two peak-like structures. Their
locations are consistent with the masses reported for the two ¢ resonances in the PDG, so this
is where the relevant partial waves would also be expected to peak. However, the possibility
of interference from resonances with different J©C combinations also cannot be ignored — a
variety of such states have been proposed [156, [157]]. As a first test, the angular distributions
near the mass peaks can be inspected. If the two peak regions contain resonances with different
quantum numbers, the distributions should be made up of distinct combinations of sine/cosine
functions and be visually distinct. All five of the angular distributions used in the fit for the bins
covering the reported peaks of the two resonances are shown in Figure The angle ® is flat

independent of mass, which is expected when data is combined over all radiator settings, but
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Figure 5.2: The five angular distributions for n¢ invariant mass bins 1.66 GeV - 1.7 GeV and
1.82GeV - 1.86 GeV denoted as lower and higher peak bins respectively in the legend. Some
distributions cannot be distinguished within statistical uncertainty, but a divergence is clear in
cos(0) and ¢.

the 0 and ¢ distributions look quite different even accounting for the relatively large statistical
uncertainties.

If the one dimensional angular histograms do indicate multiple resonances in the data, this
should be replicated in the projections of the partial wave fits. The projections are performed
by using the amplitude parameters obtained from the fits and computing the intensity from each
event in the accepted MC dataset, normalised by the number of MC events. These intensities
can then be used to histogram the desired variables. If the projection is instead performed on the
generated MC, i.e. the integral in Eq. (5.1)) is changed such that the sum is over the generated
MC events, the projections will be corrected for detector and reconstruction acceptance effects.
Acceptance corrected plots for the nominal waveset will be shown in the next Chapter.

The angular distribution projections for a mass independent fit containing the 17~ and 37~
waves are shown in Figure[5.3]for the same two mass bins, now separated into different subplots.
As previously, the 17~ wave is dominant in the lower mass bin while the latter wave is strong
in the higher mass bin. The angles are reproduced fairly well overall in the first bin outside the
very edges of the cos(6),) distribution, but the fit fares worse at the higher mass peak, completely
failing to capture that same distribution. As noted back in Chapter [I] the assignment of the
¢3(1850) quantum numbers is not on entirely stable ground. This means that a number of
possible partial waves must be considered in the fits. For example, it is possible that 27 states
may be present and overlap with any existing 3™~ resonance.

Indeed, even more waves should be considered for study. For example, it is possible that
the long-tail of a broad 17~ resonance could be seen in the data. The only relatively certain
fact is that no states with J above 3 are expected, so the waveset can be truncated at J = 3. To

explore how the waveset affects the results, a large number of fits with different combinations
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Figure 5.3: A fit with 17~ and 37~ waves to angular distributions in bins of ¢ invariant
mass. The top plots are from the bin 1.66 GeV - 1.7 GeV and the bottom plots are from the bin
1.85GeV - 1.89GeV. The lower mass bin is described well, but in the higher mass bin the fit

completely fails to reproduce cos(6y,).
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of partial waves were performed. To a first approximation, if an amplitude corresponds to a
resonance, it would be expected to be continuous over the invariant mass spectrum and to peak
in the appropriate location while non-resonant amplitudes should remain approximately flat.
Some pruning of the waveset may be possible at this stage, as waves that consistently contribute
little to the intensity can be dropped. Invariant mass projections for some of these fits are shown
in Figure

A few trends can be observed. Waves do not appear to reliably peak around 1.85 GeV, and
the 37~ wave easily loses intensity to other waves in many fits. There is thus no unambiguous
signal that can be identified with a ¢3(1850) resonance. A dominant 17~ component, however,
is consistently present around the first peak, matching the hypothesis that the ¢ (1680) is present
in the data. The intensity of the 1™~ wave varies depending on waveset. This loss of intensity
appears more pronounced when some waves are included — for example, the intensity of J = 2,
L =1 wave can often be of similar magnitude when both are in the fit. In the limit of a large
number of waves, peaking behaviour is less pronounced; the last fit shown includes all eligible
waves, and though the 17 still forms a small peak, most waves individually make only small
contributions to the total intensity in any given bin.

As mentioned previously the invariant mass projections, due to the way the extended like-
lihood is constructed, do not provide a direct way to assess how good the results from mass
independent fits actually are. The first step to assessing their quality is to once again compare
their projections to the angular distributions. Figure [5.5] shows angular projections when J = 2
waves are added to the PDG waveset. The results in the first peak bin do not change very much,
though the 1™~ wave loses intensity. The situation in the higher mass bin improves, which may
indicate that regardless of whether a 37~ resonance is present other states may be needed to
explain the higher mass structure. The invariant mass projections also indicate that the 17~ S-
wave component has significant intensity in the first few mass bins when it is included. It allows
the fit to capture a rise at low cos(0) in the low mass region — in cases where the wave is not
present, this angle is consistently poorly fit. This can be observed in the angular plots for the
affected lower mass bins included in Appendix [E]

The partial wave model used in the analysis is indexed not just by the angular momentum
quantum numbers, but also the projection of J onto the helicity axis, notated by m, and their
reflectivities. The dominance of certain reflectivities and combinations of m-projections would
provide evidence for the resonances being produced via a particular mechanism. Figure (5.6
shows the partial waves of the m-projections for a selected fit. It is hard to draw any strong
conclusions from the motion of the higher order waves. However, the 17~ and 1~ components
do show some structure. For both, the m = 1 and m = -1 amplitudes appear to be the most
significant. The fit cannot reliably discriminate between the two projections, but the sum of
their intensities remains relatively stable. The m = 0 projection is much weaker than the the m

= |1| component for the 1~~ wave, but is of comparable magnitude for the 17~ wave.
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Figure 5.4: Invariant mass projections for a selection of mass independent fits. The first subplot
in the top left corner shows a waveset that only includes waves corresponding to the J©€ assign-
ments of the ¢ (1680) and the ¢3(1850). The last fit in the bottom right corner shows the results
of including all waves up to J = 4. Most fits have the 1=~ wave peaking around 1.68 GeV.
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Figure 5.5: A fit with 177,27~ and 37~ waves to angular distributions in bins of 17¢ invariant
mass. The bins shown are for ranges 1.66 GeV - 1.7GeV and 1.85GeV - 1.89 GeV. The fit
describes the data well in both bins, but lower in invariant mass an additional S-wave component

is needed.
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Figure 5.6: Invariant mass spectrum showing the individual m-projections for a waveset con-
tainingJ = 1,L =0, 1, and J = 3, L = 3 waves. For the first two waves, the m = |1| components
dominate, though the fit cannot discriminate between the specific projections. The m = 0 pro-
jection is negligible for the J = 1, L = 1 wave, but is comparable to the other amplitudes for the
J=1,L =0 wave.

Going back to plots integrated over the m-projections, invariant mass spectra separated by
reflectivity for a few fits are shown in Figure The positive reflectivity waves seem to be reli-
ably stronger, though the ratio is not always constant. This also appears to be more pronounced
for the 17~ wave. However, it is not sufficiently dominant to motivate entirely excluding the
negative reflectivity amplitudes from the fit.

The fits discussed so far look reasonable, but their robustness has to be studied. It has
been proven that certain choices of waveset lead to ambiguities [[158]]. By construction, any
intensity model similar to the one used here will involve trivial discrete degeneracy caused by
the fact that a valid solution can be generated by taking the complex conjugate of any solution.
The ambiguities described in the cited talk are more complicated — they result from multiple
minima with an exactly identical likelihood, meaning that they cannot be distinguished by the
fit regardless of the available data. In fact, these ambiguities are continuous — if likelihoods are
plotted as a function of the fit amplitude production coefficients, a surface of identical likelihood

is formed.
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Figure 5.7: Invariant mass spectra for various fits according to reflectivity. The left column
shows the positive reflectivity waves, while the right column shows the negative reflectivity
waves. Positive reflectivity waves tend to be favoured, though the exact ratios can vary. This
trend is consistent for the 1™~ waves.
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Figure 5.8: A histogram of likelihoods obtained from a 100 randomly re-initialised fits in the
1.66 GeV - 1.7 GeV bin for a waveset containing 17,17, and 37~ waves.

These continuous ambiguities are an inherent feature of the partial wave model, but are not
present for all wavesets. The formal analysis cited above focused on the a particular set of cases
where the m = 0 projection is almost zero and the m = =1 projections are dominant fora 1™~
wave in a waveset without higher J waves. It is clear that the m-projections for the 17~ wave
in the current data do show this behaviour, but the presence of higher order waves may break
these ambiguities. Comparing between results of randomly re-initialised fits does not show any
instances of the likelihoods being exactly identical, though many can be within one arbitrary
-2NLL unit of each other. A histogram of likelihoods for all 100 re-initialised fits for a sample
bin is shown in Figure [5.8] This indicates that multiple solutions are more likely to arise from
the existence of local minima in the fit rather than strict degeneracies in the model.

Despite this, results may not be strongly affected in practice. The variance of the intensities
for each wave obtained from the top 10 fits by likelihood in each invariant mass bin is shown
in Figure for two wavesets. Some particular wavesets may see larger fit-to-fit variations,

JPC component is dominant in the

but the qualitative results remain quite similar — if a given
best fit, it will remain significant between fits. Looking at the same kind of plot for the separate
m-projections in Figure [5.10]indicates that the local minima may often be caused primarily by
fit-to-fit variations in these amplitudes. It has already been seen that the fit cannot distinguish
different m-projections in the case of the 1~ amplitudes, so it is perhaps not surprising that this
could be applicable for other waves as well.

The exploratory data analysis so far suggests that 1~ amplitudes describe the structure
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Figure 5.9: Invariant mass spectra for two selected wavesets. The error bars indicate variation in
wave intensity in the top 10 fits by likelihood in each bin. The fit on the left sees little variation,
but the fit on the right sees larger variation in bins where 17~ and 27~ waves are both strong.
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Figure 5.10: Invariant mass spectra for two selected wavesets by m-projection. The error bars
indicate variation in wave intensity in the top 10 fits by likelihood in each bin. Both wavesets
have significant variation in the m-projections, indicating that the local minima may be being
caused by an inability to differentiate them during the fit.
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around 1.68 GeV well, which is compatible with the presence of the expected ¢(1680) reso-
nance. The situation around the higher mass structure is not so clear. Waves other than the 17—
and the 37 are required to describe this mass region well, but manual inspection of the angular
distributions does not allow a definite determination of the best fit. In general, fits did not tend
to remove waves from the waveset when additional amplitudes were added — whether this is
because of intensity leakage between waves caused by difficulties in fit or genuine presence of
many waves is not certain. The former is a serious possibility, especially taking into account the
amount of parameters involved in the analysis. As each amplitude corresponding to a combi-
nation of J, L, m, and reflectivity contributes two real parameters to the fit, the number of free
parameters grows quickly — even the PDG-based waveset will contain 39 if no m-projections are
removed. The ability of the fit to discriminate between waves and to remain robust to phenom-
ena like overfitting can be expected to decrease for the increasingly large wavesets. It may also
be part of the reason why the fits seem to suffer from the presence of hard-to-distinguish local
minima.

As neither the fit itself nor inspection of relevant histograms allow us to clearly pick one best
waveset, goodness-of-fit metrics offer a way to perform model selection. A simple x> metric
that is commonly used in physics analyses is not possible in the case of the mass independent
fits, as the observed bin-to-bin yields are already a free parameter in the extended likelihood
fits. Any such metric would thus have to be performed on the angular distributions or other
phase space variables. The model is naturally 5-dimensional which means comparing the data
distributions to the fit results is not trivial, as y> metrics are not easily constructable for high
dimensional problems. Computing them for the individual distributions may allow a more quan-
titative statement to be made on how well these are reproduced by a fit, but combining them does
not give a robust statistic.

A handful of likelihood based information theoretic metrics are often suggested for problems
of this kind. The simplest is the likelihood ratio test, also known as the Wilks’ test [159]]. To
perform parameter estimation, given that the parameters for the null hypothesis .77 are denoted

&y and the parameters for the alternative hypothesis are denoted &, then the likelihood ratio is:

Ak = —2(log(Lh) —log(2)) (5.8)

The %) is the likelihood under the null hypothesis, while 2 is the minimised likelihood of
the model being fit. Wilks’ theorem states that in the limit of infinite samples, the distribution of
this statistic asymptotically reaches a x2 square distribution with degrees of freedom equal to the
difference of the degrees of freedom of the two models being compared [[159]. This allows a p-
value to be computed to see if the differences between the models are statistically significant. For
model selection purposes, one may also simply calculate the relative likelihood in Equation [5.§]
and choose a model with the lower likelihood. This is often referred to as the Likelihood Ratio

Test (LRT) and is a simple approach to model selection, but it has drawbacks. In particular, as the
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test is only a function of the two likelihoods, comparing likelihoods may perform poorly when
trying to select between models that have a large discrepancy in the number of free parameters
— bigger models generally have more freedom in the fit, increasing the chances of overfitting
and resulting in lower likelihoods by default. Some authors also argue that the LRT is only
applicable when comparing nested models [[160].

Two other metrics, the Akaike Information Criterion (AIC) [[161] and the Bayesian Informa-

tion Criterion (BIC) [162], are also widely used. Both metrics are similar in form:

A

AIC = 2k —21n(.2) (5.9)

BIC = kIn(n) —21In(.2) (5.10)

As before, # is the minimised likelihood of the models. In both cases, k is the number of
free parameters in the fit and » is the number of data samples. Like in the relative likelihood
case, model selection can be performed by selecting the model with the lower criterion value.
No parametric constraints on the data or the statistics have to be satisfied, and it is not assumed
that models have to be nested. It can be shown that in the asymptotic limit minimising the
AIC or the BIC will trend toward the optimal solution [163], i.e. the model that best fits the
given data, though debate exists on how this relates to the presence of the true model amongst
available choices [|164, |165]]. Unlike the likelihood ratio test both the AIC and the BIC include
terms that penalise the number of parameters. This aids in helping to reduce the potential issues
with overfitting. For reasons of parsimony, it is also often preferred to reduce the number of
contributing parameters if they are not expected a priori.

The penalty terms differ between the two criteria. The BIC term is a function of both sample
and model size, which means that in situations where statistics are sufficiently high to ensure
that In(n) > k, it penalizes the likelihood more strongly. In the case of the mass independent fits
it also means that the BIC penalty term is not constant across the mass range, as fits performed
in each bin will have different n. For both criteria it is assumed that the number of data samples
is sufficiently higher than the number of free parameters in the fit. This is satisfied in the mass
bins between 1.6 GeV and 2.02 GeV, though corrections for low sample cases exist [[160].

These metrics provide a theoretical basis for finding the best fit, but they have to be cal-
culated for each model under consideration. Due to the very large number of possible wave
combinations, performing fits for all wavesets to complete an exhaustive search was not com-
putationally tractable. To prune the search space, both reflectivities and all m-projections were
kept in all the fits while varying the J and L of the included waves. The top three fits for each
invariant mass bin are provided in Appendix [C] according to the AIC and the BIC statistics. As
expected from the previous description of penalty terms, the criteria pick out different fits as top

candidates. These candidate lists also vary over the mass range. The latter fact was to be ex-
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pected — the patterns of wave motion in different wavesets and a visual inspection of the angular
distributions suggests a preference for different waves at different parts of the spectrum.

Generally the AIC prefers more complicated wavesets while the BIC prefers smaller wavesets
until quite high in invariant mass, a result of the statistics being high enough to make the BIC
impose a stronger penalty on free parameters. Some trends that match the observations from the
exploratory fits can be seen. With the exception of some AIC picks for the low statistics bins,
all wavesets favoured up to 2 GeV include a 17~ wave. Although the AIC, as just mentioned,
reliably selects combinations with a 37 included, the top BIC choices only start including one
or both of the similar L = 3 waves starting around 1.8 GeV. Inspecting the fits manually shows
that the top candidates do not significantly differ in angular distributions.

Evaluating the performance of the AIC and the BIC is not trivial. During the input-output
studies described in[5.3] both criteria were computed for fits using different wavesets to Monte
Carlo datasets. If the metrics perform well, they should be able to at least select the true waveset
used to generate the simulations. The studies seemed to show that both criteria are able to do
this, though it is of course not clear how this directly translates to real data. The outcome of this
model selection is thus equivocal. Further studies will have to be performed to decide whether
the promised asymptotic guarantees obtain in this particular case, and if there are reasons to
prefer one of these criteria over the other, or if more sophisticated modelling approaches should
be pursued. These are outwith the scope of the present thesis.

In the end, none of the methods used are able to unambiguously determine a best fit. If a
nominal waveset is desired, it must be picked by relying on the inferences made from the ex-
ploratory data analysis. A few features are consistent throughout the preliminary fits: an S-wave
component in lower mass bins needed for a good fit; a peaking 1~ wave around 1.68 GeV; a
non-1~" wave required for higher mass bins. Furthermore, some m-projections may be removed
without reducing fit quality. Only one of the m = |1| projections is required for the 17~ wave,
so the m = -1 amplitudes can be left out. For the 37~ waves, the m > 2 waves are expected to
be forbidden by decay selection rules and do not show any particularly interesting behaviour, so
they can also be cut. Although the 37~ wave does not form an obvious resonance, it is kept in
the waveset due to the existing PDG assignment, but 27~ waves are also included. There does
not appear to be any a priori reason why other waves should be expected in the data, and they
either consistently contribute little or act erratically. Finally, although the positive reflectivity
is stronger in all attempted fits, it is not sufficiently dominant to remove the negative reflectiv-
ity amplitudes entirely. The final reference waveset is thus constructed as given in Table

Detailed plots and numerical results for fits using it are provided in the following Chapter.

Hybrid fits

Hybrid fits were performed as a cross-check to the mass independent fits. This approach should

in principle be more stable due to enforcing continuity in the waves, though it is not obvious how
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Figure 5.11: Invariant mass spectra for hybrid fits where the 1™~ amplitudes are constrained
with a Breit-Wigner term. The mass of the Breit-Wigners is fixed at 1.68 GeV with a width
floating between the PDG uncertainty bounds. The overall results in the invariant mass range
chosen look quite close to the mass independent fits qualitatively, though the intensities differ.
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Figure 5.12: Invariant mass spectra for hybrid fits in terms of m-projections where the 17—
amplitudes are constrained with a Breit-Wigner term. The mass of the Breit-Wigners is fixed at
1.68 GeV with a width floating between the PDG uncertainty bounds. The overall results in the
invariant mass range chosen look quite close to the mass independent fits qualitatively. Both fits

feature relatively smooth m-projections.
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Table 5.2: The reference waveset selected. Each cell contains the list of chosen m-projections
for a given combination of J and L. Both reflectivities were included for all waves.

J:l J=2 J=3

m=-1,0,1 - -
m=0,1 m=-2,1,0,1,2 -

- m=-2,1,0,1,2 m=-2,1,0,1,2

ol el e
i

1l
W = O
1

this 1s affected by the differences in the practical implementation of the two fit types. Regardless,
agreement between the fits would lend credence to results of both and to the assumption that the
features presented in the current Section are not spurious. Because they showed consistent signal
in the mass independent fits, amplitudes corresponding to the 1=~ wave are assumed to belong
to the ¢(1680) and constrained with Breit-Wigner terms as described previously.

The Breit-Wigner terms in the hybrid intensity may have one of their parameters fixed to
further constrain the fit. Although the results for the parameters of the ¢ (1680) are equivocal in
photoproduction, they are relatively well known for ete™ measurements. Based on the form of
the invariant mass spectrum and the shape of the 17~ partial waves, it can be assumed that the
state’s mass reported in the PDG is compatible with the current data, and so the following fits
have this parameter fixed with the width floating in the PDG’s uncertainty range.

The invariant mass projections of the hybrid fits for some wavesets are shown in Figures[5.11]
and[5.12] In addition to the fixed mass, the fits are constrained to the range between 1.5 GeV and
1.94 GeV — as the fit has to be performed to the whole data sample at once and the possibility of
an interfering 1~ resonance in the higher mass region exists, the higher mass bins are excluded
for both computational performance and interpretation considerations. Like previously noted the
yield of the partial wave projections is no longer constrained on a per-bin basis, which allows
the fit to deviate from the data in the invariant mass projections.

The shown projections generally agree with corresponding mass independent fits. The 17—
waves are dominant around the first peak, while the S-wave tends to rise in the low mass bins.
No particular waves seem to reliably peak around the higher mass structure. The width of the
Breit-Wigners varies between 0.1 GeV and 0.15GeV. The 37~ still readily loses intensity to
other waves. The m-projection stability appears increased, but this is dependent on the waveset
chosen. In the first of the fits shown the projections are stable for all three waves, changing
smoothly and continuously throughout the mass range. Larger hybrid wavesets still see some
bin-to-bin variations in the S-wave around the second peak, although they are less pronounced
than in the mass independent fits. Hybrid fits thus do not suggest any modifications to the

nominal waveset selected with a mass independent analysis.
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5.3 Input-output studies

Complex models, like the ones used for this partial wave analysis, can show unexpected be-
haviour when applied to real data. An important step in verifying the validity of the work is
testing whether such behaviour also arises in studies of simulated data. One type of commonly
performed study is the input-output test — Monte Carlo datasets are produced and treated as if
they were real data to assess the performance of the partial wave fits. The basic idea is that if the
simulation is produced using some set of partial waves with fixed parameters, then it should be
possible to exactly extract those parameters in a fit. Although performing well in these studies
is not a guarantee that the model and fitting techniques are fully robust, any issues that arise will
flag up potential difficulties in the main analysis.

The expected ¢ (1680) and ¢ (1850) resonances were simulated. An angular dependence was
imposed using the vector-pseudo-scalar amplitudes described in Section[2.2] with the assumption
that the ¢ (1680) isin a 1=~ P wave and the ¢ (1850) is in a 37~ F wave. The mass dependence
was parametrised with the Blatt-Weisskopf corrected Breit-Wigner distributions. The Breit-
Wigner parameters were taken from the global averages reported by the PDG, except for the
width of the ¢ (1680) where the lower limit was chosen after comparing MC to data. Although
there is some doubt about the precision of these values, the particular numbers chosen should not
have a huge impact for the qualitative inferences made in this study. The same cuts as applied to
the real data were used, and the photon accidental background is included and then subtracted
using sidebands, again as in the real analysis.

The study used the reference waveset described in the previous Section. The generating
partial wave parameters were tuned such that relative intensities of the two peaks were approxi-
mately equal, similar to the ratio seen in data. The strengths of the amplitudes were also chosen
to roughly match the observed individual wave intensities: the 1=~ m = 0 waves were set to be
close to 0, while the 37~ amplitudes were all set to be equal to each other. The reflectivity split
was chosen to be 50:50, as although positive reflectivity waves were stronger in the exploratory
fits, it was not expected that this would have a strong impact on the studies.

The waveset was used to generate three datasets with differing statistics. It was expected that
statistical uncertainty may have an effect on the performance of the fits, especially for wavesets
with larger numbers of free parameters. The three chosen generated event sample sizes were
6M, 2M, and 200k. Once the full reconstruction and event selection criteria were applied, this
corresponded to event sample sizes of approximately 150k, 50k, and 5k events respectively, or
about 20x, 2x, and 0.5x the number of signal events below 2 GeV in the real data sample. The
invariant mass spectra of the generated data for all the datasets can be seen in the left hand
column of Figure[5.13]

Once the datasets were created, they were fit in the same way as the real data. The normali-
sation integrals were also computed using the same phase space sample as before. The fits were

initialised to the nominal values used in the generation of the data where applicable. First, the
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Figure 5.13: The left-hand column shows the invariant mass spectra of the three simulated
datasets. All three were generated using the sample resonance parameters and partial wave con-
tent, with values taken from the PDG. The right-hand column shows mass independent partial
wave fits to the datasets with exactly the true waveset used in the generation. The results show a
good match, though it gets worse with decreasing sample size.
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Figure 5.14: Mass independent partial wave fits to the simulated study data with two larger
wavesets for all three datasets. The waveset in the left column, with the 17~ and 2~ ~ waves
included in addition to the waves present in the data, recovers the 17~ wave relatively well,
but the 37~ poorly regardless of statistics. The large waveset also fails the same way in the
37~ peak, but also fails to recover the 1~ when statistics are low. Error bars on partial waves
indicate standard deviation of the top 10 solutions by likelihood.
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true generating waveset was used. The right hand column of Figure [5.13] shows the fit results.
As expected, wave intensities closely matching the generated MC were recovered for the first
two datasets. The small sample size case performed worse, with some intensity from the 17—
wave leaking to the 37~ wave.

Fits with two larger wavesets are shown in Figure [5.14] The first of these is the reference
waveset described in the previous Section, while the other includes all waves up to J = 4. The fits
to the former, shown in the left hand column, still reproduced the 1~ peak but experienced large
leakage from the 37~ wave. The fits on the right hand side using the large waveset consistently
failed to recover the 37— wave, though managed to do adequately in the first peak when statistics
were sufficiently high.

Various amplitude projections were investigated. A comparison of the true waveset and the
reference waveset with results separated by m-projections is shown in Figure [5.15] The correct
ratios were approximately recovered for the true waveset, with the m = 1 projection dominating
for the 17~ wave and the 37~ amplitudes being equal. The 1™~ projections were also well
recovered for the reference waveset, but the 37— amplitudes deviated from their true values.
Figure further shows the reflectivity projections for the true waveset. The large and the
small datasets saw the ratio of the reflectivities extracted close to the real 50:50 proportion, but
the medium case saw higher variation, especially for the 3™~ amplitudes.

To test whether local minima were present when fitting simulated signal, the standard devia-
tion of the top 10 solutions by likelihood for each fit was computed. In most cases, the solutions
were practically identical and would not produce visible differences. Some variation was no-
ticeable when fitting using the reference waveset, visualised as error bars on the corresponding
plots in Figures [5.14] and This suggests that local minima, when present, are generally
clustered closer together than in real data.

Hybrid fits were also performed. The true and reference wavesets were used with the large
dataset. Their results are shown in Figure Both reproduced the invariant mass spectrum
reasonably well, with the reference waveset actually doing better in the first mass peak by filling
in the highest statistics bin with the appropriate 1~ intensity. It also got considerably closer to
the real resonance parameters — a mass of 1.686 GeV and width of 0.11 GeV compared to the
true waveset’s 1.697 GeV and 0.165 GeV respectively. It is not currently clear why the quality
of the wavesets flips compared to the mass independent fits.

There was, however, more variation in local minima when using the reference waveset, as
visualised with the error bars in Figure This was also true of the Breit-Wigner parameters,
with the mass in the reference waveset fit varying from 1.686 GeV to 1.703 GeV while the true
waveset varied from 1.692 GeV to 1.697 GeV. The widths in both cases remained approximately
constant between minima. The reflectivity and m-projection ratios were reproduced correctly in
both cases.

Finally, the AIC and BIC metrics were computed and compared for the three wavesets used
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Figure 5.15: Mass independent partial wave fits by m-projection to the simulated study data
with two larger wavesets for all three datasets. Both wavesets manage to reproduce the expected
amplitudes well.
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Figure 5.16: Mass independent partial wave fits by m-projection and reflectivity to the simulated
study data with the true waveset for all three datasets. Both wavesets manage to reproduce
the 50:50 split of reflectivities well when statistics are high, but start to see fairly significant
deviations in the second mass peak for the two smaller datasets.
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Figure 5.17: Hybrid fits to the large simulated dataset using the true and the reference wavesets.
Both reproduce the invariant mass spectrum relatively well, though the first mass peak is under-
estimated. The reference waveset performs better than the true waveset, contrary to what is seen
in mass independent fits. Error bars on partial waves indicate standard deviation of the top 10
solutions by likelihood.
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in the input-output studies. Both criteria exhibited very similar lineshapes over the mass range.
They followed the expected order for all three datasets, with the true waveset being preferred to
the other two, and the reference waveset being preferred to the waveset with all waves up to J =
3. This was consistent for all mass bins, shown in Figure [5.18] for the large dataset.

The input-output studies indicate that partial wave fits to Monte Carlo data in the presence
of resolution and detector effects are not always able to recover the true parameters for the
amplitudes used to generate the data. The ability to do so depends on both the partial waves
used in the generation and the waveset used to fit the simulated data. The 37~ resonance seems
somewhat more susceptible to leaking intensity to other waves, especially when a number of
higher momentum amplitudes are included, but the 1™~ resonance eventually suffers from the
same phenomenon. Individual properties, such as reflectivities, are usually recovered accurately.
The AIC and BIC model selection criteria function as expected, with the wavesets closer to the
data generating process being preferred. As in data fits, the hybrid and mass independent fit
results are similar.

This Chapter covered the exploratory data analysis that was required to decide on the nom-
inal waveset and the associated challenges. The analysis of fits to real data showed that a 17—
component seems to be dominant in the mass peak around 1.68 GeV, while no clear structures
could be discerned at higher mass. No obvious signs of a 37~ resonance or a ¢(2170) signal
were observed. The coherent sums over the m-projections and reflectivities that represent the

waves denoted by the JF¢

notation seem continuous and relatively stable over the mass range,
though the individual m-projections were not always so. Although model selection techniques
did not indicate that any particular waveset should be preferred, the exploratory analysis allowed
the selection of a model that describes the angular distributions well in all mass bins of interest
and incorporates expected physics. The input-output study on simulated data showed that it was
able to reproduce the signal well when the waveset used in fitting was identical to the generator
model, but could sometimes fail if that was not the case. The following Chapter will present the

results of fits using the nominal waveset.
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Figure 5.18: The AIC and the BIC metrics for the three wavesets tested in the input-output
studies — lower is better. Both criteria show the same trend and the expected ordering of models.

The true waveset did best through the mass range, with less similar wavesets doing worse.



Chapter 6

Results

The final results of the partial wave analysis for the nominal waveset described in the previous
Chapter are presented below. Section [6.1] presents the fit projections for a number of variables
of interest, such as invariant mass and the angular decay distributions in different mass bins.
Section |6.2{discusses what information about resonance content can be obtained from the phase
motion of the partial wave amplitudes. Section contains the extraction of Breit-Wigner
resonance parameters for the state identified as the ¢(1680) from both mass independent and

hybrid fits; the mass dependent cross-section for the same state is obtained in Section (6.4

6.1 Projections of the partial wave fits

The invariant mass projection for the nominal waveset is shown in Figure [0.Ta] while Figure
contains the spectrum after acceptance correction has been performed. Primary features
observed in the exploratory fits of Subsection are present: the 1~ wave peaks strongly
around 1.68 GeV, but no obvious dominance of any individual wave can be determined around
the higher mass structure at 1.85GeV. Though some of the waves, e.g. the 17—, appear to
peak there, it must be remembered that the extended likelihood formulation constrains the per-
bin yield. This means that if the invariant mass spectrum contains an enhancement, then some
combination of the partial waves must reproduce that. Even if resonances are not present in the
data, we would still expect waves around a peak to rise in unison within statistical uncertainty.
This is consistent with the results.

Figure [6.2] shows the angular distributions for the two mass bins that cover the peaks of the
¢ (1680) and ¢3(1850) resonances reported by the PDG. All of the distributions are reproduced
well within statistical uncertainty in both bins. Angular plots for the other mass bins up to
2.02GeV can be found in Appendix [E] Looking at the acceptance corrected invariant mass
spectrum separated by m-projection in Figure results are again consistent with previous fits
—for the 17~ wave, the m = 1 projection is dominant while other waves do not show any strong

patterns. Figure [6.4] contains the acceptance corrected invariant mass spectrum separated by
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Figure 6.1: Observed and acceptance corrected 1¢ invariant mass spectra obtained from mass
independent fits of the nominal waveset. The 1™~ wave is dominant around the first peak in the
spectrum and is identified as the ¢(1680). The Breit-Wigner obtained from fitting to the 17~
intensity is superimposed on the acceptance corrected plot.
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Figure 6.2: The angular distributions for the ¢ invariant mass bins 1.66 GeV - 1.7 GeV (a) and
1.82GeV - 1.86 GeV (b). All distributions are generally reproduced well within uncertainty.
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Figure 6.3: The acceptance corrected 1 ¢ invariant mass spectrum with amplitudes separated by
m-projection for the nominal waveset. As with other wavesets, the m = 1 projection is dominant
in the 17~ wave, but no strong patterns are obvious in the other waves.

reflectivity. There is a strong bias for the 1™~ amplitudes towards positive reflectivity at a ratio
of approximately 75:25, yet again agreeing with results from other wavesets. This may indicate
a preference for natural exchange in the production mechanism.

The same cross-check of the mass independent fit as before is done by performing a hybrid
fit with the nominal waveset. The invariant mass spectra from this fit are shown in Figure [6.5]
Like before, the 1™~ amplitudes are constrained using Breit-Wigner terms while the other waves
are implemented as piecewise mass independent amplitudes. To reduce the influence of local
minima on the results, the first fit iteration was initialised using the fit parameters obtained
from the mass independent fit. The Breit-Wigner parameters were left floating within limits
of 1.68GeV - 1.72GeV for the mass and 0.1 GeV - 0.2GeV for the width. As expected, the
17~ wave is dominant around the first peak while amplitudes around the second peak share
comparable fractions of the total intensity. The fit reproduces the spectrum well and generally
agrees with the mass independent fit, although there is a discrepancy in the intensities of the 1™~

wave that are discussed as part of the systematic studies in Chapter[7]
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Figure 6.4: Acceptance corrected 7 ¢ invariant mass spectra separated by positive (a) and neg-
ative (b) reflectivity for the nominal waveset. The positive reflectivity 17~ wave is dominant,
with approximately three times the intensity of the negative reflectivity. This may indicate pref-
erence for natural exchange production in the ¢ (1680).
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Figure 6.5: The observed (a) and acceptance corrected (b) n¢ invariant mass spectra for a
hybrid fit using the nominal waveset, with the 17~ amplitudes constrained with Breit-Wigner
terms. The spectrum is reproduced well and the obtained amplitudes are very similar to the mass
independent fit, though intensity in the 17~ wave is higher. Statistical uncertainty not shown.
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6.2 Phase and phase motion

The complex partial wave amplitudes, as any complex number, can be written in terms of a
magnitude and a phase factor. A choice of an arbitrary global phase has to be made in order
to uniquely fix all phases in the fit — in fact, the actual observable quantity is the difference of
two phases. The conventional choice is to set a reference wave to have zero phase, i.e. have a
purely real coefficient. In the reflectivity model, this has to be done for both a positive and a
negative reflectivity wave, as the two sets of amplitudes do not interfere with each other. Motion
in the phase differences between two waves can provide evidence for the existence of resonant
behaviour. If an enhancement in the invariant mass spectrum is caused by a resonance, one
would expect the phase of the amplitudes of the resonance to undergo a shift from —90° to 90°
with respect to a non-resonant amplitude over the width of the resonance. The crossing point at
0° will coincide with the resonance peak.

Difficulties can arise when trying to interpret phase differences. First, one must decide which
pairs of waves to take the phase difference of — although waves are often spoken about in terms of
integration over m-projections and reflectivities and projection of the resulting J*¢ components,
the phases are only defined for the individual amplitudes. Based on the fits analysed in Chapter
it is assumed that resonances in the 17~ wave would be present in either the m = 1 or m =
-1 projections in the positive reflectivity. As the latter is not included in the nominal waveset,
the m = 1 amplitude is chosen. Regardless of the waves used to compute the phase difference,
it is not trivial to deduce what kind of motion is present. Figure [6.6| contains plots for the phase
difference between the 17—, m = 1 wave and two other select amplitudes. Both the nominal
phase differences obtained from the fits and their negative are shown in different colours to
account for discrete ambiguities arising from complex conjugation — as both solutions are valid,
both must be visualised. Red curves show an example of what phase motion could be expected
in case of a resonance.

Focusing on the mass region from 1.5GeV to 2 GeV where the ¢(1680) and ¢3(1850) are
expected, hints of resonant phase motion can be seen in some of the subplots. For example, phase
differences in Figures [6.6b] and come close to crossing through O at 1.85 GeV, while the
outlines of the phase movement in Figures [0.6b|and [6.6d|look reminiscent of motion that would
be produced by a resonance around 1.7 GeV if the phase difference did not jump discontinuously.
Such bin-to-bin jumps are especially obvious in where every other bin until 1.85 GeV
differs by about 0.7rad. One could imagine that if these jumps did not happen, or happened
in the opposite direction, i.e. instead of moving up the phase difference stayed constrained
below 0.4 rad, a fairly smooth resonant signature could be recovered. It can be assumed that this
behaviour has similar causes to the e.g. variation in partial wave intensity due to local minima.
Study of phase motion thus remains inconclusive for the moment, with it not being incompatible

with a resonance between 1.6 GeV and 1.7 GeV but not providing strong positive evidence.
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(b) Phase motion of J =1, L =1, m = 1 amplitude versus

J=2,L =1, m=0 amplitude, positive reflectivity.
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J=2,L =1, m =0 amplitude, negative reflectivity.
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Figure 6.6: Plots of phase differences between 1~ ~ m = 1 amplitude and (a,c) 17", m =0, (b,d) 2™, m
= 1 amplitudes. The top row subplots are for positive reflectivity amplitudes while the bottom row is for
negative reflectivity amplitudes. Both the nominal phase difference and its conjugate are plotted, in blue
and orange respectively. The red curves demonstrate an example of resonant behaviour. Some potential
phase motion might be seen, but discontinuous bin-to-bin jumps prevent strong inferences.

6.3 Breit-Wigner parameters

The partial wave fits strongly indicate that a 1=~ wave is dominant around the peaking structure
at 1.68 GeV. Although evidence from the phase motion is somewhat ambiguous, it is unlikely
that the stability of the 1™~ amplitudes is an unphysical artefact. The wave is thus identified as
the ¢(1680) and its mass and width can be obtained from the fit results. These parameters can
be extracted from both the hybrid and the mass independent fits. In the former case, there is no
more work to do as they are obtained during the fit itself. To obtain the parameters from the mass
independent fit, a binned maximum likelihood fit is performed to the acceptance corrected invari-
ant mass distribution. The fit uses a relativistic Breit-Wigner distribution with a Blatt-Weisskopf
barrier factor for L — 1 [166]]. The mass was allowed to float between 1.66 GeV - 1.72 GeV
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and the width between 0.1 GeV - 0.2 GeV. The resulting Breit-Wigner is superimposed on the
acceptance corrected mass spectrum in Figure [6.1b]

Only the first 11 invariant mass bins were used to find the BW parameters. Their optimal
values depend on the range of the fit. The intensity of the 17~ wave never goes to O in the
mass independent fit, even in very high mass bins that are far outwith the expected range of the
¢(1680). This could be caused by either unphysical intensity leakage from other waves in the
fit or by a different 17~ resonance, e.g. the ¢(2170), contributing. Regardless of reason, the
same range of 1.5GeV - 1.94 GeV as in the hybrid fits is used to eliminate the influence of the
unrelated 1=~ contributions. The mass is found to be 1.685 GeV £0.02 stat. fg:g(l)i syst. and the
width 0.122 GeV £0.028 stat. £0.037 syst.. These are compatible with both the global PDG
average and the e*e™ measurements. The mass and width of the 1=~ Breit-Wigner obtained in
the hybrid fit are similar at 1.69 GeV and 0.11 GeV respectively. Agreement between the two
types of fit is good and well within uncertainty. No evidence is found to support the previous

findings by photoproduction experiments that put the mass above 1.7 GeV.

6.4 Mass-dependent cross-section

Once the Breit-Wigners have been fit to the invariant mass distribution, the cross-section can be

extracted. It is computed as follows:

d_G . Nops 1
dm & LB — KK )B(n — yy)Am

(6.1)

Here N, is the observed number of events, € is the acceptance factor, Z(A — B) is a
branching ratio in the decay of A to B, .Z is the integrated luminosity of the dataset, and Am is
the mass bin width. The acceptance corrected yield is obtained from the fit Breit-Wigners; of
the remaining terms, the luminosity is known and the ¢ and 1) branching fractions are available
from the PDG, having been previously measured to a high precision.

As for the resonance parameters, the cross-section can be obtained from either the hybrid
or the mass independent fits. The latter were used to obtain the nominal values for this mea-
surement, as more study is still needed to properly understand the behaviour of hybrid fits. The
results are shown in Figure The mass dependent cross-section can be integrated to get
the total n¢ cross-section, which was calculated to be 35.7nb £3.79 stat. f}?:% syst.. If the
branching ratio #(¢(1680) — n¢) is added to the calculation in Eq.(6.)), the cross-section for
¢ (1680) can be computed in addition. This branching fraction is not well known — the one re-
ported measurement referenced in Chapter (1| gives it at around 20%, but this has not yet been
corroborated. As this is just a single factor it is trivial to include, but based on the error anal-
ysis presented in the original paper can be assumed to have a relative systematic uncertainty of

around 50% — see the following Chapter for a discussion. The value without it included will
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Figure 6.7: The mass dependent cross-section for the ¢ final state. Error bars indicate com-
bined statistical and systematic uncertainties. The cross-section for ¢(1680) can be obtained
from this curve by dividing through by the branching ratio Z(¢(1680) — n¢).

hence be more precise but will only provide a cross-section for this particular final state. The
total integrated cross-section with the branching ratio is 178 nb £19 stat. ﬂgé syst..

Numerical results in the form of Breit-Wigner parameters and a mass dependent cross-
section have been extracted for the state provisionally identified as the ¢(1680). These are
collated in Table The full list of values for g—g is tabulated in Appendix |F. The way that sys-
tematic uncertainties have been obtained on the measurements will now be discussed in Chapter
[7l Further discussion of how to interpret these results beyond the brief remarks already made

will be found in Chapter [§] as well as their relation to existing literature and similar analyses.
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Table 6.1: The collated results which include Breit-Wigner parameters and cross-sections. Val-
ues in the table obtained from a mass independent fit using the nominal waveset.

Results Values
Mass 1.685GeV +0.02 stat. 79005 syst.
Width 0.122 GeV 40.028 stat. +0.037 syst.
Cross-section (¢ (1680)) 178 nb +19 stat. ﬂgg syst.

Cross-section (N @) 35.7nb £3.79 stat. fi?:% syst.




Chapter 7
Systematic uncertainties

The Breit-Wigner parameters of the 17~ corresponding to the ¢(1680) and its cross-section
have been extracted. This Chapter details the determination of the systematic uncertainties on

these values.

7.1 Sources of systematic uncertainty

Besides the statistical errors associated with the measurements, various factors can contribute
to further uncertainty on the results. Examples include systematic effects in detector responses;
variance of results due to event selection cut values and model selection; uncertainty associated
with theoretical calculations; errors on observables or theoretical parameters required to com-
pute the results, and many others. In particle and hadron physics these are all categorised as
systematic uncertainties, sometimes also referred to as systematic errors.

These errors can be a major portion of the total uncertainty on the final result — this happens
to be the case in the present thesis. From the analysis in Chapter [3]it is easy to infer that the
cross-section measurements will be heavily impacted by model selection. As already noted,
this is a quantity that is directly proportional on the acceptance corrected yields obtained from
the partial wave fits. The observed yields could be seen to vary by as much as 50% between
different wavesets, which implies similar differences in corrected yields due to the relatively
flat acceptance profile over 1 ¢ invariant mass. Similar size of effect could be observed when
comparing the mass independent and hybrid fit results for the nominal waveset as well.

Another likely major source of systematic uncertainty on the cross-sections was the choice
of Confidence Level cut during event selection. This was the primary exclusivity cut used and
as demonstrated by the study performed to optimise this value in Chapter 4] different selections
can have strong impacts on the background subtracted yields. Although this does not necessarily
translate directly to differences in the yield of the 17~ wave, the effect is still likely to be
significant. The final two sources of systematics considered were the uncertainty associated

with fits reaching different local minima and the choice of mass range used to fit the Breit-
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Wigner to the 17~ wave intensity distribution. While the effect of local minima, as shown in
Chapter[5] did not have major implications on the qualitative interpretation of the results, certain
mass bins saw variance in the partial wave intensities on the level of 5-10% and this could have
an impact on the overall shape of the 17— amplitudes. It is expected that the choice of mass
range will also have some impact on the resonance parameters, especially on the estimate of the
Breit-Wigner width.

Systematic errors were obtained from results computed after varying the relevant variable
or model, usually given by the standard deviation of the results over all variations including the
nominal. In general, variations are chosen by considering 'reasonable’ limits for the variable
or model in question. This may sometimes be a strict limit dictated by the data, or may rely
on scientific judgement. Choosing ranges that are too broad or dissimilar to the nominal vari-
ation can artificially inflate the error, while choosing ranges that are too narrow can artificially
shrink them. The choices for each systematic are discussed in the following Subsections. The
variational procedure was performed separately for each source of systematic uncertainty. The

combined uncertainties on all measurements were obtained by adding the relevant individual

Osyst = Z 61'27 (7.1)
\/ i

where the o; is the i-ith source of systematic uncertainty. Strictly speaking, this assumes

systematic contributions in quadrature:

that the uncertainties are independent and no correlation factors have to be introduced in the
above calculation. If they are correlated, then this method will overestimate the total uncertainty.
However, as no practical method exists to determine such correlations in high dimensional cases,
the standard approach in particle and hadron physics analyses is to add in quadrature.

The following Subsections will present studies performed on the four outlined systematics.
While this not an exhaustive list of potential sources of uncertainty that may warrant investiga-
tion, these were assumed to be dominant. Brief studies of other cuts and background subtraction
models did not suggest that any of these would have impacts much beyond the 2-3% range on
the results and were not included in the final systematic uncertainty. The Mandelstam t and

beam energy cuts were not investigated as they were considered to be fiducial.

7.1.1 Model selection

Model selection had a major impact on partial wave intensities — depending on the waveset, a
wave could go from saturating a mass bin to having almost no intensity in it. Despite this, decid-
ing on how to estimate the resulting uncertainty is not trivial, as it is not obvious what is included
in the ‘reasonable’ subset of all feasible wavesets. Even if the partial waves used are truncated
at J = 3 as previously, that still leaves dozens of potential amplitudes and a factorial number of

possible models. Considering hybrid fits, which had systematically higher 1™~ yields, alongside
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mass independent fits doubles the possibilities yet again.

In the end, hybrid fits were not included in the uncertainty calculations as they were not
studied to the same extent as the mass independent fits. For the latter, following the approach
taken in Chapter 5] the simplifying choice of keeping all m-projections was made. Besides the
17~ wave, it was assumed that the 3™~ wave should also be kept in. Finally, other J = 3 waves
were left out as there are no theoretical reasons to expect them and no practical results from the
exploratory fits to suggest their presence. This left the decision of what combination of wavesets
to consider that do or do not include the 17~ and the three J = 2 waves.

Taking these considerations into account, the following wavesets were used to compute the

uncertainty on model selection:

The PDG waveset — the 1~ and 37~ amplitudes only.

The PDG waveset with the 17~ amplitudes added.

The PDG waveset with the 27— amplitudes added.

* The nominal waveset with the removed m-projections added back in.

These four combinations represent possibilities that would not have been surprising to see
emerge as the nominal waveset. Although the actual analysis showed that some permutation 11~
and 27~ waves were required for good angular fits in certain mass bins, this could have been
otherwise. The same holds true for the 27~ waves; conversely, it would have been unexpected
to see a strong 0~ or 27~ component, which would have indicated exotic state candidates.
Finally, as discussed previously, though some m-projections were removed after exploratory
studies, there were no strong priors on these beforehand.

Mass independent partial wave fits were performed for each of the listed wavesets using the
same event selection and phase space Monte Carlo data as for the main analysis. The Breit-
Wigner parameters are plotted against each other in Figure[7.1al while the cross-section for all
variations is shown in Figure The Breit-Wigners for all variations are clustered closely to
the nominal values, with the only relative outlier being the mass from the PDG waveset, which
is lower at 1.67 GeV. The uncertainty on the Breit-Wigner mass was used asymmetrically, as
the values for all non-nominal variations were systematically lower. This gives an uncertainty
of —7MeV on the mass and +£6 MeV on the width. Like expected, the uncertainty on the cross-
section driven by the PDG waveset saturating the first invariant mass peak in a way the other

wavesets do not. The uncertainty on the total cross-section is £9.35 nb.

7.1.2 Confidence Level cut

The systematic uncertainty on the choice of Confidence Level cut was obtained by varying it

around the nominal choice of 1072, One value below and three above were inspected — 107!,
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Figure 7.1: Breit-Wigner parameters (a) and gT(; (b) for all four systematic model variations plus

the nominal waveset.
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1073, 1074, and 107>. Like for the model selection study, the same selection cuts besides the
Confidence Level and the same phase space Monte Carlo data was used to perform the partial
wave fits for each variation. The Breit-Wigner parameters and the cross-section for all variations
are shown in Figures and respectively.

The BW mass was again consistently lower, meaning the uncertainty is asymmetric. Three
of the four variations resulted in a lower end estimate around 1.67 GeV. The widths are clus-
tered between 0.1 GeV and 0.12GeV except for the CL > 10! setting, which is an outlier
at 0.159 GeV. The uncertainties are —9 MeV and £22 MeV respectively. An asymmetry that
was not obvious from the invariant mass spectra can be observed in the cross-section — in the
systematic variations they are consistently lower than for the nominal cut setting. Accordingly,
the uncertainty on the total cross-section from the Confidence Level cut is given as —5.2nb.

Additional study would be required to determine the cause for the asymmetry.

7.1.3 Variations due to local minima

The standard deviation on yields from various local minima in the fit was demonstrated in Chap-
ter[5} Further inspection was necessary to determine whether it is reasonable to straightforwardly
use this as a systematic uncertainty. Similar variation could be caused by either all 10 top fits
varying around the best fit or by e.g. the worst solution being an outlier result skewing the
statistic on an otherwise closely clustered set of solutions. The former was true for the nominal
waveset, with all 10 fits appearing relatively similar.

The BW parameters and g—r‘; for the top 10 solutions by likelihood are shown in Figures
and[7.3b] The uncertainty on the Breit-Wigner peak is once again asymmetric at —3 MeV, with
the mass ranging from 1.674 GeV to 1.685 GeV. Most are close to the nominal value, with only
three putting it below 1.68 GeV. The width is affected more, with a range from 0.1 GeV to
0.148 GeV and an uncertainty of £14 MeV. The cross sections are distributed around the best
fit with an uncertainty of £2.2 nb.

7.1.4 Mass range used for Breit-Wigner fit

The nominal variation used the first 11 bins, i.e. ¢ mass from 1.5 GeV to 1.94 GeV, to fit the
Breit-Wigner corresponding to the ¢(1680). This range is sufficient to cover the full width of
the resonance as given by the PDG, but could bias the results if the real position of the peak
was closer to the values above 1.7 GeV measured in previous photoproductions experiments. To
account for this, the upper limit was varied by up to two bins in both directions, from 1.86 GeV
to 2.02 GeV.

The Breit-Wigner parameters and cross-sections for all variations are shown in Figure
The mass and width both vary approximately smoothly and linearly with the upper limit of the

mass. The mass has a standard deviation of &= 7.6 MeV while the width is much more sensitive
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Figure 7.2: Breit-Wigner parameters (a) and gT(:l (b) for all four systematic CL variations plus
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Figure 7.3: Breit-Wigner parameters (a) and ST‘I’I (b) for 10 best fits using the nominal waveset

according to likelihood.



CHAPTER 7. SYSTEMATIC UNCERTAINTIES 123

with an uncertainty of + 25 MeV. This drives a difference in Breit-Wigner shape, giving a total

cross-section uncertainty of + 2.87 nb.

7.1.5 Branching fraction Z(¢(1680) — n¢)

As mentioned in the previous Chapter, the branching fraction #(¢(1680) — n¢) is not well
known, having been reported in 2023 from fits to BELLE and BaBar data [[66]. The referenced
analysis obtains the fraction by fitting a Breit-Wigner amplitude that includes it as a free pa-
rameter, obtaining six separate solutions between two models. Separate systematic errors are
reported for each, varying between 1% and 4%. The nominal values themselves range from
19% to 24%. This is not a direct measurement and thus heavily model dependent. Deciding on
a precise method to compute an overall systematic uncertainty on the branching fraction would
require theory expertise and assistance with fitting data from other collaborations. As such, for
the purposes of this thesis, an educated estimate of 20% =+ 10% is used for the central value and
systematic uncertainty. Propagated to the total cross-section, this uncertainty thus dominates the

overall error on the measurement at £ 89 nb.

7.1.6 Combined systematic uncertainties

The combined systematic uncertainties for all measurements are presented in Table It also
contains the values for statistical, combined systematic, and the total combined uncertainties
for ease of comparison. The components from model selection and local minima on the Breit-
Wigner mass, as well as the cross-section uncertainty from the Confidence Level, are given as
asymmetric due to reasons discussed above. The first two may be correlated — it appears that
the BW peak does not move outwith the range of 1.66 GeV to 1.685 GeV regardless of how the
models and local minima are varied, if the mass range of the fit is kept the same. However, as the
statistical error on the mass is comparable to the total combined errors, any overestimation of
the systematic uncertainty on the peak position should only have a minor impact on the results.
The total cross-section would be more sensitive to such issues, as the systematics dominate —

compare 3.79 nb statistical versus the approximately 11 nb total uncertainties.
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Figure 7.4: Breit-Wigner parameters (a) and g—rfl (b) for Breit-Wigner fits with different mass

ranges using the nominal waveset.
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Table 7.1: All major systematic uncertainties applied to the results, tabulated by source and mea-
surement. Statistical, total systematic, and combined uncertainties are provided for comparison.
The Breit-Wigner parameters of the ¢ (1680) are affected approximately equally by systematic
and statistical error, while the cross-section measurements are dominated by systematics.

¢(1680) mass ¢ (1680) width 7@ cross-section @ (1680) cross-section

Model selection —7 MeV +6 MeV +9.35nb + 47 nb
Confidence Level —9MeV +22 MeV —5.2nb —26nb
Local minima —3MeV +14 MeV +2.2nb +11nb
Fit mass range +8MeV +25MeV +2.87nb +14nb
Statistical + 20MeV +28 MeV + 3.79nb + 19nb
B—-no - - - + 89nb
Combined systematic >, MeV +37 MeV 199 nb 10z nb

Total 22 MeV + 46 MeV 197 nb 103 nb




Chapter 8

Discussion and conclusions

8.1 Strangeonium resonances in 1 ¢ decays

This final Chapter will provide some further discussion of the results presented in this thesis
and consider next steps for future work. As comments in Chapter [2] established, identifying
resonances beyond reasonable doubt is no easy task. However, the partial wave analysis gives
good reason to believe that a real 17~ signal is present around 1.68 GeV in the 1 ¢ invariant
mass spectrum. Although model selection and other systematic effects have a strong influence
on the per-bin yields in this wave, it peaks at 1.68 GeV consistently regardless of waveset. This
can be confirmed visually, but was also demonstrated by the Breit-Wigner fits to the acceptance
corrected 1™~ intensity distributions, with the BW mass reliably between 1.67 and 1.685 GeV.
The peak position, and the overall invariant mass projections, was also consistent in hybrid
fits performed as cross-check. The variations in Breit-Wigner width were larger, as could be
expected from a quantity more sensitive to fluctuations in bins farther away from the peak, with
it ranging from 0.1 GeV to 0.158 GeV. It would be surprising to see such consistent results by
chance.

Phase motion of the 17~ waves was not completely unambiguous due to sometimes large
bin-to-bin variations. However, it was compatible with the hypothesis that a resonance was
present at 1.68 GeV. Due to this being so close to the ¢ mass threshold and the mass binning
used, the phases only have a few data points to begin crossing through 0° at the wave peak,
meaning the motion would have to be known very precisely in this mass range to rule out a
resonant state. As such, the 17~ was identified with the ¢ (1680), which the PDG classifies as a
17 vector with Breit-Wigner parameters close to ones obtained in this work. More specifically,
the parameters can be compared to other measurements collected in the PDG. This is done in
Figures and with photoproduction and e e~ results separated by marker and colour —
the tension seen between the two classes of experiment was described in Chapter[I] The present

+

results are very compatible with those from e"e™ experiments in both mass and width, and

equivalently with the PDG average derived from them, showing no sign of the high mass peaks
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observed in some of the photoproduction measurements. No signs of any other 1™~ resonances
proposed to explain these outliers, such as the so-called X (1700) or X (1750), were found.

As the partial wave analysis was performed in the reflectivity basis, it can also provide some
hints as to the resonance production mechanism. In the high energy and low Mandelstam t limit,
which is assumed to apply here, the positive (negative) reflectivity corresponds to a natural
(unnatural) parity particle being exchanged. Figure showed that the positive reflectivity is
dominant for all wavesets, with the ratio of positive to negative ranging from approximately
66:33 to 75:25, implying natural parity exchange, e.g. via pomerons. Such inferences have been
made successfully in published GlueX analyses, such as in the extraction of spin density matrix
element for the vector p(770) [[167] and the partial wave analysis of a(1320) [168]. Both also
showed the prevalence of natural parity exchanges. The latter utilised a hybrid fit like the ones
used as a cross-check in this thesis, showing that such partial wave approaches are viable for
investigating production mechanisms.

Other than the ¢(1680), two other excited ¢ mesons could have been seen in the partial
wave analysis. One is the 37 state called the ¢3(1850), while the other is the controversial
hybrid candidate ¢(2170). Neither were observed — the latter outcome was not surprising, as
its production cross-section, as measured or predicted in literature, is quite small, while at the
same being located in a mass region that likely has a significant amount of remaining baryon
background events. More surprising was the lack of 37~ signal around the second 71 ¢ invariant
mass peak, with it only being obtained using the PDG waveset. Practically all other wavesets
saw the 37~ amplitudes lose most of their intensity to other waves. Although this does not
decisively preclude the existence of the ¢3(1850), some doubt is cast on its status and quantum
number assignment.

In addition to the Breit-Wigner parameters, cross-sections for the n¢ final state and the
¢ (1680) were extracted. As noted in Chapter (1} there are no photoproduction measurements
with which to compare these results. The single currently published paper that attempts to
compute the ¢ (1680) cross-section for photoproduction [68] can be used as a rough check on
the orders of magnitude. The two models used in the paper both give estimates of a cross-section
around 100 nb at centre-of-mass energies similar to ones at GlueX. This is compatible with the
lower bound of the computed cross-section. The very high uncertainty on the ¢ (1680) branching
fraction means this is not a very stringent test, but it is hoped that the 1 ¢ cross-section will be
helpful to further modelling efforts that may be able to obtain a more precise estimate of the

branching ratio.

8.2 Future work

Multiple pathways forward are available to continue the analysis of the 11¢ channel. Firstly, the

partial wave fits were performed on GlueX-II data only, leaving an approximately equal amount



CHAPTER 8. DISCUSSION AND CONCLUSIONS

%

128

e
1
l 1
1
1
1
1
i [
1
|—o-:—|
1
——e—i PDG uncertainty
1
. i —-—- PDG average
: o4 ete~
: r=+  Photoproduction
| . 4 This work
1
—_e—— :
1
T
1
=
: —_——
1

|
l_

1
1.600 1.625 1.650 1.675 1.700

¢(1680) invariant mass, GeV

(a)

————

1.750 1.775 1.800

PDG uncertainty
——- PDG average
o4 ete~
r=+  Photoproduction
=4 This work

5 0.20

$(1680) width, GeV

(b)

Figure 8.1: A comparison of ¢(1680) mass (a) and width (b) measurements to the results ob-
tained in the present thesis. Past measurements are taken from the PDG, with the photoproduc-
tion results taken from the last edition (2019) that still reported them. If systematic uncertainties
are provided, they are added in quadrature with the statistical error to produce the errorbars in

the plots.
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unused from GlueX-I. Data from recently completed and ongoing data taking is also becoming
available, with the final projections seeing another factor of two increase in available events
over the current combined GlueX-I + GlueX-II dataset. This should see a significant increase
in precision for the measurement of the ¢ (1680) resonance parameters, where statistical uncer-
tainty were significant. As shown from the input-output studies, it may also have some effect
in stabilising the partial wave fits. The analysis has also focused on a single final state — adding
in other final states with large branching fractions, such as ones with the ¢ decaying to KsKj,
could again roughly double the available statistics, although this is less trivial to incorporate.

With all this extra data, more aggressive event selection could be investigated to remove the
baryon background that is present at higher ¢ invariant mass. Although strict cuts on e.g. Np
mass would still not be possible due to its effect on the decay angular distributions demonstrated
in Chapter [4] loss of statistics would no longer be a contributing limiting factor. Alternatively,
the model could be modified to incorporate baryonic contributions directly. Regardless of the
method, minimising this background could make a search for ¢ (2170) in the 1¢ channel feasible
despite its low cross-section. It would also aid in clarifying the nature of the second invariant
mass peak seen in the data and allow a more conclusive statement on the status of the ¢3(1850).

Beyond gathering extra data, further studies on the partial wave model will be required. The
continuous ambiguities in the model have been analysed before, but it is not entirely clear how
this relates to the fits in practice for more complicated wavesets. The systematic uncertainty
arising from model selection drives the overall uncertainty on the cross-section of the ¢ (1680),
alongside the currently poorly understood branching fractions of the ¢(1680), and a better un-
derstanding of how the partial wave fits behave is needed to reduce this. Additional ways to add
constraints could help stabilise fits — the hybrid fit, as demonstrated previously, parametrises
certain partial waves with mass dependent Breit-Wigners, but it is also possible to constrain
variables like the phases between waves. The latter may also limit the apparent instability in the
phase motion, bolstering evidence for the presence of ¢ (1680).

Another way to more deeply explore partial wave models would be to adopt Bayesian tech-
niques. The fits in this thesis were performed using maximum likelihood fitting with the Minuit
minimiser. Changing out Minuit with Markov Chain Monte Carlo samplers may allow more in-
sight, as instead of converging to a limited number of local minima, the sampler can in principle
map out the full posterior distribution of the model. Techniques for waveset selection also need
to be studied. Metrics like relative likelihoods, AIC, and BIC were considered when picking
the nominal model, but none of these were ultimately decisive. More work with both simulated
and real data will be required to confirm whether these can be useful in practice with current
partial wave techniques. Work at GlueX is also underway to explore the use of regularisation
techniques in the fits themselves, which involve the use of penalty terms in the likelihood in

order to force spurious free parameters to go down to zero.



Appendix A

Spin dependent correction factors

The amplitudes provided in Chapter 2 require spin correction factors that were omitted from the
derivation without loss of generality. These factors are expressed in terms of a function z, with

the first four being given below:

Fo(q) =1 (A.1)
2z
F =4/ A2
1(9) 1 (A.2)
1322
Q)=+ ———— A3
27773
F(q) = A4
The function z is itself defined in terms of the breakup momentum q:
2
= AS
¢ <o. 1973) (&-3)
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Appendix B

sPlot fits for all invariant mass bins

The sPlot fits for the remaining 24 mass bins were omitted from the main text for the sake of
brevity. They are presented here. Histogram ranges differ slightly in some cases to remove

visual artefacts caused by the numerical precision of subtracting and dividing numbers close to
0.
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APPENDIX C. BEST FITS ACCORDING TO AIC AND BIC METRICS

Table C.1: Best 3 models per mass bin by AIC (bins 1-13).

Mass bin (GeV)

Best models

1.50GeV - 1.54 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1 (L=0, 1); J=2 (L=2)

1.54GeV - 1.58 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (neg. refl.)

3. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)

1.58 GeV - 1.62 GeV

1. J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

2.J=1 (L=0, 1); J=3 (L=3)

=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

1.62GeV - 1.66 GeV

L
(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

—
Il

1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

.J=0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)

1.66 GeV - 1.70 GeV

.J=1(L=1); J=2 (L=1, 2, 3); J=3 (L=3)

1.70 GeV - 1.74 GeV

(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

S |

0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)

1.74 GeV - 1.78 GeV

(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

1
1
2
3
1
2
3.J=0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)
1
2
3
1
2

.J=1(L=1); J=2 (L=1, 2, 3); J=3 (L=3)

3.J=0 (L=1); J=1 (L=1); J=2 (L=1, 3); J=3 (L=3)

1.78 GeV - 1.82GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

1
2.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

3. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)

1.82GeV - 1.86 GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)

1.86 GeV - 1.90 GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3.J=2 (L=1, 2, 3); J=3 (L=3)

1.90GeV - 1.94 GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

3.J=0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)

1.94 GeV - 1.98 GeV

1. J=1(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

1.98 GeV -2.02GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1); =2 (L=1, 2, 3); J=3 (L=3)

3.7=0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)
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Table C.2: Best 3 models per mass bin by AIC (bins 14-25).

Mass bin (GeV)

Best models

2.02GeV - 2.06 GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)

2.06GeV -2.10GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)

2.10GeV - 2.14 GeV

1. J=1(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3.J=2 (L=1, 2, 3); J=3 (L=3)

2.14GeV - 2.18 GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.18GeV -2.22GeV

1. J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

2.J=1(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

3.J=0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)

2.22GeV -2.26 GeV

1. J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

2.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.26 GeV -2.30GeV

1. J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.30GeV - 2.34GeV

2.
3.7=0 (L=1); J=1 (L=1); J=2 (L=1, 3); J=3 (L=3)
1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

3.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (neg. refl.)

2.34GeV -2.38GeV

1. J=1(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

2.38GeV -2.42GeV

1. J=1 (L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1); =2 (L=1, 2, 3); J=3 (L=3)

3.J=1 (L=1);J=2 (L=1, 3); J=3 (L=3)

2.42GeV - 2.46 GeV

1. J=1(L=0, 1, 2); J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3.J=0 (L=1); J=1 (L=1); J=2 (L=1, 3); J=3 (L=3)

2.46 GeV - 2.50 GeV

1. J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

2.J=1 (=0, 1, 2);J=2 (L=1, 2, 3); J=3 (L=2, 3, 4)

3.J=0 (L=1); J=1 (L=1); J=2 (L=1, 3); J=3 (L=3)
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Table C.3: Best 3 models per mass bin by BIC (bins 1-13).

Mass bin (GeV)

Best models

1.50GeV - 1.54 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1 (L=0, 1); J=2 (L=2)

1.54GeV - 1.58 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2. 7=1 (L=0, 1); J=2 (L=3)

3.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

1. J=1 (L=0, 1); J=3 (L=3)
1.58GeV - 1.62 GeV 2.J=1 (L=0, 1); J=2 (L=2)
3.7J=1 (L=0, 1); J=2 (L=1)
1. J=1 (L=0, 1); J=2 (L=1)
1.62GeV - 1.66 GeV 2.7=1 (L=0, 1); J=2 (L=2)
3.J=1 (L=0, 1); J=3 (L=3)
1. J=1 (L=0, 1); J=2 (L=1)
1.66 GeV - 1.70 GeV 2.J=1 (L=0, 1); J=2 (L=2)
3.J=1 (L=0, 1); J=2 (L=3)
1. J=1 (L=0, 1); J=2 (L=1)
1.70GeV - 1.74 GeV 2.7=1 (L=0, 1); J=2 (L=2)
3.7=1 (L=0, 1); J=2 (L=3)
1. J=1 (L=0, 1); J=2 (L=1)
1.74 GeV - 1.78 GeV 2.J=1 (L=0, 1); J=2 (L=2)

3.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

1.78 GeV - 1.82GeV

1.J=1 (L=0, 1); J=2 (L=1)
2. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)
3.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

1.82GeV - 1.86 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)

3.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

1.86 GeV - 1.90 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

1.90GeV - 1.94 GeV

1. J=1 (L=0, 1); J=2 (L=1)
2.J=0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)
3.J=1 (L=0, 1); J=2 (L=3)

1.94 GeV - 1.98 GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.J=1 (L=0, 1); J=2 (L=1)

3. J=1 (L=0, 1); J=2 (L=3)

1.98 GeV -2.02 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2.7=0 (L=1); J=1 (L=1); J=2 (L=1, 2, 3)

3.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)
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Table C.4: Best 3 models per mass bin by BIC (bins 14-25).

Mass bin (GeV)

Best models

2.02GeV - 2.06 GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.J=1 (L=0, 1); J=2 (L=1)

3. J=1 (L=0); J=2 (L=1, 3); J=3 (L=3)

2.06GeV -2.10GeV

1. J=1 (L=0, 1); J=2 (L=1)
2.7=1 (L=0, 1); J=2 (L=3)
3.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

2.10GeV - 2.14 GeV

1. J=1 (L=0, 1); J=2 (L=1)

2. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1 (L=0, 1); J=2 (L=3)

2.14GeV - 2.18 GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.7=1 (L=0, 1);J=2 (L=1)

3.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

2.18GeV -2.22GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.J=1 (L=0, 1); J=2 (L=1)

3.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)

2.22GeV -2.26 GeV

1. :1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (neg. refl.)

3.J=1 (L=0, 1); J=2 (L=1)

2.26 GeV -2.30GeV

1.J

1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (neg. refl.)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3.)J=1 (L= O 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.30GeV - 2.34GeV

[S—
e
I
.
~~~
T

0, 1); J=2 (L=1, 3); J=3 (L=3) (neg. refl.)

0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

3.J=1 (L=0, 1); J=2 (L=1)

2.34GeV -2.38GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.J=1(L=0, 1); J=2 (L=1)

3.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

2.38GeV -2.42GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3.J=1 (L=1);J=2 (L=1, 3); J=3 (L=3)

2.42GeV - 2.46 GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.J=1 (L=1);J=2 (L=1, 2, 3); J=3 (L=3)

3.J=0 (L=1); J=1 (L=1); J=2 (L=1, 3); J=3 (L=3)

2.46 GeV - 2.50 GeV

1. J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (pos. refl.)

2.J=1 (L=0, 1); J=2 (L=1, 3); J=3 (L=3) (neg. refl.)

3.J=1 (L=1); J=2 (L=1, 2, 3); J=3 (L=3)
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Appendix D

Additional partial wave fit plots

Plots for additional mass independent partial wave fits that did not make it to the main body of

the thesis are presented here. Statistical errors on the partial waves are not included.
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APPENDIX D. ADDITIONAL PARTIAL WAVE FIT PLOTS

2250
¢ Data
2000 - * Fit
1=0l*~
1750 - * * } /=1;::
I=1
1500 1 { |
¥ 1250 - + +
3 + + + +
O 1000 - +
{
500 - by
%
250 -
0 2 T T T T T
1.6 1.8 2.0 2.2 2.4
m(ng), GeV

Figure D.1: Invariant mass spectrum projection with 177, 1

,and 2, —, waves.
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Figure D.2: Invariant mass spectrum projection without 1~ waves.
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Figure D.3: Invariant mass spectrum projection for waveset with 177, 177,277,377~ waves
with only positive reflectivity amplitudes. Error bars indicate variation between local minima.
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with only negative reflectivity amplitudes. Error bars indicate variation between local minima.



Appendix E

Angular distributions for nominal fit

Fits to the angular distributions using the nominal waveset for invariant mass bins up to 2.02 GeV

are provided below.
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Figure E.1: 1.54GeV - 1.58 GeV.
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Figure E.7: 1.78 GeV - 1.82 GeV.
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Appendix F

Numeric cross-section results

Table F.1: Mass-dependent cross sections

Mass bin (GeV)

dc

1.50GeV - 1.54 GeV

dm
0.0

1.54 GeV - 1.58 GeV

0.432132

1.58GeV - 1.62 GeV

2.621577

1.62GeV - 1.66 GeV

8.016326

1.66 GeV - 1.70 GeV

9.753698

1.70GeV - 1.74 GeV

5.543202

1.74GeV - 1.78 GeV

2.949543

1.78 GeV - 1.82GeV

1.737230

1.82GeV - 1.86 GeV

1.121139

1.86 GeV - 1.90 GeV

0.774295

1.90GeV - 1.94 GeV

0.562244

1.94 GeV - 1.98 GeV

0.424091

1.98 GeV - 2.02GeV

0.329517

2.02GeV - 2.06 GeV

0.262184

2.06GeV -2.10GeV

0.212696

2.10GeV - 2.14 GeV

0.175359

2.14GeV - 2.18 GeV

0.146564

2.18GeV -2.22GeV

0.123940

2.22GeV -2.26 GeV

0.105876

2.26 GeV - 2.30GeV

0.091252

2.30GeV -2.34GeV

0.079267

2.34GeV - 2.38 GeV

0.069339

2.38GeV -2.42GeV

0.061034

2.42GeV -2.46 GeV

0.054028

2.46 GeV - 2.50GeV

0.048071
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Table F.2: Mass-dependent cross sections STC; total combined uncertainties.

Mass bin (GeV) Lower error | Upper error
1.50GeV - 1.54 GeV 0.0 0.0
1.54GeV - 1.58GeV | 0.261848 0.257087
1.58GeV - 1.62GeV | 1.884455 1.863395
1.62GeV - 1.66GeV | 4.741117 4.642751
1.66GeV - 1.70GeV | 3.156196 2.590869
1.70GeV - 1.74GeV | 1.773897 1.369415
1.74GeV - 1.78 GeV | 1.098542 0.918091
1.78 GeV - 1.82GeV | 0.689574 0.591667
1.82GeV - 1.86GeV | 0.459742 0.399223
1.86GeV - 1.90GeV | 0.325756 0.285304
1.90GeV -1.94GeV | 0.241667 0.213062
1.94GeV - 1.98GeV | 0.185559 0.164443
1.98GeV -2.02GeV | 0.146319 0.130201
2.02GeV -2.06GeV | 0.117855 0.105218
2.06GeV -2.10GeV | 0.096595 0.086470
2.10GeV -2.14GeV | 0.080329 0.072069
2.14GeV -2.18GeV | 0.067632 0.060792
2.18GeV -2.22GeV | 0.057552 0.051813
2.22GeV -2.26GeV | 0.049430 0.044561
2.26GeV -2.30GeV | 0.042801 0.038631
2.30GeV -2.34GeV | 0.037331 0.033729
2.34GeV -2.38GeV | 0.032771 0.029636
2.38GeV -2.42GeV | 0.028937 0.026189
2.42GeV -2.46GeV | 0.025686 0.023263
2.46GeV -2.50GeV | 0.022909 0.020762
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