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Abstract i

Abstract

Monitoring soil moisture can play an important role in helping to inform researchers, regulators,
and landowners about the available water content of the soil for agriculture and vegetation. How-
ever, the capacity to observe soil moisture is constrained by practical and financial limitations,
making it challenging to observe continuously across space and time. We can only monitor soil
moisture at a finite number of spatial locations and time points. One of the most accurate methods
for measuring soil moisture is to use in-situ sensors. However, the high cost of deploying these
sensors extensively means that soil-moisture data tends to be collected from a sparse network of

monitoring points.

Given the limited in-situ sensor data, it becomes essential to explore the benefits of utilising
other data sources, such as satellite data, by developing and using data fusion techniques. Data
fusion allows for the integration of different data sources, enhancing the ability to make informed
decisions and understand environmental phenomena with more precision, despite the limited

direct monitoring of soil moisture.

The research question is motivated by the in-situ soil-moisture data provided by SEPA in Elliot
Water and the satellite images provided by Copernicus. It is necessary to develop a data-fusion
method for point data and gridded data, so that the accuracy of the in-situ data can be combined
with spatial and temporal information from satellite data to generate a fine-resolution map with

uncertainty quantification.

This thesis introduces three INLA-based data-fusion methods in Chapter 3, 4, and 5, which
include a spatio-temporal regression with misaligned covariates, a spatial data fusion method,
and a spatio-temporal data fusion method. A comprehensive simulation study varies sensor
density, grid resolution, percentages of missing grid data, and temporal window length k. Across
scenarios, joint fusion consistently outperforms point-only and grid-only baselines in RMSE.
This thesis also introduces an XGBoost-based constrained ensemble method with conformal
prediction in Chapter 6, developed to merge in-situ point and satellite gridded data under different

spatio-temporal supports.



Abstract i

This thesis presents the background, motivation, model development, and application of the
novel data fusion methods, addressing the gap in the literature by accounting for spatio-temporal
change-of-support problems. Results are presented throughout to demonstrate the use of the data

fusion model in soil moisture data.
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Chapter 1
Introduction

This chapter introduces the background and motivation, summarises the study catchment and
datasets, outlines the main statistical developments in data fusion, and gives a high-level overview
of the concepts and methods used in this thesis. It ends with the research questions, contributions,

and the thesis structure.

1.1 Background and motivation

Soil moisture is an important variable in hydrology, agriculture, and climate science. It affects
how water moves through the land, controls how much water plants use, and plays an important
role in weather and climate systems (Entekhabi et al., 1996; Seneviratne et al., 2010). Thus,
monitoring soil moisture is critical for managing drought, predicting floods, planning irrigation,
and improving climate models. However, getting an accurate and consistent soil moisture map
across large scale areas is difficult. Ground-based sensors give precise measurements at specific
locations, but they are sparse and do not cover wide spatial regions (Dorigo et al., 2011). On
the other hand, satellite missions like Sentinel-1 provide broad spatial coverage, but the data
have lower resolution (European Space Agency, 2025a), and they may be affected by clouds or
vegetation (Ochsner et al., 2013a; Kerr et al., 2010). For Sentinel-1 specifically, it gives detailed
and consistent spatial coverage for mapping soil moisture changes, but the soil moisture estimates
are indirect and depend on incidence angle, surface roughness, vegetation, and topography, so
products typically require filtering and aggregation ( 0.1 to 1 km). These two types of point-based
and satellite-based data have different strengths and weaknesses. As a result, many recent studies
have focused on combining them using data fusion methods to generate high-resolution soil
moisture maps with uncertainty quantification. This research will take advantage of the detailed
local accuracy of sensors and the wide spatial coverage of satellites. By integrating multiple
sources, fusion methods can produce soil moisture maps that are both high-resolution and more
complete over space and time (Gruber et al., 2019).

This thesis has several novelties. First, we directly address the challenge of spatially misaligned
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covariates, which is common in spatial regression but often has been overlooked. Second, we
develop a spatio-temporal INLA-SPDE data fusion framework that combines point sensors with
satellite gridded data while properly accounting for misaligned covariates. Third, we introduce
a constrained ensemble learning and conformal data fusion approach that provides uncertainty
quantification, which explores classical statistical data fusion methods with modern machine
learning models. On the application side, we present, to our knowledge, the first soil moisture
data fusion for the Elliot Water catchment, combining in-situ point sensors with satellite gridded
data to deal with the change-of-support problem. Together, these contributions advance both the
methodological and application sides of data fusion and soil moisture mapping.

1.2 Study region and data sources

The study focuses on the soil moisture in the catchment area of Elliot Water (Angus, Scotland) in
Figure 1.1, which is located in Angus, eastern Scotland. The site is of particular interest because
of its agricultural land use, which contributes to the water quality management in this area. The
catchment also has established in-situ sensor monitoring and broad satellite coverage, which
provides multi-scale observations. These factors make Elliott Water a valuable case study for soil

moisture monitoring and data fusion methods.

The study uses multiple data sources to uncover spatial-temporal patterns within the data, which
include data from COSMOS soil moisture sensors (UK Centre for Ecology and Hydrology, 2024),
Scottish Environment Protection Agency (SEPA) environmental monitoring sensors (Scottish
Environment Protection Agency, 2024), and Copernicus satellite images (Copernicus Land
Monitoring Service, 2024). Elevation and soil types (Open-Elevation, 2023; James Hutton
Institute, 2024), which are two important variables impacting soil moisture, are considered in
this study to support further modelling. This section will briefly describe the sensor data and
satellite data used in this study, introduce the study catchment and the data scope, explain the
details of each dataset, and describe how the data are collected. The details of the data sources

are described below.

1.2.1 SEPA data

The SEPA maintains and operates the Elliot Water Live Sensors, which collect environmental
and soil-related data. These sensors measure soil properties such as volumetric water content
(VWC) (%), soil temperature (°C), and conductivity (dS/m), providing insights into soil moisture
and conditions. VWC is a key variable in hydrology and soil science, representing the volume
of water within a given volume of soil (Al Majou et al., 2008). It is usually expressed as a
percentage or a decimal and is a critical indicator of soil moisture, which impacts processes such
as plant growth. In addition to soil variables, the sensors capture variables like air temperature

(°C), humidity (%), air pressure (mb), and rainfall data (mm). Battery voltage (vDC) is tracked
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across all sensors to ensure consistent operation.

Hygro sensors measure humidity in the soil, and they often work using resistive methods to detect
the moisture level of the soil based on the conductivity of the soil. As for the humidity, it uses
materials that change in electrical properties and convert them into humidity readings. SEPA has
22 Hygro sensors measuring volumetric water content (VWC) directly, which provides valuable
data but is insufficient for detailed spatial analysis. However, 9 DROPLET sensors measure other
variables highly related to soil moisture, such as air temperature, rainfall, and air humidity, which
can provide additional information on soil moisture patterns. The DROPLET sensors function
as bucket rain gauges, which collect a certain amount of rain and record it as a measurement
(Scottish Environment Protection Agency, 2025). These measurements can contribute to VWC
predictions generated across the Elliot water catchment in any location, providing better spatial

coverage of soil moisture patterns. The data dashboard is available at SEPA SensorNet [oT Portal.

The data supplied by SEPA supports environmental monitoring, which contributes to understand-
ing soil dynamics in real time. The soil moisture properties are summarised in Table 1.1, and a
more detailed explanation of these soil moisture indices can be found on the website (Scottish
Environment Protection Agency, 2024). Figure 1.1 shows the distribution of the sensors in the

study catchment, Elliot Water, and all the sensors are located alongside the river.

Table 1.1: Soil Moisture Variables

Variables Units
VWC %
Soil temperature | °C
Conductivity | dS/m
Air temperature | °C
Humidity %
Battery voltage | vDC
Air temperature | °C
Air pressure mb
DROPLET | Air humidity | %
Rainfall mm
Battery voltage | vDC

HYGRO
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Figure 1.1: Left: Elliot Water within Scotland. Right: SEPA sensor map. The blue icons represent
the Droplet sensors, the green icons represent the Hygro sensors, and the red icons represent the
locations having both Hygro and Droplet sensors.

1.2.2 COSMOS data

COSMOS-UK is a network of 47 sites across the UK that use cosmic-ray sensors to measure
soil moisture, covering about 12 hectares per site. The data support farming, water management,
flood forecasting, and land modelling. Managed by the UK Centre for Ecology & Hydrology
and funded by the Natural Environment Research Council, COSMOS-UK has maintained well-
managed VWC sensors since 2015. These sensors serve as the benchmark for VWC measurement
(UK Centre for Ecology and Hydrology, 2024), with services maintained to the best possible
standards. Modelling the relationship between VWC, air temperature, and precipitation in
Balruddery (the nearest COSMOS sensor to Elliot Water) provides a better understanding of
the potential relationships among these variables, and we can then apply this relationship to the

sensors we have access to.

1.2.3 Satellite data

The satellite images from Copernicus describe the soil moisture of the soils topmost Scm on a
1km (1°/112) spatial sampling (Copernicus Land Monitoring Service, 2024). It is derived from
microwave radar data observed by the Sentinel-1 SAR satellite, which carries advanced radar to
provide weather images of the Earth’s surface (European Space Agency, 2025b). The satellite
provides the soil water index (SWI), which is a key variable that provides an estimate of soil
moisture conditions in the upper layers of the soil. The satellite has passed over the area of the
Elliot Water every 3 or 4 days since 2015. Each satellite image covering Elliot Water includes
5 pixels horizontally by 19 pixels vertically. Such a collection of satellite images for the same
region at different time points is called a Satellite Image Time Series (SITS). SITS can be seen as
a stack of images or as a grid of time series: each pixel is associated with a time series. The SITS
illustrates two views: the spatial view (a stack of pixels) and the temporal view (an array of time
series).

Figure 1.2 shows a satellite image of the Elliot Water on 06/05/2021. Each cell within the grid
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has a value for the cell location at the specific time point. The difference within the same grid
represents the spatial variation within the area at the same time point. Figure 1.3 shows an example
of the time series of pixel (3,13), showing how values change over time for a specific location.
The satellite data visualisation combines both perspectives, which provide a comprehensive view

of spatial and temporal patterns.
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Figure 1.2: Scaled satellite-derived soil water index (SWI) over the Elliot Water catchment on
06/05/2021. SWI provides a relative measure of near-surface soil moisture, with lighter/darker
shading indicating drier/wetter conditions across the catchment. This snapshot illustrates the
spatial variability and gridded resolution of the satellite product that we later combine with in-situ
sensor data in our data-fusion models.
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Figure 1.3: Time series of soil water index (SWI) from September 2020 to September 2021
for grid cell (3,13) in the Elliot Water catchment. Points indicate days with available SWI
measurements, and blue dashed line segments highlight gaps between non-daily observations. The
series shows both a clear seasonal pattern and substantial periods with missing data, motivating
the need to handle irregular sampling and gaps carefully when constructing daily SWI covariates
and when fusing SWI with in-situ soil moisture measurements in later chapters.

Unlike VWC, which measures the volume of water within a given volume of soil, SWI provides
a relative measurement of soil moisture, typically scaled between O (dry) and 1 (saturated). SWI

is often calculated using microwave-based remote sensing techniques, which are sensitive to the
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dielectric properties of wet soil (Paciolla et al., 2020).

SWI and VWC share soil moisture dynamics across time. While VWC provides a direct
measurement at a specific point location, SWI provides an indirect, comprehensive measurement,
accounting for large-scale monitoring and modelling. By calibrating SWI with in-situ VWC
measurements, it is possible to enhance the reliability of soil moisture estimates, bridging the gap
between point data and gridded data. This integration supports a lot of applications, including

water resource management and agricultural planning.

1.2.4 Elevation and soil type data

Elevation plays an important role in soil moisture dynamics as it influences precipitation, temper-
ature, and hydrological processes, which in turn impact soil moisture. Higher elevations often get
more rainfall and have lower temperatures, which reduces evapotranspiration and leads to soils
retaining more moisture. In addition, elevation has impacts on vegetation and soil properties,
which contribute to variations in soil moisture. Understanding these relationships is crucial
for modelling soil moisture. The elevation data were obtained from the Open Elevation API
(Open-Elevation, 2023), and the script to get the elevation data was developed by Andrew Elliott
(Elliott, n.d.) with a resolution of 250m. Figure 1.4 shows the elevation of the study catchment,
which displays the descending trend from northwest to southeast.
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Figure 1.4: Elevation data visualisation for study catchment on a 250m resolution (Elliot Water)
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Figure 1.5: Soil type map for Elliot Water (James Hutton Institute, 2024)

The soil type data are obtained from the James Hutton Institute (James Hutton Institute, 2024).
Figure 1.5 shows the soil type distribution in Elliot Water with SEPA sensors on top of it, which
is dominated by the brown soils and mineral pozols represented by red and pink individually. The
alluvial soils (black area) are where the river is located. Most of the sensors are in the mineral
podzols soil type, one sensor is located in the mineral gleys, and the rest are in the brown soils.
Table 1.2 shows the details about the legend:

Table 1.2: Descriptions of different soil types in the Elliot Water catchment.

Soil Type Description

Alluvial soils | Associated with river valleys or floodplains, where soils are de-
posited by water.

Brown soils Generally fertile and well-drained areas.

Immature soils | Soils that havent developed full horizons, often found in areas with
recent geological activity.

Lochs Lakes or water bodies.

Mineral gleys | Waterlogged soils due to poor drainage.

Non-soil Surfaces not covered by soil, like bare rock or urban areas.
Peat Rich in organic material, forming in waterlogged conditions, often
in bogs.

Figure 1.6 shows the soil moisture level of cells within the satellite grid images grouped by soil
type. The lochs and mineral gleys types each consist of only a single value, which shows no
variability. Among the other three soil types, alluvial soil has a median of around 48% with
moderate variation. Brown soil has a median of around 48% and shows greater variability than
alluvial soil. Mineral podzols have a median of around 49%, showing the highest variability
among these three soil types.
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Figure 1.6: Boxplots of soil water index (SWI) by dominant soil type for grid cells in the Elliot
Water catchment. Each box summarises the distribution of SWI across all grid cells of that
soil type. For Lochs and Mineral gleys, there are very few grid cells, so the interquartile range
collapses and the boxplot reduces to a single line, indicating that these categories should be
interpreted with caution.

Overall, these considerations motivate a spatio-temporal data fusion method. Our aim is to
assess whether combining in-situ point measurements with satellite gridded observations can
deliver a more informative soil moisture map at a finer resolution, while providing uncertainty
quantification. The following section summarises related work and highlights the gaps that

motivate the data fusion framework.

1.3 Literature review

Spatio-temporal data fusion is a method to combine multiple datasets at different scales and
resolutions to obtain insights into fields like environmental monitoring. This literature review
summarises methodological advances and practical applications across three main data fusion
frameworks: Bayesian hierarchical models, which offer statistically rigorous, uncertainty-aware
fusion through techniques such as INLA-SPDE. Machine learning approaches, which apply
classical algorithms and deep-learning architectures to detect patterns in high-dimensional data.
This section also examines cross-cutting methods and validation strategies, and emerging data
fusion trends, to highlight unresolved challenges and to suggest future research directions.
Together, this review demonstrates the evolving trends in spatio-temporal fusion and outlines the

key methodological trade-offs and application requirements.
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1.3.1 Bayesian hierarchical models for spatial data fusion of point-referenced
and gridded data

Spatial data fusion is a critical challenge in environmental and ecological statistics, where
data are often from different sources, such as point measurements (e.g., sensors) and areal
or gridded data (e.g., satellite pixels, administrative units). As verified for soil moisture in
Section 1.2, these different data sources are often misaligned in their own spatial support and
temporal frequency and have different measurement errors, which complicates the inference and
prediction of the underlying spatial processes. Over the past two decades, Bayesian hierarchical
models (BHM), especially those built upon latent Gaussian processes and the stochastic partial
differential equation (SPDE) approach within the integrated nested Laplace approximation (INLA)
framework, have become the method of choice for addressing these challenges. This section
traces the evolution, key methodological developments, and applications, with special attention

to change-of-support, misalignment, observation errors, and prediction at unobserved locations.

1.3.1.1 Change of support foundations

Fundamental work on spatial data fusion and the change-of-support problem began with BHM
frameworks, which are known as Bayesian melding. This model merges point and gridded
data through a latent spatial field and introduces aggregation methods to map the latent process
to the specific spatial support and accommodate the support-specific measurement errors. For
example, Gelfand et al. (2001) introduce a unified Bayesian approach for prediction across
multiple combinations of point and block supports, applying fully Bayesian kriging and explicitly
considering support aggregation and disaggregation in the likelihood. Gotway and Young (2002)
point out the key problems when merging spatial datasets at different supports, resolutions,
and locations, which are the change of support and the modifiable areal unit problem (MAUP).
Fuentes and Raftery (2005) develop the Bayesian melding approach for fusing point observations
and numerical model outputs, focusing on spatial environmental processes such as air pollution.
The method assumes that both data types are from a shared latent ground truth Gaussian process,
with explicit bias correction and uncertainty propagation, allowing improved spatial prediction
and model evaluation. Wikle and Berliner (2005) propose a hierarchical conditioning approach
to combine information across spatial scales, suitable for cases when inference is required only at
specified resolutions. Gotway and Young (2007) extend these ideas by presenting a geostatistical
framework compatible with GIS implementations, which explicitly incorporates data supports,
handles covariate misalignment, and enables prediction with measures of uncertainty. Sahu
et al. (2010) extend these models to the spatio-temporal domain to analyse point-referenced
wet deposition data and gridded numerical model outputs within a fully Bayesian hierarchical
context, explicitly addressing temporal aggregation and change-of-support issues. Nguyen et al.
(2012) introduce Spatial Statistical Data Fusion (SSDF), a method for fusing massive spatial
datasets observed at different supports. It deals with the change-of-support problem and achieves
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scalability by using Fixed Rank Kriging (FRK) within a Spatial Random Effects (SRE) model,

which provides a low-rank covariance representation for efficient computation.

Wilkie et al. (2019) address the problem of combining environmental measurements at mis-
matched spatial and temporal scales by developing a nonparametric statistical downscaling
method that treats both in-situ and satellite observations as smooth functions over time, and
links them through a Bayesian hierarchical model with spatially varying coefficients. By fitting
basis function curves (e.g., a Fourier basis) to point-time and grid-cell-scale log(chlorophyll-a)
data from Lake Balaton, the model generates predictions at any location and time points, which
are complete with uncertainty estimates, without requiring temporal aggregation of the in-situ
data. In a leave-one-out cross-validation, this approach outperforms purely spatial downscaling
in accuracy (lower RMSE and MAE) and Cls coverage, demonstrating its effectiveness for
fused spatio-temporal interpolation and its potential as a general tool for environmental data
fusion. Wang and Furrer (2019) introduce the generalised spatial fusion model, which unifies
latent Gaussian field approaches to point and area data fusion using flexible analytical tools such
as low-rank approximations and explicit change-of-support matrices. This model framework
has impacts on later computational approaches. Their following works include high-efficiency
implementations using nearest neighbour Gaussian processes (NNGP) and comparisons with
other fusion methods. Godoy et al. (2022) propose the Hausdorff-Gaussian process (HGP), which
employs the Hausdorff distance to model spatial dependence in both point and areal data, and
is competitive with other fusion models. Zhou and Bradley (2024) address multivariate and
multiscale spatial data fusion from a Bayesian framework, proposing bivariate spatial models
capable of handling measurements at different supports, thus extending established univariate
methodologies. Cowles et al. (2009) present MCMC for efficient Bayesian estimation and
prediction in hierarchical Gaussian models fusing point and areal data.

1.3.1.2 INLA-SPDE based BHM fusion models

Building upon this foundation, BHM, many recent studies have obtained advanced computational
efficiency and flexibility through using INLA-SPDE methods that represent the latent field via
Gaussian Markov random fields on triangulated meshes. This approach enables modelling of

change-of-support problems, allowing for integration of both point and gridded data sources.

Moraga et al. (2017) introduce a geostatistical model for point-level and area-level spatial data
within the INLA-SPDE framework. This pioneering work involves computing basis function
integrals over grid supports, allowing both point data and grid data to contribute to the inference
of a latent Gaussian field. Many later studies about point data and grid data fusion reference and
build upon this foundational work. Wilson and Wakefield (2020) use SPDE-based continuous
spatial models to introduce area-level random effects via a latent Gaussian field, while also

incorporating point-level data. They then explore different computational strategies for Bayesian
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inference, which apply INLA to linear models and turn to fully Bayesian Hamiltonian Monte

Carlo or empirical Bayes techniques for more complex or nonlinear relationship settings.

Recent literature extends these foundational models to address modern complexities. For example,
Zhong et al. (2025) address preferential sampling in joint models, modifying the INLA-SPDE
fusion approach to jointly model the process generating monitoring sites and the spatial latent
field, thereby correcting potential bias from non-random location selection. Roksvag et al. (2021)
develop multifield geostatistical models combining point and nested areal observations (such as
precipitation) within an INLA-SPDE framework. The two-field models decompose climatic and
yearly spatial effects, providing detailed insights into spatial variability. He and Wong (2024), and
Villejo et al. (2023), apply INLA-SPDE data fusion to spatio-temporal settings, integrating in-situ
and remote sensing observations as well as multiple likelihood components to improve prediction
over space and time. Chacon-Montalvan et al. (2024) propose an INLA-SPDE model explicitly
handling change-of-support not only for responses but also for covariates, modelling both as
latent Gaussian processes with potentially rectilinear supports, which enables propagation of
uncertainty due to misalignment in predictors. Suen et al. (2025) introduce a Bayesian disaggrega-
tion framework for spatially misaligned data, applying an iteratively linearised integration method
via INLA. This framework supports different scenarios for covariate raster at full resolution,
aggregation, and point values, propagating uncertainty when covariate information is incomplete.
Zhong and Moraga (2023) compare Bayesian melding and downscaler approaches within the

INLA-SPDE framework, presenting the model performance in fusing spatially misaligned data.

Cameletti et al. (2019) and Forlani et al. (2020) further extend the INLA-SPDE fusion frame-
work to health and air pollution applications, modelling both point and gridded data sources
such as monitoring measurements and model gridded outputs, while accounting for spatial and
temporal misalignment and different sources of uncertainty. These models allow joint prediction
of pollutant concentrations and demonstrate improved predictive performance by combining
information from multiple data sources. Villejo et al. (2025) propose a data fusion model for
meteorological variables, addressing sparse observational coverage by incorporating numerical
forecast models as an extra data source. This approach models both classical error structures
for point observations and structured additive/multiplicative biases for gridded forecasts within
the INLA-SPDE framework, evaluated through cross-validation and simulation. Roksvag et al.
(2021) fuse areal runoff and point precipitation in annual runoff prediction, demonstrating the
advantage of the joint model. Validation across these applications involves leave-one-out cross-
validation (LOOCYV) and usage of proper scoring rules, with consistent evidence that Bayesian

fusion models outperform single-source models or non-hierarchical alternatives.
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1.3.1.3 Limitations and key challenges

The literature review of Bayesian Hierarchical Models (BHMs) highlights several common
methods and challenges, and demonstrates a mature field for Bayesian spatial data fusion of
point and gridded data. For the change-of-support and misalignment issues in INLA-SPDE
based fusion frameworks, change-of-support and misalignment issues are commonly addressed
through explicit aggregation operators. For the measurement error, most methods break down
the measurement error into two parts: measurement errors at individual stations and aggregation
errors from averaging over areas. While theoretical frameworks for multivariate and multi-scale
data fusion models exist, their application to large scale real world problems remains very limited.
Covariate misalignment and uncertainty, particularly in spatially misaligned predictors, represent
an active area of methodological extension. Computationally, INLA dominates implementations
for latent Gaussian models due to its efficiency and flexibility with direct modelling of support and
misalignment at both the observation and covariate level. Though MCMC or hybrid algorithms
are preferred for non-Gaussian or highly complex model structures. In addition, model validation
practices, including cross-validation and scoring rules, are widely adopted to ensure the reliability
of fused predictions. As for the real data application, there are real data application studies
across environmental, meteorological, and hydrological fields that consistently validate these
approaches, with ongoing research focused on addressing computational scalability, misaligned
covariates, and rich forms of data misalignment. These topics demonstrate both the maturity and
evolving nature of BHM-based fusion frameworks.

1.3.2 Machine learning (ML) framework for the spatio-temporal data

fusion

Traditional data fusion models based on a Bayesian hierarchical modelling (BHM) framework
effectively capture spatial dependencies across multiple data levels and produce posterior un-
certainty estimates, offering interpretable, probabilistic-based insights in research fields such as
environmental monitoring and health sciences. However, BHMs usually need careful choice of
priors and rely on computationally intensive sampling or variational methods, which become
infeasible when dealing with very large datasets, high-dimensional features, or complex model
structures. By contrast, modern machine learning (ML) approaches offer scalable, data-driven
flexibility: methods like support vector machines, random forests, neural networks, and ensemble
tree approaches can automatically learn hidden, nonlinear patterns from huge, heterogeneous
data and benefit from efficient parallel optimisation. Although traditional ML models do not
inherently quantify uncertainty, recent studies, such as distribution-free uncertainty frameworks
applied to ensemble trees, including conformal prediction and quantile regression, are now able
to provide not only point predictions but also formal confidence measurement. Consequently,
ML-based fusion approaches can combine the interpretability and uncertainty measurement

of BHMs while avoiding their computational and modelling limitations, making the way for
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uncertainty-aware real data applications. Within this ML fusion framework, gradient-boosted
decision trees outperform because of their rapid, additive learning and strong regularisation.
Below, the review starts with a wide class of ML-based fusion methods and how they address
uncertainty, then focuses specifically on gradient boosting implementations, such as XGBoost,

for applications requiring uncertainty measurements.

1.3.2.1 Classical machine learning approaches

Early classical machine-learning methods mainly focused on combining physical knowledge
with classical ML models. For example, the thermal-inertia theory, which links diurnal land-
surface temperature (LST) amplitudes to SM, is combined with regression trees or support vector
machines (SVM). Regression-tree models leveraging Moderate Resolution Imaging Spectrora-
diometer land-surface temperature (MODIS LST), vegetation indices (e.g., NDVI), seasonal
indicators, and soil texture variables have achieved unbiased root-mean-square errors (ubRMSE)
of 0.05-0.07 m> at 1 km resolution in southeastern Australia (Merlin et al., 2012). In addition,
SVM models combined with spatial weighting achieved a correlation of 0.68 and RMSEs near
0.08 m> over Oklahoma (Kim et al., 2018). Self-regularising regression frameworks also show
great performance in a temporal perspective by dynamically adapting to temporal changes, suc-
cessfully tracking SM dynamics through a corn growing season in Texas (Hernandez-Sanchez
et al., 2019).

1.3.2.2 Deep learning architectures

More recently, Deep learning (DL) has outperformed classical methods by leveraging the fusion
of multiple data sources. In recent work, deep learning uses a unified framework for merging
heterogeneous remote-sensing and ground-based data into high-resolution maps. For example,
Convolutional neural networks (CNNs) integrate inputs such as radar backscatter (Sentinel-1),
microwave brightness temperatures (SMAP), optical data (Sentinel-2/MODIS), and other en-
vironmental covariates (e.g., terrain, soil texture) to learn joint features representing the data
characteristics. Residual connections and spatial weighting layers are used to keep the inter-pixel
heterogeneity, which helps the model achieve ubRMSE <0.05 m3 (Li et al., 2023; Liu et al.,
2020). In summary, these ML pipelines first use several convolutional layers to learn spatial
patterns at different scales. Then, a final regression layer transforms those learned features into
soil moisture values for each pixel. By training on ground measurements spread across the study
area, the model learns to choose the best data source, optical data (e.g., Sentinel-2) under clear
sky and switching to radar/microwave inputs (e.g., SMAP, Sentinel-1) when it’s cloudy or heavily
vegetated areas. The output product is a seamless soil moisture map at 30-320 m resolution that
performs reliably across many land covers, including deserts, croplands, forests, and other land
covers (Huang et al., 2022; Batchu et al., 2022).
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While deep learning methods perform very well in merging soil moisture data, they have some
major drawbacks. First, these models need tons of labelled training data, which is hard to get in
areas with few ground sensors or constant cloud cover. This will probably cause the overfitting
problem, meaning they work poorly where data is limited (Huang et al., 2022). Second, they
are very computationally expensive because they require powerful computers and take hours
on a multi-core workstation. This makes them hard to use in places with limited resources or
for real-time tasks (Li et al., 2023). Third, it’s hard to understand how they make the inference,
which makes it challenging to find errors or check if the results make sense, especially when
using different data types like radar or satellite images (Batchu et al., 2022). Lastly, these models
often fail when used in new areas or seasons they weren’t trained on, which means they have
really poor generalisation. For example, a model trained on dry climates might perform very
poorly in tropical regions (Ma et al., 2023). To fix these issues, researchers need to develop
simpler models, use methods that require less labelled data, and add physics-based rules to make
the models more reliable and adaptable.

1.3.2.3 Spatio-temporal cross validation

Spatio-temporal multi-source fusion generates very high temporal continuity and effectively re-
solves the gap problem caused by cloud cover or sensor limitation (Huang et al., 2022; Jing et al.,
2024). For validation, a multi-site and space-time blocked cross-validation scheme is adopted,
using both RMSE and correlation metrics, to avoid overfitting, particularly in heterogeneous
terrain conditions (Huang et al., 2022; Mao et al., 2022; Wei et al., 2019).

However, non-separable spatio-temporal covariance modelling and a fully hierarchical Bayesian
fusion framework remain very rare, and only a few multi-support, uncertainty propagating
frameworks exist. Most machine learning fusion models, although they show high performance,
still treat gridded values simply as covariates at point locations and have limited explicit modelling
of support mismatch or different support error structure. In agricultural settings, it is also
observed that topographic and vegetation variables often play more important roles than soil
texture. Despite these advances, validation against sparse in-situ networks remains challenging,
necessitating specialised airborne and field campaign data (Herndndez-Sanchez et al., 2019).
Future research must focus on model generalisation across climates and land covers, automatic
feature selection or reducing dependence on optical inputs, and integration of in-situ observations

to better assess spatial-pattern support (Senanayake et al., 2024).

1.3.3 Uncertainty in ML fusion

Accurate prediction with uncertainty quantification for unobserved locations is critical for many

spatio-temporal data fusion models. This often requires the fusion of multiple data sources, such
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as regularly gridded data and irregular point observations, and the application of machine learning
methods capable of exploiting such fused features. Additionally, robust uncertainty quantification
is essential, particularly under realistic scenarios exhibiting spatial and temporal dependence.

The prediction without an uncertainty qualification is no different from a wild guess.

XGBoost, a gradient-boosted decision tree framework, is widely used in spatio-temporal pre-
diction due to its ability to handle high-dimensional, heterogeneous input features. Its special
application is to the fusion of spatio-temporal grid data and point observations for supervised
learning at new locations or times. However, most literature independently discusses either data
fusion or uncertainty quantification, and few studies directly address their integrated use in a

dependency-aware model framework.

Conformal prediction is a model-agnostic framework for producing prediction intervals with
finite-sample coverage guarantees. Standard conformal prediction relies on exchangeability
assumptions, which are violated in spatio-temporal contexts due to spatial and temporal auto-
correlation. Recent research has focused on adapting conformal prediction to respect spatial
and temporal dependence, for instance, through localised calibration, clustering, or weighted
nonconformity scores. Among the references from the previous study, only one paper, GeoCon-
formal prediction (Lou et al., 2024a), explicitly fuses spatial grid features and point data using
XGBoost and applies a geography-aware conformal calibration scheme. This approach addresses
the integration of feature-level grid-point fusion with local dependency-weighted uncertainty

quantification, focusing on spatial regression tasks such as housing price prediction.

Several papers Zhou et al. (2024); Lin et al. (2022); Mao et al. (2024); Hajibabaee et al. (2024)
propose advancements in conformal prediction for spatial and temporal regression, introducing
approaches such as localised quantile regression, block-based calibration, and data-dependent
weighting of nonconformity scores. These studies focus on improving prediction interval estima-
tion under dependence structures but generally remain agnostic to the choice of regression model

and do not incorporate fusion of gridded and point data with XGBoost.

In summary, the literature provides strong support for dependence adapted conformal prediction
methods and demonstrates the use of XGBoost in feature fusion for spatial and spatio-temporal
prediction. The integration of both approaches, particularly for complete spatio-temporal fusion
and dependence aware conformal uncertainty quantification using XGBoost, appears to be an
unknown area, with GeoConformal representing a leading example for spatial dependence settings
(Lou et al., 2024a).
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1.4 Methodological background of basic spatial and temporal
analysis

This section gives a high-level overview of the concepts and methods used throughout this thesis,
with full methodology details presented in each chapters methodology section. It begins by
outlining the fundamental concepts and approaches that support this work. Next, it outlines the

background methodology, with spatial and temporal processes considered separately at first.

1.4.1 Spatial processes

Spatial autocorrelation refers to the pattern in which observations at nearby locations have more
similar values than those further apart, violating the assumption of independent observations
(Tobler, 1970; Cressie, 1993). The spatial dependence means that each new observation in a clus-
tering area contributes less new information, which can bias the classical inference. For example,
it will underestimate standard errors and inflate the Type I error rates if autocorrelation is ignored
in the modelling (Dormann et al., 2007). However, modelling spatial autocorrelation can remedy
this situation: geostatistical methods (e.g. kriging) use the covariance among neighbouring points
to improve prediction accuracy and provide more realistic uncertainty estimates (Cressie, 1993;
Wackernagel, 2003). For example, soil moisture often exhibits positive spatial autocorrelation
in wet or dry clusters (spatial clustering) with a range of influence beyond which measurements
become almost independent (Western and Bloschl, 1999). Recognising such spatial structure is
crucial for reliable spatial predictions or upscaling of soil moisture data in environmental statistics
(Cressie, 1993; Wackernagel, 2003).

A spatial stochastic process is a collection of random variables
{Z(s): s€ D C R%},

where each Z(s) represents the variable of interest (e.g. soil moisture) at location s (Journel and
Huijbregts, 1976).

It distinguishes two stationarity assumptions:
* Second order stationarity:
E[Z(s)]=u,  Cov(Z(s),Z(s+h)) =C(h), sheR?

where the mean is constant and the covariance depends only on the lag vector & (Cressie,
1993).
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* Intrinsic stationarity:
E[Z(s+h)—Z(s)] =0, Var[Z(s+h)—Z(s)] =2y(h),

where y(h) is the semi-variogram. Intrinsic stationarity requires only that increments are

stationary.

Variogram and covariance functions

In spatial statistics, stationarity means that the key characteristics of a spatial process do not
change with location. The most common type is second-order stationarity, where the process has
a constant mean and a covariance structure that depends only on the distance (or lag) between
two points, not on their absolute locations (Cressie, 1993; Chiles and Delfiner, 2012). This
assumption implies that the data are spatially homogeneous and that the semivariogram depends
only on the lag h. While useful for modelling, this assumption is often too strong in real data
applications.

A more flexible assumption is intrinsic stationarity, which does not require a full covariance
function. Instead, it assumes that the difference between values at two locations, Z(s +h) — Z(s),
has a mean of zero and a variance that depends only on /4. This variance is called the variogram,

and it describes how variability increases with distance.

When a spatial process is non-stationary, its mean or variance changes across space. This can
happen when there is a trend (e.g., values increase from north to south) or when different areas
have different levels of variability. In such cases, the variogram may continue to increase with
distance and never level off, making it hard to model the true spatial structure. If these patterns are

not corrected, predictions can become biased and uncertainty estimates unreliable (Cressie, 1993).

To address this, spatial analysts use several diagnostic tools. They include visualisation, empirical
variograms, and regressions on spatial covariates to detect trends (Banerjee et al., 2003). If
non-stationarity is detected, detrending methods are applied. A common approach is to fit a trend
model (e.g., regression on coordinates or elevation) and subtract it, leaving residuals that are
almost stationary (Chiles and Delfiner, 2012). Another approach is to use a moving window or
divide the area into subregions and remove the local mean. Once the trend is removed, standard

geostatistical tools, such as kriging and variogram modelling, can be used.

Stationarity Assumptions
The semivariogram is defined by

2y(h) = Var[Z(s+h) —Z(s)] = E[(Z(s+h) —Z(s))*].
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Under second-order stationarity, it shows
y(h) = 6> —C(h), C(h)=Cov(Z(s),Z(s+h)), o*=C(0).

The empirical (methodofmoments) variogram estimator is

. 1 2
Ph) = oo Y, [Z0si) = Z(s))],
2N jicm)
where N(h) = {(i,j): ||si —s;|| = h} (Journel and Huijbregts, 1976). The variogram y(h) in-
creases with ||| and typically levels off at a sill value equal to the process variance when h

exceeds the range of spatial correlation (Cressie, 1993).

It estimates an empirical variogram from the data and then fits a standard variogram model to
it (e.g. spherical, exponential, or Matérn models) following guidelines in (Chiles and Delfiner,
2012). In particular, the Matérn covariance function is often chosen for its flexibility. It includes
a tunable smoothness parameter v that controls the differentiability of the field, making it capable

of representing various smoothness levels of spatial processes (Rasmussen and Williams, 2006).

Common theoretical models are defined as follows:

cote[158-05(2)°), 0<n=za,
Spherical:  y(h) =
co+cs, h>a,

Exponential:  y(h) = co+ ¢ [1 - e—h/a} 7

Matérn:  y(h) = co+cs [1 - 2\’+[‘(v) (Z)va(Z)] g

where c is the nugget, ¢ + ¢, the sill, and a the range.
Nonstationarity To remove largescale trends, fit a drift surface m(s) (e.g. polynomial or regres-

sion on covariates) and analyse residuals
Zres(s) = Z(s) —mf(s).

Alternatively, compute local variograms in moving windows to detect spatially varying correla-

tion.
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1.4.2 Kriging
1.4.2.1 Simple kriging (SK)

Simple kriging assumes that the process mean p is known and constant over the domain (Journel

and Huijbregts, 1976). The SK predictor at a target location s 1s

A

Z(so) = + fili[Z(Si) —H],

where the weights {A;} are chosen to minimise the mean squared error

A

MSE = Var[Z(so) — Z(s0)] = Y Y Airjo;; — 2
i=1 j=1

n
Aicip + Ooo.

i=1

Differentiating with respect to A; and setting to zero yields the linear system

or in matrix form XA = oy, where ¥ = [0;;| is the n x n covariance matrix among the samples
and 6y = (010,...,0,0) ' is the covariance vector with Z(sg). The minimised MSE, known as
the kriging variance, is

2 T

1.4.2.2 Ordinary kriging (OK)

Ordinary kriging is a best linear unbiased estimator (BLUE) for a second-order stationary random
field Z(s) with unknown constant mean u (Cressie, 1993; Chilés and Delfiner, 2012). It seeks a
predictor

n
Z(S()) = Z )L,'Z(Si),
that minimises the mean squared prediction error

Var[Z(so) —Z(so)] subjectto E[Z(so) —Z(so)] =0.

The unbiasedness constraint ) ; A; = 1 together with Lagrange multiplier v leads to the kriging
system (Journel and Huijbregts, 1976; Wackernagel, 2003):

C(hy1) -+ C(hip) 1 A C(hio)

Clhp) -+ Clhm) 1| | An C(hn)
1 1 0 \ 1
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where C(h) = 62 — y(h) is the covariance model derived from the variogram, /;; = ||s; — 5.

The resulting kriging variance is

-

Glz((S()) = C(O) — QL,'C(/’LZ'()) — V.

i=1

Unbiasedness and minimum variance Properties
By construction, OK satisfies

E[Z(so)] =u and Var[Z(so) —Z(so)] < Var[Z'(so) — Z(s0)]
for any other linear unbiased estimator Z’ (Chilés and Delfiner, 2012).

1.4.2.3 Universal kriging (UK)

Universal kriging (UK) allows a deterministic trend m(s) in the mean, which denotes the large-

scale pattern and a residual term £(s) denoting the small-scale spatial variation:

Z(s)=m(s)+&(s), m(s)= kioﬁkfk(s),

where { fi(s)} are known covariates (e.g. elevation) and £(s) is a zero-mean stationary residual
(Journel and Huijbregts, 1976; Cressie, 1993). The trend model can be expressed as a linear

combination of basis functions. The UK system adds constraints
Zlifk(si):fk<s()) (k:077p)7
i=1

ensuring the estimator Z(sg) preserves the trend structure: E[Z(sg) — Z(sg)] = 0. Drift parameters
B can be estimated jointly in the kriging system or by regression followed by kriging of residuals
(Wackernagel, 2003).

UK system simultaneously estimates f3; and spatial weights via extended kriging equations:

70]
Jo

solves for both the optimal kriging weights A € R” and Lagrange multipliers v € R which

r F||A

Vv

FT 0

enforce the unbiasedness constraints Y7 ; A; fx(s;) = fx(So) required for trend reproduction. This
dual solution ensures spatial predictions Z(sg) = A" Z maintain both minimum variance and

structural consistency with the specified trend model.
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1.4.2.4 Block and area-to-point kriging

Block kriging predicts the average over an area B:

Z(B) = ﬁ/BZ(u)du, Clhip) = ﬁ/BC(Hs,-—uH)du,

and replaces point covariances with block-to-point covariances in the kriging system (Chiles
and Delfiner, 2012). Area-to-point kriging further solves for pointwise estimates consistent with

those block averages (Cressie, 1993).

1.4.2.5 Kriging Diagnostics

Cross-validation is used to assess performance (Cressie, 1993; Wackernagel, 2003):

« Mean Error ME): 1 Y,[Z_(s;) — Z(s;)].

* Root-Mean-Square Error (RMSE): \/ % YilZ_i(si) — Z(s;)]2.

 Standardised Errors: ¢ = %&g(”), with RMSSE = %Zi(e;‘)z ~ 1.

* Variance-to-Error Ratio: Compare mean kriging variance to MSPE; a ratio near 1
indicates well-calibrated uncertainty.

1.4.2.6 Implementation Steps

1. Compute empirical variogram (k) via method-of-moments (Cressie, 1993).

2. Fit a theoretical variogram model (spherical, exponential, Matérn) to 9(k) (Chiles and
Delfiner, 2012).

3. Build covariance matrix C(h;;) = 6 — y(h;;) and cross-covariance vector C(hyp).
4. Solve the kriging system for {4;} and v.

5. Compute predictions Z(sg) and variances 62(s).

1.4.3 Temporal differencing

To handle non-stationary trends, we differentiate the time series:
VY (s,t) =Y (s,t)—Y(s,t —1).

This removes slow drift and helps stabilise the mean. When there is clear seasonality, we also
use a seasonal difference V7Y (s,t) =Y (s,¢t) —Y(s,t — T) . We check the ACF and PACF after

differencing to confirm stationarity.
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1.4.4 Augmented Dickey-Fuller (ADF)

The augmented Dickey-Fuller (ADF) test evaluates stationarity by testing for a unit root in a time
series (Dickey and Fuller, 1979). The definition of ADF is as follows:
ADF Statistic = —"— | (1.1)
SE()
where 7 is the estimated coefficient of the lagged dependent variable and SE(7) is the standard
error of §.

1.4.5 Separable and non-separable spatio-temporal covariance

Let Z(s,t) be second-order stationary in time and isotropic in space, with C(h,u) = Cov{Z(s,t),Z(s',t")},
h=|s—¢,u=|t—1].

Separable covariance

A covariance is separable if
C(h,u)=0>Cs(h)Cr(u),  Cs(0)=Cr(0) =1,

e.g., Matérn-in-space X AR(1) in time. This implies no spacetime interaction and yields a
Kronecker structure for computations.

Non-separable (mixtures of separable components)

Broad non-separable classes arise by mixing valid separable components:

Clh,u) = / Cs(h: &) Cr(u: &) dF (&),

where for each & the pair {Cs(;§),Cr(+;&)} is valid with Cg(0;&) = Cr(0;E) = 1, and F is
a non-negative mixing measure. Unless F is degenerate or either factor is §-constant, C is
non-separable (De laco et al., 2002; Ma, 2002, 2003).

1.5 Research gaps and objectives

Despite progress in data fusion methods, several methodological and application specific chal-
lenges still exist. First, differences in spatial and temporal resolution (change of support) between
sensors and satellite data are not always explicitly addressed, which can impact prediction perfor-
mance. Second, many machine learning models treat spatial data as independent inputs, ignoring
spatial and temporal dependencies. Third, uncertainty quantification is often missing, making it
hard to assess the reliability of predictions. This thesis aims to address these gaps by developing
and comparing fusion methods that combine in-situ and satellite soil moisture data, using both

a geostatistical INLA-SPDE framework (primary focus) and a machine learning method. The
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research objectives are: to build a full data fusion framework with INLA-SPDE that jointly com-
bines point (in-situ) and gridded satellite data, explicitly handles change-of-support and covariate
misalignment, and produces high-resolution soil moisture maps with posterior uncertainty, and to
develop a machine learning fusion method (XGBoost) equipped with calibrated uncertainty via

conformal prediction.

1.6 Thesis structure

This thesis is organised as follows. Chapter 1 describes the datasets used in this thesis, including
in-situ sensor networks and satellite data and introduces the basic methodological methods and
concepts of spatial modelling and time series analysis. Chapter 2 presents an exploratory analysis
of their spatial and temporal properties and uses geostatistical methods to explore the spatial and
temporal patterns within the study catchment. Chapter 3 presents the issue of misaligned covari-
ates in spatial regression. Chapter 4 focuses on the spatio-only INLA-SPDE data fusion model.
Chapter 5 develops and evaluates a patio-temporal INLA-SPDE data fusion model. Chapter 6
presents machine learning approaches for soil moisture data fusion. Chapter 7 concludes the

thesis and outlines some future directions.

Specifically, the contributions of this thesis are: a spatio-temporal regression with spatially
misaligned covariates, the development of a spatio-temporal INLA-SPDE data-fusion model to
combine sensor and satellite data. And a machine learning fusion method that encodes spatial
structure in XGBoost (via a Laplacian-penalised loss) and combines uncertainty quantification
through spatio-temporal conformal prediction, which explores the classical data fusion approaches
with modern ML.
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Chapter 2

Exploratory Data Analysis of Soil Moisture
Data from In-Situ Measurements,
COSMOS, and Satellite Observations

Chapter 1 provides an introduction to the research background, a description of the specific river
catchment of interest to the study, a description of each data source, a comprehensive litera-
ture review of existing data fusion methods, and the methodology, including several common
approaches used throughout this thesis. Chapter 2 provides an exploratory analysis of in-situ
sensors and satellite images to get a comprehensive overview of the real data and guide further

exploration and study.

The study focuses on the catchment area of Elliot Water, using multiple data sources to un-
cover spatial-temporal patterns within the data, which includes data from Scottish Environment
Protection Agency (SEPA) environmental monitoring sensors (Section 1.2.1), COSMOS soil
moisture sensors (Section 1.2.2), and Copernicus satellite images (Section 1.2.3). The multiple
datasets provide a multi-scale and multi-source perspective, which provides a robust exploration
of spatial-temporal patterns within the study catchment. This primary exploration not only

uncovers the underlying features within the dataset but also inspires further studies.

There are three soil moisture data sources of interest in this study: SEPA data, COSMOS data
and Copernicus data. They provide the soil moisture data for Elliot Water (Figure 1.1) at different
spatial and temporal resolutions. The SEPA volumetric water content (VWC) data is recorded
every 15 minutes, and COSMOS and Copernicus data are available daily. As for the preprocess-
ing steps, the cleaning procedures will be discussed, such as how to handle the missing values,
remove outliers, and correct errors within the data. The transformation or standardisation done
to the datasets will be explained in this section. In addition, the data are misaligned, so the

alignment of the spatial-temporal data will be discussed.
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In Section 2.1, for the SEPA data, the focus is on examining the relationships among different
variables. In Section 2.2, time decomposition is employed in the COSMOS data to investigate the
temporal trends in soil moisture, as the COSMOS monitoring network provides well-maintained
near-real-time soil moisture data, so it serves as a benchmark for soil moisture measurements in
the UK. In Section 2.3, given the large spatial coverage of satellite images, Linear Models (LM)
and Generalised Additive Models (GAM) are fitted to the SWI data to analyse the spatial patterns
within the satellite data. Section 2.4 will investigate the relationship between VWC and SWI to
uncover their alignment, which will be crucial for the data fusion method discussed in Chapter 4.

2.1 SEPA data

Sensor data began in 08/09/2020. The air temperature and soil temperature show an artefact
due to the integer overflow, which happens when an arithmetic operation on integers produces
a numeric value that exceeds the range that can be represented by the given number of digits,
either above the maximum or below the minimum limit (Wikipedia contributors, 2025). Due to
integer overflow, where calculations exceed the maximum storable value, the sensor’s retrieval
algorithm produced extremely high readings when attempting to process negative values. The
VWC is the percentage water content of the soil, which is generally at a minimum during the
summer and at a maximum in winter (Quinn et al., 2020). Soil temperature is also an important
measurement of soil moisture because previous studies show that an increase in moisture content
decreases the soil temperature differences between daytime and nighttime. This may give a
hint to farmers and scientists that protecting the plant root system against sharp and sudden
changes in soil temperature will be beneficial (Al-Kayssi et al., 1990). During the COVID-19
lockdown, fieldwork was not allowed, and the sensors used are prototype sensors still in the first
stage of development and testing. Therefore, the sensors are saturated and have not been cleaned
during the COVID-19 lockdown period. In the humidity readings, this appears as repeated 100%
humidity readings, which reflect sensor saturation rather than true measurements. However,

sensors that did not have this issue will help to adjust the data.
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Figure 2.1: Time series of 15-minute volumetric water content (VWC) recorded by SEPA sensors
in the Elliot Water catchment. Each coloured line is a different sensor. The plot shows higher
VWC in winter, lower VWC in summer. Some sensors are generally wetter or drier than others,
and there are short gaps where sensors were not recording. These features show the seasonal
pattern, spatial differences and missing data that the later data fusion models need to handle.

Figure 2.1 shows the VWC for the 22 sensors from September 2020 to November 2021 indi-
vidually. At each location, the variation of soil moisture is an outcome of the balance between
precipitation and evaporation. The VWC shows similar patterns over time for each sensor loca-
tion, with high values in winter and low values in summer. The VWC vary across different sensor

locations, indicating soil moisture variability throughout the Elliot Water study catchment.
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Figure 2.2: Time series plot of 15-minute air temperature for SEPA sensors in Elliot Water

Figure 2.2 shows the air temperature for the 22 sensors from September 2020 to November
2021 individually. For the air temperature, the gap between 15/08/2021 and 29/08/2021 only
includes four observations, and none of them seem reasonable, so they are removed in the data
preprocessing procedure. There are two large gaps during this year, so imputation may be
needed for further analysis. It also shows multiple isolated unrealistically high air temperature
values (up to 50 degrees Celsius). These spikes are not meteorologically plausible for the Elliot
Water catchment and are most likely due to sensor errors. The spikes above 35 degrees Celsius
were removed before the analysis, and since the data is recorded every 15-minute so this has a
negligible impact on the overall pattern or the covariates used in the models. The plots show that
the air temperature has a very similar pattern over time in each location, but does not vary much
across the whole Elliot Water area. The air temperature has a strong seasonal pattern, with high

values in summer and low values in winter.
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Figure 2.3: Time series plot of 15-minute soil temperature for SEPA sensors in Elliot Water

Figure 2.3 shows the soil temperature for the 22 sensors from September 2020 to November 2021
individually. A similar gap is observed in soil temperature as in air temperature, so the same
processing procedure is applied. Additionally, the soil moisture data exhibits a seasonal pattern

similar to that of air temperature.
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Figure 2.4: Time series plot of 15-minute Air Humidity for SEPA sensors in Elliot Water

Figure 2.4 displays the air humidity for the 7 DROPLET sensors from September 2020 to Novem-
ber 2021 individually. The plots do not show a very obvious pattern over time, but show a weak
spatial pattern. During the pandemic, the sensors might be misbehaving because no one can get
access to the field to correct them. In the humidity data, two of the sensors occasionally reset
themselves, but the others remain stuck at 100%. Consequently, these saturated readings are

recorded as missing values.

Figure 2.5 shows complex distribution patterns and variable relationships. The diagonal of the
matrix shows the distribution of each variable (VWC, soil temperature, air temperature, and air
humidity), while the off-diagonal figure shows the relationships between pairs of variables with
their corresponding correlation coefficients and p-values under Kendall’s tau correlation test.
However, although Kendall’s tau is non-parametric and more suitable for non-linear relationships,
it still assumes independent observations, so the spatial-temporal autocorrelation is a concern for
the spatial-temporal data. The VWC shows a left-skewed distribution with a maximum of around
40%, indicating the study catchment typically has relatively low soil moisture conditions. Soil
temperature concentrates within 0-20°C, while air temperature shows a larger spread range but

mostly lies in the range of 0°C to 30°C, with only a few observations above 30°C. It is noted that
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air humidity readings span the entire possible range (0-100%), with a peak near 100%. The oc-
currence of 0% and 100% humidity readings needs careful consideration, as such extreme values

might indicate potential sensor malfunction or data quality issues requiring further validation.
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Figure 2.5: Pairwise plot for soil temperature, VWC, air temperature, and humidity.

In terms of correlations, SEPA data show different relationships. VWC shows moderate negative
correlations with both soil temperature (r = -0.42, p < 0.001) and air temperature (r =-0.36, p <
0.001), which indicates consistent negative effects on soil moisture. The strongest relationship
between soil temperature and air temperatures (r = 0.70, p < 0.001) shows strong consistency
between ground and air conditions. Air humidity shows relatively weak correlations with other
parameters; its distribution pattern and extreme values suggest the need for additional quality
control measures, particularly for readings at the lower boundary of the physically possible
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range. These patterns highlight the complex nature of interactions within soil moisture and other
potentially related variables, where changes in one variable consistently influenced the others,

but the relationships might not be linear.

2.2 COSMOS data

COSMOS sensor data, a well-maintained in-situ soil moisture dataset, is widely recognised as
the benchmark in soil moisture measurements in the UK. This section introduces the COSMOS
dataset by detailing its variables and examining the relationships among them. It also presents
summary statistics and visualisations of the time series for each variable, with a further time

series decomposition to reveal the underlying temporal patterns.

2.2.1 Summary statistics on variables

Table 2.1: Summary statistics for variables in COSMOS data: VWC, air temperature, and
precipitation

Variable Mean SD Min 1stQ. Median 3rd Q. Max Range
VWC (%) 31.82 5.73 14.71 29.03 32.89 3536 8542 70.72
Air_temperature (°C)  8.74 4.63 -4.55 499 890 1244 20.28 24.83
Precipitation (mm) 1.96 4.10 0.00 0.00 0.05 2.04 3640 36.40

Table 2.1 shows the summary statistics for three environmental variables within the COSMOS
dataset: VWG, air temperature, and precipitation. For each variable, mean, standard deviation,
minimum, maximum, and quartiles are used to give an overview of the distribution of the data.
Figure 2.6 shows the time series plots of VWC, air temperature and precipitation, which helps
visualise the patterns in the data over time. To be specific, the missing rate of the VWC is 1%,
which is unlikely to impact the overall distribution, especially if the missing is caused by some
special conditions, such as sensor failure or extreme weather change. The average value of
the VWC is 31.82%, with a standard deviation of 5.73%, which indicates a medium level of
soil moisture with a stable fluctuation pattern. The minimum of the VWC is 14.71% while the
maximum is 85.42%, which shows a large range from dry to humid soil moisture conditions and
might be caused by the rainy winters and dry summers. Based on the quartiles, which are 29.03%,
32.89%, and 35.36%, most VWC data values cluster around the median, with only a few outliers.
This indicates that the location has stable soil moisture levels, with moderately dry summers and
wet winters.

As for the air temperature, it only has 7 missing values, so missingness has a low possibility of
impacting the overall data quality. The mean temperature is 8.74°C with a standard deviation

(SD) of 4.63°C, which suggests a cool climate and medium-level fluctuation. The range of the
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Figure 2.6: Volumetric water content (VWC), air temperature and precipitation of COSMOS data
at Balruddy across 2015-2020



Chapter 2. EDA of Soil Moisture Data from In-Situ Measurements, COSMOS,
and Satellite Observations 31

temperature is -4.55°C to 20.28°C, which indicates the seasonal pattern as shown in Figure 2.6,
with cold winters (below zero) and warm summers. However, the air temperature doesn’t include

any high extremes like the VWC; it only includes some low extremes at the beginning of 2018.

There are no missing values for the precipitation. The range of the precipitation is from Omm to
36.40 mm, which indicates that there are some days with very heavy rain, while some days have
no rain at all across the year. Combined with the very low mean (1.96 mm) and high SD (4.10
mm) and quartiles (1st quantile is zero and the median is 0.05), it is confirmed that most days

there is no rain or little rain, with only occasional spikes.

The distribution of the VWC seems to be slightly right skewed and air temperature seems to be
normal according to the mean and standard deviation in Table 2.1 and the distribution of each
variable in Figure 2.7, but the precipitation seems highly skewed according to the low median

and high maximum, which suggests very infrequent rainfall events and rainfall amounts.

2.2.2 Relationship between VWC, air temperature and precipitation

Figure 2.7 shows the pairwise plots of the variables in the lower triangle, the distributions of
each variable on the main diagonal, and the p-values from the Kendall Tau correlation test in the
upper triangle. The missing values of VWC and air temperature are interpolated by a weighted
moving average with a window size of 5 days. There is a high spike in the VWC series, and
the precipitation is highly right-skewed, so a Yeo-Johnson power transformation is done to the
precipitation data (Weisberg, 2001). The Yeo-Johnson power transformation is designed to handle
zeros and negatives while building on the strengths of the Box-Cox power transformation. The
precipitation is highly right-skewed, including zeros, so the Yeo-Johnson power transformation is
used to deal with the zeros. The Yeo-Johnson power transformation is defined as:

(+1*=1)/2 ifA #0520

log(y+1) ifA=0,y>0
y(d,y) = 2 .

~[(ye2 1) /e-2) ifa#£2y<0

\—log(—y+1) ifA=2,y<0

Figure 2.8 shows the pairwise plot of the variables after the transformation. VWC has a moderate
positive correlation with log precipitation (corr = 0.25, p = 0.000) and a moderate negative corre-
lation with air temperature (corr = -0.25, p = 0.000). The relationship between air temperature
and log precipitation is weak and statistically insignificant (corr = -0.03, p = 0.104). These
findings give some insights that VWC is influenced by both temperature and precipitation, and

precipitation and air temperature show little interaction.
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Figure 2.7: Pairwise plot showing the relationships in the COSMOS data (before transformation)
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Figure 2.8: Pairwise plot showing the relationships in the COSMOS data (after transformation)

2.2.3 Time series decomposition

Time series data can show different patterns, and it is helpful to split a time series into several

components, each representing an underlying pattern category. For example, a trend component,

a seasonal component, and a residual component.

If we assume an additive decomposition, then the three patterns can be written as:

v =T + 8 +R;,

where T; denotes the trend component, which captures the long-term trend in the data; S;
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denotes the seasonal component, which represents the regular pattern in the data such as seasonal
fluctuations; R; denotes the residual component which accounts for the random variation in the

data that cannot be explained by the trend or seasonal effects, such as the noise or extreme events.
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Figure 2.9: Time series decomposition of volumetric water content (VWC) from COSMOS data

Figure 2.9 and 2.10 show the time series decomposition of VWC and air temperature data from
2015 to 2020. For the VWC data, the original data show a very stable trend and fluctuation with
some spikes somewhere around early 2018. The trend component shows slight fluctuations over
short periods and a subtle uptrend over the five years. The seasonal component shows seasonal
patterns across every year. The residual component shows mild variations with some spikes,
which can not be explained by the trend and seasonal components. For the air temperature data,
the 5-year VWC data show a stable trend but a mild up trend in the end. The seasonal trend is
very regular, which indicates a strong seasonal pattern for each year, and the pattern is the same
as the pattern in the original data. The residuals show some random noise after removing all the
trends and seasonal patterns, which include many spikes over the five years. It is noted that the
decomposition is only applied for the COSMOS data because they are long records with a clear
annual cycle, which makes they suitable for exploring trend and seasonality. By contrast, SEPA
sensors’ records are shorter, so they are mainly used to explore the relationship among variables.
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Figure 2.10: Time series decomposition of air temperature from COSMOS data

2.3 Satellite data

Copernicus satellite image data have extensive spatial coverage, making the analysis of soil mois-
ture patterns across both spatial and temporal dimensions within the study catchment possible.
Figure 2.11 demonstrates the comparison of satellite images from four different days, each repre-
senting a different season, revealing heterogeneity within the study catchment, with variability
over space and time. These patterns underscore the dynamic nature of soil moisture and highlight
the complexity of the underlying processes driving these patterns. To understand this variability,
two modelling approaches are used here: linear models (LM) to quantify baseline relationships
between variables, and generalised additive models (GAM) to capture non-linear dynamics and
spatial-temporal interactions. These results provide a deep exploration of the observed patterns,

bridging the gap between raw data interpretation and comprehensive understanding.

In this section, the LM and GAM are used to capture the variation in data based on longitude and
latitude to investigate the spatial patterns of soil moisture. Elevation is a key factor in modelling
soil moisture because it affects both local climate and hydrology. Areas at higher elevations
tend to receive different amounts of rain and have different temperature patterns compared to
lower areas. Elevation also influences drainage and runoff, which in turn impacts the soil’s water
retention. By including elevation in both LM and GAM, the model can more effectively capture
these influences than by using only longitude and latitude. These models estimate the relationship

between the spatial coordinates (longitude and latitude), elevation and the observed values of
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Figure 2.11: Copernicus satellite images at four selected dates 2021-01-06, 2021-04-06, 2021-07-
06, and 2021-10-06. Each panel shows soil water index (SWI) values for a specific day.

SWI, allowing for the identification of geographic trends and patterns. Fitting the models to the
satellite data accounts for spatial dependencies and provides insights into how the SWI changes
across the Elliot water catchment. The models are fitted to data from 95 pixels on the satellite
image on 06/05/2021 (Figure 1.2).

The LM is defined as follows:

Y; = Bo + BiLon; + B,Lat; + Bselevation; + & (2.1)

where Y; represents the SWI value at location i, f is the intercept, By, 3, and B3 are the coeffi-
cients for longitude, latitude, and elevation, respectively, and &; is the error term withg; ~ N (0, 62).

Given that soil moisture patterns often exhibit complex spatial dependencies and non-linear
relationships with topographic features, GAM has also been fitted to the data:

Y; = Bo + fi(Lon;, Lat;) + f>(elevation;) + &; (2.2)

where f1 and f, are smooth functions estimated using thin plate regression splines. The bivariate
function f| captures the spatial interaction between longitude and latitude with smoothing
parameter k = 20, while f> models the non-linear relationship with elevation using k = 10 basis
functions. The error term &; is assumed to be normally distributed with zero mean and constant
variance.

The spatial dependency structure is accessed using variogram analysis:
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where y(h) is the semivariogram value at distance s, N(h) is the number of pairs of points
separated by distance A, and Z(s;) represents the residual at location s;. This analysis helps us
understand the spatial correlation structure in the data and assess the models’ ability to capture
spatial patterns.
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Figure 2.12: Diagnostic plots for the linear model (LM) fitted on 06/05/2021, including residuals
vs. fitted values (top left) to check for non-linearity, a Q-Q plot of residuals (top right) to assess
normality, a scale-location plot (bottom left) to examine the homoscedasticity of residuals, and
residuals vs. leverage (bottom right) to identify influential observations and potential outliers
using Cook’s distance.

Figure 2.12 shows important characteristics of the LM fitted on 06/05/2021. In the Residuals

vs Fitted plot (top left), there is a slight pattern with some curvature in the red smoothed line,
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which suggests a potential non-linear relationship. The Q-Q plot (top right) shows slight devia-
tions from normality, with some deviation at the tails and three outliers (points 57537, 57538,
57539). The Scale-Location plot (bottom left) shows a slight upward trend, which suggests some
heteroscedasticity where variance increases with fitted values. The Residuals vs Leverage plot
(bottom right) shows no observations with noticeably high leverage or Cook’s distance values
that would significantly influence the model fit, while points 57537 and 57538 appear as outliers.
In summary, while the model satisfies assumptions well, the patterns in the residuals suggest that
a more flexible modelling might be needed.
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Figure 2.13: Diagnostic plots for the generalised additive model (GAM) fitted on 06/05/2021,
including a Q-Q plot (top left) to assess the normality of residuals, residuals vs. linear predictors
(top right) to evaluate homoscedasticity, a histogram of residuals (bottom left) to check their
distribution, and a plot of response vs. fitted values (bottom right) to assess the goodness of fit
and potential model bias.

The diagnostic results of GAM in Figure 2.12 show better model performance than the LM.
The Q-Q plot (top left) suggests good normality of residuals with points following the red
line. The residuals vs. linear predictor plot (top right) shows a random scatter pattern without
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noticeable trends, which suggests that the model captures the relationships in the data reasonably
well. The histogram of residuals (bottom left) appears approximately normal, though slightly
right-skewed. The Response vs. Fitted Values plot (bottom right) displays a positive correlation
with some scatter, indicating the model captures the main trend while showing reasonable
prediction uncertainty. GAM seems to have a better performance in handling potential non-linear

relationships in the satellite data.

ssssssssssssssss

(a) LM (b) GAM

Figure 2.14: Empirical semivariogram (points) and fitted spherical model (line) of residuals from
GAM for the soil moisture data.

Figures 2.14 show the empirical semivariograms for both LM and GAM residuals, quantifying
how spatial correlation changes with distance between points. For the LM (Figure 2.14a), the
nugget effect is close to 0 and the sill plateaus at around 1.1, with a range of approximately
0.03 units where the semivariance levels off. The spherical variogram model fits the data very
well, with empirical points following the fitted line pattern. This suggests a significant remaining
spatial structure in the residuals that wasn’t captured by the LM.

Figure 2.14b shows the GAM residuals variogram with different characteristics. The nugget
effect remains close to 0, but the sill is lower at approximately 0.25, indicating that the GAM
has captured more of the spatial variation in the data. The range is shorter as well, around 0.02
units, showing that spatial autocorrelation in the GAM residuals disappears more quickly with
distance. The lower sill and shorter range in the GAM variogram suggest that this model has

more effectively accounted for the spatial dependencies in the data compared to the LM.

Both variograms demonstrate that spatial autocorrelation exists in the residuals, but the GAM’s
lower semivariance values indicate better performance of spatial patterns. The spatial dependence
extends to about 3.3 km for the LM (0.03 decimal degrees) and 2.2 km for the GAM (0.02

decimal degrees), beyond these values the observations become spatially independent.
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2.4 Investigating the relationship between in-situ data and

satellite data

Figure 2.15 shows the map with the sensor data and satellite data on 06/05/2021 with the EUI
number for one example sensor. Figure 2.16 demonstrates the time series of selected sensors
and grid from the satellite image to visualise and explore the trends, seasonality, etc in the soil
moisture data. In addition, Pearson correlation, rolling correlation, and cross-correlation are
employed to help understand the relationships between the two time series.

Scaled water
56.58 index
§ 56.57
56.56
56.55
-2.75 -2.70 -2.65
Lon

Figure 2.15: A map with the sensor data and satellite data on 06/05/2021.

The 15-minute VWC is averaged to daily data to have the same temporal resolution as SWI.
Figure 2.16 shows the time series of scaled SWI in orange and VWC in blue. Both variables
fluctuate throughout time, with SWI showing more variability than VWC. There is a period from
April to July 2021 where both SWI and VWC drop significantly, indicating a potential dry period.
At the end of 2021, both variables increased, which is possibly due to seasonal changes or large
precipitation. The VWC and SWI data show similar time series trends across all locations in the
long term, but not in the short term. This suggests that modelling the short-term correlation may
require further consideration.
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Figure 2.16: Time series of in-situ volumetric water content (VWC; left y-axis) and Copernicus
Soil Water Index (SWI; right y-axis) for six example SEPA sensors in the Elliot Water catchment,
from September 2020 to May 2022. In each panel, the blue line shows daily mean VWC (%),
obtained by aggregating 15-minute sensor readings and expressing VWC on a 0-100% scale.
The red line shows the collocated Copernicus SWI (%), extracted at the 1 km grid cell covering
each sensor location on its native 0—100 index scale, and the green line shows a 7-day moving
average of SWI to highlight slower temporal variation. Panels are labelled by sensor ID and
geographic coordinates (latitude, longitude).

2.4.1 Check stationarity

Non-stationary time series (with trends/seasonality) will create misleading correlations. So the
Augmented Dickey-Fuller (ADF) test is used to test the stationarity of the time series, and if it is
not stationary, differencing or transformations may need to be applied to the time series before



Chapter 2. EDA of Soil Moisture Data from In-Situ Measurements, COSMOS,
and Satellite Observations 42

any further analysis (Details of the ADF are provided in Section 1.4.4).

The null hypothesis of the ADF test is that the time series has a unit root (i.e., non-stationary).
A more negative ADF statistic suggests stronger evidence against the presence of a unit root,
implying that the series is stationary. A low p-value (<0.05) implies stationarity. The ADF test is
typically performed with different lag lengths to account for serial correlation. The critical values
for significance are compared with the computed ADF statistic to determine stationarity.
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Figure 2.17: The left column displays the SEPA sensor data: original volumetric water content
(VWCQ) time series for three locations, while the right column shows the first-order differenced
series.
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Figure 2.18: The left column displays the satellite data: original soil water index (SWI) time
series for three locations, while the right column shows the first-order differenced series.

Figure 2.17 and Figure 2.18 present the VWC and SWI time series stationarity analysis for
three different locations (focusing on three locations with minimal gaps to ensure data quality),
using the ADF test and differencing. Both time series show clear trends and fluctuations over
time, indicating non-stationarity in the time series. The ADF test p-values for the original SWI
are 0.004, 0.000, and 0.005, respectively. Since these p-values are below the significance level
(0.05), the null hypothesis of the ADF test is rejected, suggesting that the original SWI series
is weakly stationary. However, based on the visualisation, some non-stationarity might still
exist, and differencing is applied for further analysis. The differenced series seems stationary,
with fluctuations centred around zero and fewer trends. The ADF test p-values drop to 0.000
for all differenced series, strongly confirming stationarity. The original VWC time series for
each location shows trends and fluctuations, suggesting potential non-stationarity. The ADF test
for the p-values of the original VWC series are 0.017, 0.082 and 0.500, respectively. The top
and the middle ones with p-values of 0.017 and 0.082 have p-values slightly above 0.05, which
means they might be weakly stationary but still have some trends in visualisation. The bottom
one with 0.500 p-values indicates strong non-stationarity. The differencing is applied to all the
original VWC time series to remove the trends and make the time series stationary for further
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study. The ADF test p-values drop to 0.000 for all differenced VWC series, which confirms
stationarity. The Augmented Dickey-Fuller (ADF) test results indicate that the original series

has some non-stationary characteristics, which are removed after differencing, making the series

suitable for further modelling.

2.4.2 Temporal Autocorrelation in VWC and SWI
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Figure 2.19: ACF for original (non-differenced) VWC and differenced VWC
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Figure 2.20: ACF for original (non-differenced) SWI and differenced SWI

Figure 2.19 and 2.20 reveal different temporal autocorrelation patterns in VWC and SWI. For
the original (non-differenced) VWC, the autocorrelation coefficients decay slowly over lags,
indicating long-term temporal autocorrelation. This aligns with the high ADF p-values (>0.05),
which confirms that the original VWC data have trends. In contrast, differenced VWC (AVWC)
shows a sharp drop in autocorrelation after lag 0, with coefficients of most lags remaining within
the credible intervals. This suggests that first-differencing removes the trend, resulting in a
short-term autocorrelation stationary series. Similarly, the original SWI exhibits autocorrelation
over many lags, but decays faster, which indicates a short memory and a greater reaction to the
environmental factors. It is noted that the first-differencing is used here only for exploratory
purposes, and it is not used in subsequent modelling.

2.4.3 Pearson correlation

When exploring the relationship between two time series, the Pearson correlation is often used
because it helps quantify how closely the two series move together over time. It assumes that
the relationship between the two series is linear, which means that if one series increases, the
other one will increase (or decrease). Pearson correlation can indicate whether the series has a
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consistent relationship over time and the strength of the relationship between the two series. The

Pearson correlation coefficient is defined as follows:

. Y(Xi—X)Yi—Y)
VIX—X)\/E¥i-1)

where: X;,Y; are individual data points of the variables X and Y, X,Y are the mean values of X

(2.4)

and Y, respectively. The numerator represents the covariance between X and Y. The denominator
normalises the expression using the standard deviations of X and Y.

The Pearson correlations between VWC and SWI are 0.61, 0.70, and 0.72 at the three sites, indi-
cating varying relationships between the two variables across different locations. The highest cor-
relation (0.72) is for sensor 70B3D51C20000089, suggesting a strong relationship between VWC
and SWI at this location. In contrast, the lowest correlation (0.61) is at 70B3D51C2000008D, in-
dicating a weaker but still positive linear relationship. These differences reflect local soil moisture
patterns, sensor accuracy, or environmental factors influencing soil moisture dynamics. While
Pearson correlation provides insight into the linear relationship, it does not capture potential
nonlinear dependencies. To gain a more comprehensive understanding of the relationship between
VWC and SWI, additional methods such as rolling-window correlation and cross-correlation
analysis are needed. Further investigating the dynamics between VWC and SWI needs additional
methods. For example, rolling-window correlation can be applied to assess how the linear rela-
tionship evolves over time, and cross-correlation analysis can investigate the lag effect of the two

time series.

2.4.4 Rolling correlation

Rolling correlation is a localised measure computed over a moving window, capturing short-term
relationships between the two time series rather than relying on a single global estimate. So
even if the overall time series is non-stationary, a rolling correlation can still show how their
relationship evolves over time. However, if both time series have strong trends, they may be
highly correlated even if there is no real underlying relationship. Differencing can help address
this issue. The rolling correlation over moving windows (15 days) will be computed using the

differenced time series to ensure more reliable results.
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Figure 2.21: Rolling cross correlation over moving windows (15 days) between volumetric water
content (VWC) and soil water index (SWI).

Figure 2.21 illustrates how the relationship between VWC and SWI evolves over time for different
locations. Since both VWC and SWI are soil moisture measurements at the same location, the
rolling correlation results provide insights into how well these two time series track each other
over time. The rolling correlation fluctuates over time rather than staying constant, suggesting
that VWC and SWI do not always behave in the same way. This could be due to differences
in how each equipment responds to environmental factors such as rainfall or soil type. When
the correlation is high, it indicates that VWC and SWI are closely aligned, meaning both data
streams are capturing similar soil moisture dynamics. A decrease in correlation suggests that
one measurement is reacting differently from the other one, probably due to sensor differences
or differences in data processing for in situ sensors and Copernicus satellite data. Negative
correlations suggest that one variable is increasing while the other is decreasing, which could
happen if SWI, which is derived from the radar sensor, lags behind real soil conditions measured
by VWC as a ground-based measurement. VWC is a direct In-situ measurement, whereas SWI is
derived from remote sensing, which might introduce noise. If one sensor has a different response
time (e.g., SWI integrating moisture over a larger area or with a lag), this could explain some
of the fluctuations. Seasonal changes might cause shifts in correlation. For example, in dry
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conditions, VWC might respond more quickly to evaporation, while SWI has variations. Sudden

decreases could be caused by localised factors like sensor errors or differences in soil types.

2.4.5 Cross-correlation (lagged analysis)

Serial correlation affects the correlations among variables measured in time, so it is important
to recognise the serial correlation before further analysis. Cross-correlation analysis is used to
investigate the lag effects between VWC and SWI, if there are any.

2.4.6 Serial correlation

The cross-covariance coefficients between x; and y; series at lag+k is defined as:

’}/XY(k) :E[(X;—‘U,x) <}’t+k_.uy)] k2071727"' (25)

where i, = E[x;] denotes mean of x;, i, = E[y;] denotes mean of y;, and y, denotes the value
of y, shifted by k lags. k > 0 measures how x; relates to future values of y; (e.g., yr+1,V:42), kK <0
measures how x; relates to past values of y; (e.g., y;—1,¥;—2), kK = 0 is equivalent to the standard
covariance between x; and y;.

Cross-covariance is often normalised to compute the cross-correlation coefficient:

Yy (K)
k) = 2.6
pxy( ) Gxo-y ) ( )
where oy and oy are the standard deviations of x; and y,, respectively.
The cross-correlation coefficients of VWC and SWI are computed as follows:
VWG, —VWC)(SWI 4y — SWI
I’(k) Z( ! )( t+k ) 2.7)

~ JL(VWC, — VWO Y (SWiy — SWIZ

where VWC; and SW1, are the time series values at time ¢, VWC and SW1 are the mean values of

each time series and k represents the lag.
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Figure 2.22: Cross-correlation between Volumetric Water Content (VWC) and Soil Water Index
(SWI). The top panel shows the time series of VWC and SWI measurements. The bottom panel
presents the cross-correlation analysis between the stationary time series at different time lags,
where positive lags indicate SWI leading VWC and negative lags indicate VWC leading SWI.
The maximum correlation coefficient (r = 0.715) occurs at lag 4 days, suggesting that SWI leads
VWC by 2 days.
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Time Series for 70B3D51C20000089
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Figure 2.23: Cross-correlation between Volumetric Water Content (VWC) and Soil Water Index
(SWI). The top panel shows the time series of VWC and SWI measurements. The bottom panel
presents the cross-correlation analysis between the stationary time series at different time lags,
where positive lags indicate SWI leading VWC and negative lags indicate VWC leading SWI.
The maximum correlation coefficient (r = 0.213) occurs at lag -3 days, suggesting that VWC
leads SWI by 3 days.
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Time Series for 70B3D51C2000008D
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Figure 2.24: Cross-correlation between Volumetric Water Content (VWC) and Soil Water Index
(SWI). The top panel shows the time series of VWC and SWI measurements. The bottom panel
presents the cross-correlation analysis between the stationary time series at different time lags,
where positive lags indicate SWI leading VWC and negative lags indicate VWC leading SWI.
The maximum correlation coefficient (r = 0.267) occurs at lag -3 days, suggesting that VWC
leads SWI by 3 days.

Figure 2.22, 2.23, 2.24 show the correlation between the VWC and SWI in different locations at
different time lags. For example, in Figure 2.24, the correlation is generally positive for negative
lags, which means that in this specific location, the changes in the VWC tend to occur before
the SWI. The correlation increases as the lag approaches the maximum lag. At lag 0, VWC
and SWI are aligned in time, and they drop sharply after lag 0, becoming negative for larger
positive lag values. This suggests that if VWC is shifted forward, it will no longer be aligned
with SWI, probably due to differences in how they react to environmental factors such as rainfall
or the sensor technology. The cross-correlation analysis of the three locations shows that the
relationship between VWC and the SWI varies across different locations, with the maximum lag
differing from location to location. While two locations show a peak correlation at a lag of -3
days, indicating that VWC leads SWI by 3 days, the other one shows a maximum correlation
at a lag of -2 days. This variability suggests that the response time of SWI to changes in VWC
is influenced by location-specific factors such as soil properties and environmental factors. The
strength of the correlation also varies across sites, ranging from modest at some locations to much
higher at others. The presence of different lags highlights the need for localised modelling with
consideration of local factors. Understanding these spatial differences can improve modelling
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approaches and enhance predictions of soil moisture dynamics.

2.4.7 Exploring spatio-temporal patterns in Copernicus satellite soil mois-
ture (via FRK).

This section explores spatio-temporal patterns in Copernicus satellite soil moisture data. Building
on the earlier descriptive analysis, we move from simple plots and correlations to a model-based

analysis that can reveal underlying structures.

It aims to characterise its spatial and temporal structure and how these patterns can be better
captured and analysed in future modelling. By analysing the satellite data alone, we explore
the underlying trends, variations, and dependencies that are not obvious from the raw data, to
improve understanding of soil moisture dynamics within the satellite data.

Fixed Rank Kriging (FRK), a geostatistical model suited to large datasets has been applied
(Cressie and Johannesson, 2008). FRK models broad spatial structure using basis functions while
accounting for fine-scale variability through a residual component, thereby reducing computa-
tional cost. FRK helps identify spatial and temporal patterns in soil moisture satellite data and

how they evolve across space and over time.

This approach enhances the resolution of the satellite estimates, which provides more reliable
predictions to help understand inherent patterns. The remainder of this section summarises
the FRK setup for the satellite data and presents the results of spatio-temporal patterns and

uncertainty.

2.4.7.1 Methodology

We use Fixed Rank Kriging (FRK), a low-rank geostatistical framework that scales to large
datasets by representing broad-scale structure via basis functions and modelling fine-scale vari-
ability through a residual component.

We adopt the spatial GLMM formulation:

Zj| Uz, W~ EF(uz,,w), j=1,....m,
uy=Czu,  g(u)=Y,
Y=Ta+Sn+¢,
n~N©0K), &~N(0 o:Ve)

(2.8)

Here, T contains BAU-level covariates (e.g., elevation, latitude, longitude), S evaluates a multi-

resolution set of spatial (or spatio-temporal) basis functions, 1) are random coefficients with
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covariance K (or precision Q = K™ 1, and & captures fine-scale variation.

Basis Areal Units (BAUs) We discretise the domain into BAUs and aggregate to observation

supports via Cz. This handles change-of-support and allows prediction on a regular grid.

Basis functions

We employ multi-resolution bisquare (or Gaussian) spatial bases; for spatio-temporal FRK, we
take tensor products of spatial and temporal bases. Resolutions and counts are chosen to capture
broad gradients and local features while keeping computation tractable (typically < 3 spatial

resolutions).

Estimation and prediction
Parameters are estimated with TMB using the Laplace approximation. We obtain predictions and
their uncertainties on the BAU grid. In the Gaussian case, we summarise accuracy via RMSPE.

2.4.7.2 FRK setup

* Data: Copernicus Sentinel-1 soil moisture (SWI) over the Elliott Water catchment (Scot-
land), which includes 95 pixels for every day.

» Covariates: elevation, latitude, longitude (BAU level).

Basis functions: FRK uses multi-resolution bisquare basis functions on a regular layout (3

spatial resolutions).

Estimation: TMB (Laplace). Prediction grids: BAUs at 1 km.

2.4.7.3 Results

In order to explore whether there is any spatial pattern of the soil moisture in Elliot Water over
time, the monthly averaged data are used to fit the model. The whole datasets (95 pixels) are
separated into the training set (85) and the test set (10). The training set is used to fit the model,
and the test data is used to test the accuracy of the prediction result. The residual plots are used
to measure the accuracy of the prediction of the model.

The parameter estimation is carried out using the TMB method. The prediction is to make

inferences based on the hidden process over the prediction regions D’ .
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Figure 2.25: Monthly mean process from January to December. Each subfigure represents the
mean process for a specific month, arranged chronologically from January to December.
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Figure 2.26: Residuals through time. High summer residuals and low autumn and winter residuals
suggest reduced model flexibility in summer.

Figure 2.25 demonstrates the mean process from January to December, and Figure 2.26 shows
that the model has more uncertainty during summer and less uncertainty during autumn and
winter, which means that the model is less flexible in capturing the spatial variation in the summer
months. More basic functions should be used in the FRK model to capture these spatial structures.
From the prediction result, we can see some common spatial patterns from March to November.
January and December show a similar pattern as well. February shows the opposite pattern to
other months.

2.5 Conclusions

In this chapter, an exploratory analysis of soil moisture datasets is conducted to identify spatial-
temporal patterns and relationships between variables that will inspire future studies. The analysis
focused on two key soil moisture measurements: Volumetric water content (VWC), representing
in situ soil moisture measurements, and the soil water index (SWI), satellite images derived
from radar sensors. The well-maintained COSMOS In-situ soil moisture sensor is used here
to understand the temporal patterns within the soil moisture data, as well as the relationships
between VWC, air temperature, and precipitation. Temporal trends revealed a long-term trend
in soil moisture, possibly related to strong seasonal fluctuations driven by precipitation and

temperature changes. Spatial autocorrelation existed in spatial soil moisture patterns, suggesting
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that adjacent locations share similar hydrological behaviours, while temporal autocorrelation

highlighted persistence in moisture levels over the long term.

The relationship between the VWC and SWI provides important insights for further study:

* Pearson correlation between VWC and SWI ranged from 0.61 to 0.72 across different
locations, indicating a moderate to strong linear relationship. However, it may inadequately

capture the potential nonlinear relationship.

* Rolling correlation (15-day window) shows temporal dependencies, with coefficients
fluctuating through time rather than staying constant. The difference between VWC
and SWI can be caused by the differences in sensor technology( between the ground-
based measurement or remote sensing), data processing algorithms or the reaction to
environmental factors (e.g., SWI may lag because of integration of soil moisture over
a large area compared to VWC direct measurement on a point location). The negative
correlations suggest that the SWI may lag behind the rapid reaction captured by the ground-
based in situ sensor, especially during rainfall events. The correlation shifts seem to align
with the seasonal patterns, and the sudden drops may be linked to sensor errors or local

environmental factors.

* The cross-correlation analysis shows that the relationship between VWC and the SWI
varies across different locations, with the maximum lag differing from location to location.
While two locations show a peak correlation at a lag of -3 days, indicating that VWC
leads SWI by 3 days, the other one shows a maximum correlation at a lag of -2 days. This
variability suggests that the response time of SWI to changes in VWC is influenced by
location-specific factors such as soil properties and environmental factors. The presence
of different lags highlights the need for localised modelling with consideration of local
factors. Understanding these spatial differences can improve modelling approaches and

enhance predictions of soil moisture dynamics.

* The FRK result summarises spatial patterns in Copernicus Sentinel-1 SWI over the Elliott
Water catchment. We apply FRK to monthly-aggregated data on a 95-pixel grid, using
multi-resolution bisquare basis function to capture broad structure with elevation, latitude,
and longitude as BAU-level covariates. The mean maps smooth the raw satellite fields and
highlight dominant trends and patterns across months. These summaries provide a descrip-
tion of large-scale soil-moisture structure and will guide the design and interpretation of
the data fusion modelling in later chapters.

The exploratory analysis provides insights into the characteristics of soil moisture datasets used
in the thesis, such as their variability, correlations, and spatial-temporal trends. These findings
help shape the direction of the next chapter, which focuses on identifying and modelling the
spatial-temporal patterns in soil moisture data obtained from different sources. By understanding
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these patterns, we can better integrate soil moisture measurements from multiple datasets, coming

up with more informed data fusion approaches.
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Chapter 3

Spatio-temporal regression with misaligned

covariates

3.1 Introduction

In Chapters 1 and 2, the data are introduced and a thorough exploratory analysis is carried out,
which motivates the need for data fusion methods. This chapter tackles a key challenge: spatial

misalignment between the response variable and covariates.

Spatial misalignment, which here refers to the response variable and the covariates being observed
at different spatial locations, is a common challenge in many environmental research studies.
(Scott, 2023) mentioned that it is very challenging to deal with the data fusion of misaligned data.
Spatial regression models, commonly employed to investigate the relationship between response
variables and covariates while considering spatial correlation (Cressie and Wikle, 2015), often
assume that these variables are observed at the same locations. However, this is not always true in
the real world. With the development of new technology, it has become increasingly common for
response variables and covariates to be collected from different locations and data sources, such
as environmental sensors gathering information from different collection points. As discussed in
Chapter 2, Figure 3.1 shows the spatial distribution of the direct measurements of soil moisture
(Volumetric Water Content, VWC), along with two variables that may have correlations with soil
moisture: soil temperature and rainfall in the Elliot water catchment. In this context, rainfall is

the misaligned covariate, whereas soil temperature is identified as the aligned covariate.
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Figure 3.1: Locations for the response variable (VWC) and the aligned covariate (soil temperature)
are represented by blue squares, while the misaligned covariate (rainfall) is represented by red
circles.

However, most geostatistical approaches cannot accommodate misaligned covariates, requiring
that both the covariates and the response variable be measured at the same locations and time
points. In addition, these approaches treat all types of data as point data in the modelling, which
ignores certain characteristics in other types of data. For example, in fields such as remote
sensing, geospatial modelling, and climate modelling, geographic features or environmental
variables are often represented in a regular raster, where each pixel contains a specific value, such
as elevation or temperature, and each raster has spatial coordinates. In this chapter, a joint model
is constructed to solve two problems: Include the misaligned covariate (in space and time) in the
model to help with the prediction of the response variable and merge the grid data and point data
to get better prediction results on the unobserved locations and parameter estimation. It is noted

that only the SEPA data discussed in Section 2.1 are used in this chapter.

3.2 Recent work in the field

In this section, the relevant literature will be reviewed with a focus on the data fusion methods and
the spatio-temporal misalignment issues within the INLA-SPDE framework. A comprehensive

review of data fusion methods from a broader perspective can be found in Section 1.3.

3.2.1 Spatial and temporal misalignment

In environmental science, a typical way to deal with the misalignment problem is based on
nearest-neighbour interpolation. This method predicts unobserved covariate values at the re-
sponse variable location to be identical to the values at the closest measurement locations.

However, this will lead to the underestimation of parameter variability within the model. An
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alternative method is the krige-and-regress (KNR) method (Szpiro et al., 2011), which utilises
Kriging to spatially align covariates with the response. It incorporates a Monte Carlo method
to estimate the variance of the regression coefficient, accounting for additional variability intro-
duced by the predicted covariate (Madsen et al., 2008). Szpiro et al. (2011) develop KNR and
introduces three parametric bootstrap techniques for obtaining corrected variance estimators of
the regression coefficient. More recently, a bootstrap approach for KNR has been applied under a
survey sampling framework (Pouliot, 2023). It is noted that existing KNR literature typically
considers a single misaligned covariate and assumes a linear relationship between the response
and covariates, potentially imposing practical restrictions.

In the previous studies, most of the papers assume that the covariates are non-misaligned. Spa-
tially misaligned data can be fused by a Bayesian hierarchical model, which assumes that each
variable coming from the monitoring networks or satellites is a realisation of a continuously
indexed spatial process (latent field) changing over time. Cameletti et al. (2013) develop a hierar-
chical spatio-temporal model for particulate matter (PM ) concentration. This model includes
a Gaussian Field (GF), impacted by a measurement error, and a state process characterised by
a first-order autoregressive dynamic model and spatially correlated innovations. It considers
a continuously indexed GF with Matérn covariance function as a discretely indexed random
process to obtain spatio-temporal predictions and parameter estimation in a computationally
efficient way. They implement this model to the point-referenced PM1( concentration to obtain
the estimation of the parameters within the spatio-temporal model as well as the fine-resolution

PM ¢ concentration map.

Krainski et al. (2018) shows a joint model that allows for the spatial misalignment between the
response and the covariate, but only in spatial perspective, and does not incorporate the temporal
dimension. Thus, to the best of our knowledge, numerous methods exist, but none explicitly
address the misaligned covariates within the INLA-SPDE framework. Spatially misaligned data
allows us to utilise all available data comprehensively. For instance, we may have only a limited
number of sensors measuring soil moisture and related covariates at the same locations. However,

we have additional sensors located at positions that do not align with the soil moisture sensors.

In a statistical framework, temporal misalignment refers to the discrepancy in timing between
observations or measurements across different datasets or within a dataset over time (Box et al.,
2015). As for the temporal misalignment, Zapata-Marin et al. (2023) propose a dynamic linear
model (DLM) to predict unobserved fine-scale measurements from coarser-scale data, effectively
handling the temporal aggregation issue in environmental data analysis. This work builds upon
previous studies in temporal aggregation within DLMs, including Amemiya and Wu (1972) on
autoregressive systems, Schmidt and Gamerman (1997) on the aggregated series following the
same DLM class, Ferreira et al. (2006) on a multiscale model linking information across temporal
scales, and Berrocal et al. (2010), who also contributed significantly to the field.
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3.3 Methodology

3.3.1 Geostatistical model specification

The geostatistical model framework is defined as follows. The model assumes that there is a
spatially continuous variable underlying all observations that can be modelled using a Gaussian
random field process. Let D denote the subset that includes points that have real-number
coordinates in a two-dimensional plane. The process is denoted by § = {S (x):xeDC Rz},
has mean function E[S(x)] = 0 and stationary covariance function Cov (S(x),S (x')) = £ (x —x/).
Conditionally on S(x), point data ¥; observed at a finite set of sites, say x; € D,i=1,2,...,1, are
mutually independent with

Yyi (x;) | S (%) ~ N (1 (%) + S (x1),72) ,

where p (x;) represents the large scale structure.

3.3.2 The framework of Integrated Nested Laplace Approximation (INLA)

INLA focuses on models that can be expressed as latent Gaussian Markov random fields (GMRF).
The INLA framework can be described as follows: y = (yy,...,y,) is a vector of observed
variables whose distribution is in the exponential family, and the mean y; (for observation y; )
is linked to the linear predictor 7n); using an appropriate link function. The linear predictor can
include fixed effects and different random effects. X denotes the matrix of all latent effects which
include the linear predictor, coefficients, and the distribution of the vector of latent effects is
assumed to be Gaussian Markov random field (GMRF) with a zero mean and precision matrix
Q(0,), with 0, a vector of hyperparameters. The distribution of y will depend on some vector
of hyperparameters 0. The vectors of all hyperparameters in the model will be denoted by
6=(6,,0,).

Observations are assumed to be independent given the latent effects and the hyperparameters,

which means the likelihood can be written as

n(y|x,0)=[]=0iln:.0),
i€y

where set .# contains indices for all observed values of y.

The joint posterior distribution of the effects and hyperparameters can be expressed as:
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n(x,0 |y) o< n(0)n(x | 0) Hﬂ”()’i | xi,6)

ﬂ(9>|Q(e)‘l/zeXp{_%XTQ )X+ Z log (7 (y; | x;,0 ))}7

i€y

where Q(0) to represent the precision matrix of the latent effects.

The marginal distributions for the latent effects and hyperparameters can be calculated from:

m(|y) = [ 7] 0.5)7(8]y)do
and

7 (6;]y) = /7:(6 y)d6_ .

Since both of the marginal distributions include integration over the space of the hyperparameters,
and the dimension of @ depends on the number of observations, which means that numerical
integration is difficult for high dimensional data, a good approximation of the joint posterior
distribution of the hyperparameters is required. Rue et al. (2009) approximate 7(0 |y), de-
noted by (0 | y), which is achieved by using the computational properties of GMRF and the
Laplace approximation for multidimensional integration, and use this to approximate the posterior

marginal of the latent parameter x; as:

xl|y Z x,|9k, Xﬁ(9k|y)XAk,
k

where A are the weights associated with a vector of values 6, of the hyperparameters in a grid.

3.3.3 SPDE approach

Lindgren et al. (2011) consider a stochastic partial differential equation (SPDE) whose solution
is a Gaussian field (GF) with Matérn correlation and proposes a new approach to represent a
GF with Matérn covariance, as a GMREF, by representing a solution of SPDE using the finite
element method. The benefit is that the GMRF representation of the GF, which can be computed
explicitly, provides a sparse representation of the spatial effect through a sparse precision matrix,
which enables the nice computational properties of the GMRF, which can then be implemented
in the INLA approach. To be specific, GMREF is a discrete approximation of a Gaussian field. It
is obtained by discretising the continuous domain into a grid or lattice of points. In a GMRE, the
values at each grid point are assumed to be conditionally independent of all other points, given
their neighbouring points. This conditional independence property is often represented using

a sparse precision matrix (also known as an inverse covariance matrix), where nonzero entries
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indicate dependencies between neighbouring points. GMRFs provide a computationally efficient

way to model and analyse large spatial datasets.

The linear fractional SPDE can be defined as:

(=2 sx) =W(x), xeR? a=v+d/2, k>0, v>0, (3.1)
where A is the Laplacian operator: A = Z?:l % and W(x) denotes a spatial white noise Gaussian
stochastic process with unit variance.

Given n observations y;,i = 1,...,n, at locations X;, the following model can be defined:
y ‘ B07S7 Gez NN(ﬁO +As, Gez) ) (3.2)
s~ GF(0,%), (3.3)

where fj is the intercept, A is the projection matrix and s is a spatial Gaussian random field.
Note that the projection matrix A links the spatial Gaussian random field (defined using the mesh
nodes, which are similar to the integration points on a numeric integration algorithm) to the
locations of observed data.

3.3.3.1 Gaussian random field process

A Gaussian field (GF) process can be denoted by S(x), where x is any location in a study area D.
S(x) is a stochastic process, with X € D, where D C R4, For example, D is a domain and data
have been collected at geographical locations, over d = 2 dimensions within this domain. The
continuously indexed GF is assumed to be continuous over space and implies that it is possible
to collect data at any finite set of locations within the domain. To complete the specification of
the distribution of S(x), it is necessary to define its mean and covariance. A very simple way to
define a correlation function is based only on the Euclidean distance between locations, which
assumes that when two pairs of points are equally distant from each other, they will exhibit
an equivalent level of correlation. Matérn covariance is another widely used way to define the

correlation function, and the details are in Equation (3.4).

In many scenarios, it is commonly assumed that there exists an underlying GF that cannot be

directly observed. Instead, observations are data with a measurement error e;,
y(xi) =S(x;)+ei,

where ¢; is independent of ¢; for all i # j and e; follows a Gaussian distribution with zero
mean and variance 6. The covariance of the marginal distribution of y(x) at a finite number of
locations is £, = £+ 021
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3.3.3.2 The Matérn covariance

The Matérn covariance is widely used in various scientific fields to define the covariance function
¥, and the reason it is used here is that GF s(x) with the Matérn covariance are a solution to the
linear fractional SPDE shown in Equation (3.1).

For two locations x; and x;, the stationary and isotropic Matérn correlation function is defined as:

1

Conur (S (%i),S (7)) = 3v=iryy (

s ) Ko (e fx—xif). G4
where ||.|| denotes the Euclidean distance and Ky is the modified Bessel function of the second
kind and v is the order. To be specific, the modified Bessel function of the second kind is the
function K, (x), which is one of the solutions to the modified Bessel differential equation. k
is a scaling parameter, which can also be interpreted as a range parameter p, representing the
Euclidean distance at which x; and x; become almost independent. The empirically derived
definition p = 1/0.8v /x, corresponds to correlation near 0.1 at the distance p, for all v.

The Matérn covariance function is o Cory (S (x;),S (X)), where o7 is the marginal variance of

the process and is defined as:

2 I'(v)

T T(v+d)2)(dm)ieky

3.3.3.3 Basis functions

The domain D can be divided into a set of non-intersecting triangles, where any two triangles
meet in at most a common edge or corner. The corners are named vertices. The solution for the
SPDE will depend on the basis functions used. The basis functions used by Lindgren et al. (2011)
to construct the solution s(x) in the SPDE is defined as:

50 = Y wi(x)wi
k=1

where Y is the basis function and wy, is the Gaussian-distributed weights, and m is the number of

vertices in the triangulation.
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Figure 3.2: A triangle and the scenario exemplify the use of barycentric coordinates for the point
in red (top left). All the triangles and the basis function for two of them (top right). A true field
for illustration (bottom left) and its approximated version (bottom right). Source: Krainski et al.
(2018).

The large triangle in the upper left corner of Figure 3.2, contains a red dot and the trio of smaller
triangles generated by connecting this point with the large triangle’s vertices. The numerical
values at the vertices of the large triangle represent the ratio of the area of the adjacent small
triangle (not sharing that vertex) to the total area of the large triangle. Thus, the sum of these
three values equals one. These values correspond to the evaluation of the basis function at
the red dot, based on its position relative to the vertices of the large triangle. They serve as co-

efficients in the approximation, influencing the function’s value at each vertex of the large triangle.

The interpretation of the equation depends on the choice of the basis function, for example, if y;
is 1 at vertex k and zero at all other vertices. The weights determine the values of the field at the
vertices, and the values inside the triangles are linearly interpolated.
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3.3.3.4 Projection matrix

When working with spatial data collected at a set of locations, an objective is to predict the spatial
model on a fine-scale grid to generate high-resolution maps. The projection matrix A, which is
used to get the map of the random field on a fine grid, can be used for interpolating the posterior

mean of the random field.

In matrix form, this concept is related to the projector matrix A. In Figure 3.2, for a point situated
within a triangle, the respective row in A contains three non-zero entries. If the point lies on an
edge, two entries are non-zero, and for a point that lies at a vertex, a single non-zero entry exists,
which is one. The dimension of the projection matrix equals the number of data locations times
the number of vertices in the mesh, and each point location is either inside one of the triangles or

at a vertex, so there are no more than three elements in each row that are non-zero.

3.3.4 Penalised Complexity priors

Simpson et al. (2017) develops the Penalised Complexity priors (PC priors), which set the prior
of standard deviation o of the latent field by defining the parameters ¢ and ¢. The definition of
the PC priors is as follows:

Prob(c > u)=a,u>0,0< a <1,

which means that for this latent field, the probability of the standard deviation being higher than
U is o %. To be specific, the PC prior to the precision 7 has a density

(1) = %r‘3/2exp <—7Lr_1/2) , >0

for A > 0 where

and (u, o) are the parameters to this prior. The interpretation of (u, @) is that
Prob(c >u)=a, u>0, O0<a<l,

where the standard deviation is ¢ = 1/ /7. The density, cumulative distribution function, and
quantile function. R-INLA uses the log-precision rather than the precision, and the corresponding

PC prior to the log-precision x has a density

m(x) = %exp <—7L exp (—g) - g) .

The joint PC prior density for the spatial range, p, and the marginal standard deviation, o, is
given by:
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n(p,0) =
p—l—d/z exp (_)Lpp—d/2>

Asexp(—As0)

dA,
2

where A, and A are hyperparameters that must be determined according to the information. In
INLA, the practical approach to setting these hyperparameters involves indirectly specifying
them through:

P(p <po)=pp

and
P(0 > 0p) = ps

The lower tail quantile and probability for the range (pp and pp) and the upper tail quantile and
probability for the standard deviation (0 and ps) need to be specified. This allows the user to
control the priors of the parameters by providing knowledge of the scale of the problem. What
is a reasonable upper magnitude for the spatial effect, and what is a reasonable lower scale at
which the spatial effect can operate? The shape of the prior was derived through a construction
that shrinks the spatial effect towards a base model of no spatial effect in the sense of distance
measured by Kullback-Leibler divergence.

The prior is constructed in two steps, under the idea that having a spatial field is an extension of
not having a spatial field. First, a spatially constant random effect (p = oo ) with finite variance
is more complex than not having a random effect ( 6 = 0 ). Second, a spatial field with spatial
variation (p < e) is more complex than the random effect with no spatial variation. Each of
these extensions is shrunk towards the simpler model and, as a result, we shrink the spatial field
towards the base model of no spatial variation and zero variance ( p = o and 0 =0 ). The details
behind the construction of the prior are presented in Fuglstad et al. (2019) and are based on the
PC prior framework (Simpson et al., 2017).

3.3.5 Cross-validation

Cross-validation is a statistical method used to estimate the performance of models. It includes
separating the original dataset into a training set to train the model and a test set to evaluate its
performance. This helps assess how the model will be generalised to an independent dataset. It is
particularly useful in scenarios where the objective is to predict the value of a new data point not
seen by the model. Two model-fitting measurements are used for evaluating the goodness of the
model, and they are based on the predictive distribution. There are also some indices based on
deviance, such as DIC, but they can only be used for model comparison when all the models are
fitted to the same dataset.



Chapter 3. Spatio-temporal regression with misaligned covariates 68

3.3.5.1 Deviance information criterion (DIC)

The deviance information criterion (DIC), introduced by Spiegelhalter et al. (2002), is a commonly
used model-fitting measurement for Bayesian models. It extends the Akaike information criterion
(AIC) and is specifically designed to compare Bayesian models. DIC has two components:
one assesses the model fit, and the other evaluates its complexity. The measure of model fit
is represented by the posterior expectation of the deviance D(0) = —2log(p(y|0)), while the

model’s complexity is quantified by the effective number of parameters:

pp =Eg|,(D(8)) — D (Eg|,(8)) =D —D(8),

and the DIC is
DIC =D + pp,

where D is the posterior mean of the deviance, D(8) is the deviance of the posterior mean of
the parameters and pp is the effective number of parameters. In INLA, instead of assessing
the deviance based on the posterior mean of all parameters, it is evaluated using the posterior
mean of the latent field 8 and the posterior mode of the hyperparameters y. This choice is made
because the posterior marginals of certain hyperparameters, particularly precisions, may exhibit
significant skewness. Consequently, the posterior expectation may not accurately reflect the

distribution, and the mode is considered a more suitable representation.

3.3.5.2 Conditional predictive ordinate (CPO)

The conditional predictive ordinate (CPO) allows assessing the model’s predictive performance
for individual observations by quantifying the likelihood of observing a specific data point given
the rest of the data. As an index for detecting surprising observations y; within a model and
therefore checking the model fit, the CPO for each observation can be computed. To be more

precise, this predictive quantity is given by:

CPO; = m(yily-i)

To be specific, CPO calculates the predictive probability of observing a specific data point
y; within a given model, conditioned on the remaining data y_;. It can be interpreted as the
likelihood of observing the specific data point y; if the model were true and the remaining data
y—; were fixed. A low CPO value for a specific observation suggests that the model has a poor
prediction on that observation, indicating that it might be an outlier or an unusual data point.
Conversely, a high CPO value indicates a good fit and predictability for that observation within
the model. However, CPO values need to be adjusted based on the Gaussian field’s level to
make them comparable. David and Johnson (1948) propose a calibration procedure called the

probability integral transform (PIT) that can be used for this purpose.
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3.3.5.3 Probability integral transform (PIT)

PIT is a tool for assessing the adequacy of a single model, which is defined as:
PIT; = Pr(ynew; < yily-i),

where y_; refers to the observation vector with the ith observation removed. The value obtained
from the predictive cumulative distribution function (CDF) at the observation y; corresponds to
this omitted component. This procedure is calculated in a cross-validation mode, in which each
step of the validation process involves calculating the posterior predictive distribution by leaving

out one observation at a time.

A uniformly distributed histogram of the PITs indicates a good model and a lower possibility for
forecast failures. U-shaped histogram indicates under-dispersed predictive distributions, while
inverse-U-shaped histograms point to over-dispersion, and skewed histograms occur when central
tendencies are biased.

3.4 Simulation study

34.1 Aim

In many applications, real data tends to be complex, noisy, and hard to explain. Particularly in
environmental applications, the monitoring network used for data collection is often extremely
sparse. The severe scarcity limits the number of locations and time points in the real dataset,
making it challenging to model spatial correlations due to the small number of available locations,
even if the variable of interest is genuinely continuous across space and through time. Therefore,
a simulation study is employed to assess the effectiveness of the model (3.6) developed in this
situation. The simulation study is designed to determine the minimum number of points required
for parameter estimation and to understand how the features of the latent fields impact the param-

eter estimation and prediction ability.

Previous studies have conducted simulations similar to the situation here. For example, Moraga
et al. (2017) simulate four surfaces with different degrees of roughness and marginal standard
deviation in the Matérn field. They apply the geostatistical model presented in this paper to
real data, which consists of 155 grid cells (10km) and 14 monitoring sites scattered sparsely
throughout the same region, both measuring the fine particulate air pollutant PM, 5. The study
revealed that the method doesn’t precisely recover the true values of the parameters used in the
simulation study, but it did show that the 95% credible intervals contained the true values for
most of the parameters within the model. However, the real data from Elliot water include both
aligned covariates and misaligned covariates, so the misaligned covariates needed to be adapted
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into the model framework proposed in this paper.

3.4.2 Model framework and parametrisation

The model framework is an extension of the base model in Equation (3.5) presented in Chapter 3
of the work by Krainski et al. (2018), while the base model incorporates just a single misaligned

covariate.

The base model can be separated into fixed effects, random effects, and measurement error

variance, which can be expressed as follows:

yi(s) = ui(s) +ei(s)
y2(s) = an + Bi(pi(s)) + pa(s) +ea(s),
(

where the  is the intercept, L (s) are spatial effects, fB; is the scaling parameter for the spatial

(3.5)

effect and e, (s) ~ N(0,02,) are uncorrelated error terms defined by a Gaussian white-noise
process, with k = 1,2.

3.4.2.1 Joint model with one misaligned covariate, one non-misaligned covariate, and fixed
effects

Equation (3.6) expands Equation (3.5) by introducing fixed effects and multiple covariates.
The spatial-only joint model is defined considering the following equations:

yi(s*) =0 + i (s*) e (s*)
y2(s) =0 + ta(s) +ex(s) (3.6)
y3(s) =az + B3x(s) + B (o + pi(s)) + Ba(0n + pa(s)) + pa(s) +es(s),

where yi(s) denotes the realization of the spatial process Y (-) which represents the variables
measured at location s. The ¢ are the intercepts, L (s) are spatial effects, B; and 3, are scaling
parameters for some of the spatial effects, B3 is the scaling parameter of the fixed effect and
ex(s) ~N(0, Gezk) are uncorrelated error terms defined by a Gaussian white-noise process, with
k=1,2,3, and it is spatially uncorrected. Further, x(s) is the fixed effect. s* here denotes that
the data of the specific variable is collected at non-coinciding locations with other variables, and
s here denotes that the data of the specific variable are collected at the same locations as other
variables.

Equation (3.7) builds upon Equation (3.6) by incorporating spatio-temporal random effects. The
temporal process is assumed to be AR(1) in the simulation. The model can be used to predict soil
moisture by including both aligned and misaligned covariates in the model. The spatio-temporal

joint model is defined considering the following equations:
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V1 (S*,t*) =01+271 (S*,t*) +€1(S*,t*)
ya(s,t) = 0 +z2(s, t) +ea(s, t) (3.7)
v3(s,t) = oz + Bax(s,t) + Br(a; +z1(s,t)) + Ba(o2 +z2(s, t)) + z3(s,t) + e3(s, t),

where y; (s, t) denotes the realization of the spatio-temporal process Y (-, -) which represents the
variables measured at location located at location s and time point ¢. The o are the intercepts,
7k (s, t) are space-time effects, B; and f3, are scaling parameters for space-time effects, 33 is the
scaling parameter of the trend covariate and ex(s,t) ~ N(0,02) are uncorrelated error terms
defined by a Gaussian white-noise process, with k = 1,2, 3, and it is spatially and serially uncor-
rected. Further, x(s) is the fixed effect, s* and * here denote that the data of the specific variable
is collected at non-coinciding locations and time points with other variables, and s and ¢ here

denote that the data of the specific variable is collected at the same locations with other variables.

3.4.3 Spatio-only model

The simulation study of the spatial-only model focuses on the model defined in Equation (3.6),
and the true values of the parameters defined within the model are shown in Table 3.1 and
Equation (3.2) for each scenario. The choice of parameters within the model will be justified
in the following sections. Notably, in the simulation study, it is assumed that the misaligned
covariate is available for both point data and grid data, but in reality, it is only available for the
point data (sensor data), not the grid data ( satellite data), which means satellite data on rainfall
and soil temperature for this area in the real dataset is not available. The simulation still assumes
that misaligned covariates are available to test the models performance under ideal conditions.
This allows us to evaluate the model with both aligned and misaligned covariates, despite the
practical limitations in the real data.

3.4.3.1 Parameters for data simulation

The values of spatial parameters for the random fields (1 (s), t>(s) and u3(s)), such as the spatial
variances of the Matérn covariance function, are chosen based on previous work (Blangiardo and
Cameletti, 2015). Similarly, the values of the scale parameter ; and f3,, intercepts 0y, and error
term ey, are chosen in accordance with the previous work (Moraga et al., 2017). The value of the
scaling parameter 33 for the fixed effect, which describes the relationship between the covariate
x3 and the response variable y, is chosen based on the observed relationship between elevation
and VWC in the real dataset. To be clear, the parameters used in the previous work are reused
in this simulation study, and for the fixed effect, which was not included in the previous study,
the value which mimics the relationship in the real data is used here. The decision to model a

covariate as either a fixed effect or a random effect depends on its availability at the predicted
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target locations. For instance, elevation is accessible across the entire domain, allowing it to
be treated as a fixed effect. Conversely, variables like rainfall and soil temperature, which have

limited observations, are treated as random effects due to their limited availability.

The joint model specified in Equation (3.6) can be fitted using the INLA approach. The details of
this approach can be found in the Section 3.4.3.6. Let 8 denote the vector of the hyperparameters,

then

2 2 2 2 2 2
0= (a17aZaa3;B17ﬁ27ﬁ37plap25p376176256376e1;Ge27o-e3) .

The posterior marginals of 6 is approximated as & (6; | y) = [ ®(0 | y)d6_;.

3.4.3.2 Measurement error model

The measurement error model is typically used to account for the uncertainty of covariate mea-
surements. The simple story is that if a response variable y(s) depends on a covariate x(s) and
both of them vary over space, x(s) is assumed to be observed with error. There are two widely
used measurement error models: the classical measurement error model (MEC) and the Berkson
measurement error model (MEB). The difference between these two models is the assumption
of the dependence of the measurement error. To be specific, the MEC is defined as: w =x+ €
and MEB is defined as x = w+ €, where w is the observed value for covariate x and € is the error.
MEC assumes that € is independent of x while MEB assumes that € is independent of w and both
of them are non-differential (Muff et al., 2015). The impacts of classical and Berkson errors on
these estimates are opposite. For example, the MEC overestimates the upper percentile of x and
underestimates the lower percentile of x, while MEB underestimates the upper percentile of x
and overestimates the lower percentile of x. In a simple story, w is more variable than the true

covariate x in the classical model, whereas the opposite is true in the Berkson case.

Ignoring the measurement error will cause biases in the parameter estimation and mask important
features of the data. The error variance and the error model needed to be specified correctly to
ensure the error correction. The model in Equation (3.6) extends the base model by incorporating
a classical ME into the framework of the latent Gaussian models.

3.4.3.3 Simulation strategy

In the real case, the sensors to collect direct measurement indices of soil moisture (VWC) and
other potential variables related to soil moisture (rainfall, soil temperature, air temperature) might
be employed at different locations. The simulation data will mimic the data as far as possible,

and misaligned covariates, aligned covariates, and response variables are simulated as follows:

1. The spatial process pi(s) is simulated by generating independent random field realisations
from a Matérn Gaussian random field. The behaviour of the Matérn Gaussian field is
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controlled through three parameters: range (p), marginal variance (o), and smoothness (v).

The Matérn correlation function is used to generate the Matérn GRF.

2. The trend covariate x(s), which represents the geological characteristics of the area, is
derived from a surface where values exhibit an increasing pattern from the southwest to
the northeast (from 0 to 3.5) across the study area. Let the coordinates of y(s;) be denoted
by Easting(s;) and Northing(s;), then the trend is formulated as x(s;) = 0.2 x Easting(s;) +
0.3 xNorthing(s;). Additionally, the geographic trend parameter 33 is defined as -0.2. This
may correspond to a surface indicating variations in variables such as soil moisture or other
environmental covariates that are associated with changes in latitude and longitude. Figure
3.3 shows the surface of the trend covariate x(s).

Northing

0.0 25 5.0 75 10.0
Easting

Figure 3.3: Surface of the trend covariate x(s).

3. The uncorrected error terms are generated from a Gaussian white-noise process: N (0, O, ).

4. Then the covariates and the response variables are generated by combining the previously

constructed terms based on Equation (3.6).

5. The test set includes 20 locations for the response variable y3 in each scenario, and they
are randomly generated in each simulation. It is noticed that the locations in the test set are
different for each simulation.

There are 8 scenarios in the simulation study, which can be divided into two groups according to

the two aims of the simulation study:

* Evaluate the impacts of spatial parameter p and marginal standard deviation ¢ of the
Matérn field on the accuracy of parameter estimation.

* Evaluate the impacts of the number of points on the accuracy of parameter estimation.
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All the intercepts (p, 0, 03), scaling parameters (f31, 2, 33), and precisions of the errors
(Gllz, 0%2’ 0%2) are all fixed for all scenarios (same as the values in Scenariol). Scenario 1 and
Scenario 2 are designed to evaluate the impacts of the spatial parameter p of the Matérn field on
the accuracy of parameter estimation. Scenario 2 has a large range, and Scenario 3 has a small
range, and the difference between these two simulation surfaces is shown in Table 3.1. Scenario 1
and Scenario 3 are designed to evaluate the impacts of the marginal standard deviation o of the
Matérn field on the accuracy of parameter estimation. Scenario3 has a large ¢ and Scenario 4
has a small o, and the difference between these two simulations surfaces is shown in Table 3.1.
Scenarios 1 and 4,5,6,7,8 are designed to evaluate the impacts of the number of points on the
accuracy of parameter estimation. Table 3.2 details the number of locations for each variable
across the scenarios.

Table 3.1: Parameters of the simulated surfaces within scenarios used to assess the impacts of
varying Matérn field range and marginal standard deviation.

Scenariol Scenario2 Scenario3
(10,22,22) (10,22,22) (10,22,22)

o 0.5 0.5 0.5
o 0.8 0.8 0.8
o3 1 1 1
Bi 0.3 0.3 0.3
B> -0.4 0.4 -0.4
B3 -0.2 -0.2 -0.2
p1 4 2 4
P2 3 1.5 3
P3 2 1 2
o1 1 1 4
o) 0.5 0.5 2
03 0.3 0.3 1.2
o2 036 0.36 0.36
c? 0.25 0.25 0.25
Gz 016 0.16 0.16

Table 3.1 displays the parameters for the simulated surfaces across different scenarios. The true
values of the number of locations in the real data are ny = 10,n, = 22, and n3 = 22, respectively.
Specifically, scenario 3 represents a highly smooth surface with the same range parameter as
scenario one but greater variance. Scenario 2, a rough surface, has a smaller range and equal
variance compared to scenario 1, making it significantly more heterogeneous and hence more
challenging to estimate.
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Table 3.2: Parameters of the simulated surfaces within scenarios used to assess the impacts of
varying numbers of locations.

Number of locations

Scenariol (10,22,22)
Scenario4 (20,44.,44)
Scenario5 (40,88,88)

Scenario6 (80,176,176)
Scenario7 (100,220,220)
Scenario8 (200,440,440)

For each scenario, 100 independent replications are performed to evaluate the performance
of the joint model. For each estimated posterior marginal distribution, 200 random values
were simulated to compute posterior quantities of interest, which include the posterior mean,
posterior median, and 95% credible intervals. The same number of observations (20), which

is randomly selected for each simulation, is set for the test set to get comparable prediction results.

3.4.3.4 Data locations

The simulated rectangle spatial domain is 10 by 5, and the simulated ranges for the random fields
(u1(s), o (s) and p3(s)) are 4, 3 and 2, respectively, which is a comparable scale. But this might
not be the case when we use the real data. When working with spatial data, one common issue is
when the spatial domain and the range of the spatial process are not on a comparable scale, which

will lead to numerical problems and difficulties in obtaining accurate and stable results with INLA.

Figure 3.4 shows one replicate simulated location for yy, y, and y3 respectively. yi, which is the
misaligned covariate, its locations are represented by the red circles. y; and y3, which are the
non-misaligned covariate and the response variable, respectively, their locations are represented
by the blue squares. The locations of the response variable in the test set are represented by the
green triangles.

Since one of the big challenges of this project is that the monitoring network is sparse, the soil
moisture sensors are located around the river instead of being evenly distributed in the study
catchment. One scenario is to replicate the real sensor locations as the simulated locations to
resemble what actual data looks like.
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Figure 3.4: Simulated locations for the response variable and non-misaligned covariate (blue
squares), misaligned covariate (red circles), and response variable in the test set (green triangles).
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Figure 3.5: Mesh for the misaligned data. Blue and red dots denote the response and covariate
locations, respectively. Green dots denote the test set of the response variable.

Figure 3.5 shows the mesh constructed from the simulated locations in Figure 3.4. The details
of the mesh construction can be found in Section 3.3.3.4. The mesh is made of 478 points. The
same mesh will be used to build the SPDE model for considering all three spatially structured
random fields, which makes it easier to link different random effects across different outcomes at

different spatial locations.

To be specific, the spatial domain refers to the extent of the area over which the spatial process is
observed, while the range of the spatial process refers to the distance at which spatial correlation
becomes negligible. If the spatial domain and the range are not on a comparable scale, it means
that the spatial correlation pattern changes rapidly over the study area. When this happens, INLA
may encounter problems during the approximation process, which could lead to issues such as
slow convergence, large uncertainties in the estimates, and potential biases in the results. The nu-
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merical challenges are mainly because the INLA methodology relies on Laplace approximations

and sparse matrices to handle the computational burden of Bayesian spatial models.

3.4.3.5 Simulated surfaces

Figure 3.6, Figure 3.7, and Figure 3.8 present a single realization of the true exposure surfaces,
for p;(s), ua(s), us(s) respectively, and simulated surfaces, for y;(s),y2(s),y3(s) respectively,
derived from each of the aforementioned scenarios.

i i
(a) Latent field y; (b) Latent field u, (c) Latent field
5 E F
[H
(d) Simulated surface y, (e) Simulated surface y, (f) Simulated surface y;3
Figure 3.6: Simulated surfaces for latent field pt and simulated surface y in Scenariol
¥ " * o
§ K [
(a) Latent field y; (b) Latent field p, (c) Latent field us

(d) Simulated surface y, (e) Simulated surface y, (f) Simulated surface y3

Figure 3.7: Simulated surface for latent field y and simulated surface y in Scenario2
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- 7 (B
(a) Latent field u; (b) Latent field u, (c) Latent field us
8 g
(d) Simulated surface y; (e) Simulated surface y; (f) Simulated surface y3
Figure 3.8: Simulated surfaces for latent field p and simulated surface y in Scenario3
B3 Ux(s) B

(a) intercept 03 (b) B3 *x(s) (©) Br*(ou + )

(d) B2+ (2 + 2) (e) u3 () e3(s)

Figure 3.9: Simulated surfaces for latent field p and simulated surface y in Scenario3

It is noted that in Scenario 1, Figure 3.6a and Figure 3.6d exhibit very similar patterns, as do
Figure 3.6b and Figure 3.6e. However, Figure 3.6¢ and Figure 3.6f display notably different
patterns. This difference arises from the composition of y; and y,, which only include intercepts,
latent fields, and measurement errors, while y3 includes these elements along with fixed effects
and shared random effects with y; and y,. All components in Equation (3.6) contributing to y3
are shown in Figure 3.9.

3.4.3.6 Model fitting

Table 3.3 shows the priors used in the joint model. The SPDE model will consider the PC-priors
for the model parameters in the range p = 1/0.8v/k, and the marginal standard deviation.
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Table 3.3: Priors specification for joint model parameters.

Parameters Informative prior Non-informative prior

o N(0,10)
o N(0,10)
(07 N(0,10)
B N(0,10)
B> N(0,10)
Bs N(0,10)
p1 PC (po, )
p2 PC (po, )
p3 PC (PO, OC)
o} PC (0, @)
o7 PC (0p, @)
o2 PC (0p, @)
Gezl InvGamma(1,5e —5)
o2 InvGamma(1,5e —5)
622 InvGamma(1,5e —5)

Non-informative priors are used for all parameters, but more realistic informative priors, for
example, to generate the posterior in a logical range for the parameters, can be used if the posterior
mean of some parameters is far away from the true values.
InvGamma prior with a shape of 1 and inverse-scale of 0.00005, which is the default non-
informative prior for the precision because the gamma distribution can be used as a conjugate
prior for precision, is chosen for 6 of the Gaussian error distribution, which can be parameterised
to:
a
mean =
) a
variance = —

on

0 = log(Gamma(a,b))

The priors for the fixed effects (intercept and slope) and the scaling coefficients are Normal
distributions with a mean of 0 and precision (0.001), which are the default priors with a large

variance to ensure the prior provides minimal information.

The GRF with the Matérn covariance function in the model provides a ridge in the likelihood for
the spatial parameters range and marginal variance, which might cause overfitting by estimating
spurious spatial trends or spurious temporal trends. The penalised-complexity (PC) priors are
used here for the scale parameter (%) and the spatial variances (p) of the Matérn GRFs, with the
prior median marginal variance P(c > o) = 0.05 and the prior median range P(p > pg) = 0.5,
respectively. The penalised-complexity (PC) priors penalise complexity and the distance from
the base model by shrinking the range toward infinity and the marginal variance toward zero
(Fuglstad et al., 2019).
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The mean of the standard deviations of y;, y> and y3, and the mean of p;, p and p3 is used as the
upper and lower limit of 62 and range individually, and the tail probability & = 0.5.

3.4.3.7 Data structure

In the joint model, the response y3(s), varies over space and depends on a misaligned covariate
y1(s) and an aligned covariate y,(s), which also vary spatially. The covariates y (s) and y,(s)
are assumed to be observed with error.

Copying part of a linear predictor is needed for all joint modelling. The key point is the need to

compute:

0=mn1(s)+e1—yi(s)

0 =na(s) +e2 —ya(s)

0= a3+ B3x(s) +Mi(s) + Ma(s) +e3 —y3(s)
from the first and second observation equations, to copy them to the third observation equations.
So, a model that computes 1;(s) and 1,(s) explicitly needs to be defined.

The way we choose is to minimise the size of the graph generated by the model (Rue et al. 2017).

First, the following equations are considered:

0(s) = n1(s) +e1 —yi(s)
0(s) = Ma(s) +e2 —ya(s)
0(s) = 03+ B3x(s) + M1(s) +12(s) +e3 — y3(s)

where only y;(s), y2(s) and y3(s) are known. For the 1 (s) and 1z (s) terms, we assume indepen-
dent and identically distributed models with low fixed precision. With this fixed high variance,
each element in 7;(s) and 1>(s) can take any value. However, these values will be forced to be
oy + g (s) and o + pp(s) by considering a Gaussian likelihood for the "faked zero" observations

with a high fixed precision value.

The joint model is described with five likelihoods. The data block matrix D is defined as
follows, with the number of columns corresponding to the number of likelihoods and each block
corresponding to the data used to estimate one of the linear predictors.
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yi(1)
NA : NA NA NA
yi1(s1)
y2(1)
NA NA NA : NA
D— y2(s2)
y3(1)
0 NA 0 NA y3 ()
)’31/(” + 1)
Y3y (n + m)

The dimension of D is (n] +ny +n3 +m) x5, with s; = ny, sp = np, s3 = n3, m = 20. The
projection matrix is also associated with the test set. The prediction is computed at each unknown
location, and the value of m depends on what prediction is being computed (either a test site or a

regular grid in the fine-resolution prediction map).

3.4.3.8 Evaluation Metric

The performance of the joint model with misaligned covariate is evaluated by looking at the
root mean squared error (RMSE) of the parameters, Equation (3.8), and the root mean squared
prediction error (RMSPE) of the test set, Equation (3.9). The difference between RMSE and
RMSPE is that RMSE involves only training data, while RMSPE involves a testing set that was
not part of the model training. The RMSEg and RMSPE, are computed as follows:

n
RMSEg = [= Y (6;—6;)2, n=1,...,100 (3.8)

1
RMSPE, = ZZ(y,-—yz-)z, n=1,..,20 (3.9)

3.4.3.9 Results for spatio-only model

For each of the simulated surfaces, the posterior means and 95% credible intervals (ClIs) for the
parameters are calculated in Table 3.4, Table 3.5, and Table 3.6. The method doesn’t accurately
recover all the true values used in the simulation, but the 95% CIs contain the true value for all

parameters.
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Table 3.4: Mean of the posterior distributions of the parameters in the spatio-only model (sce-
nariol)

True Mean 0.975quant 0.025quant

a 05 059 1.09 0.09
a 08 087 1.4 0.59
a1 059 1.3 -0.12
Bi -03 -0.12 028 -0.53
B -04 -008 021 -0.38
B -02 -0.19 0.18 -0.57
o, 036 0 0 0

6z 025 0 0.01 0

ogj 0.16 0 0.02 0

p1 4 225  4.64 0.9
p2 3 1.34 246 0.66
p; 2 193 535 0.63
o 1 0.86 1.26 0.58
o, 05 064 087 0.47
o; 03 046 0.7 0.3

Table 3.5: Mean of the posterior distributions of the parameters in the spatial-only model
(scenario2)

True Mean 0.975quant 0.025quant

a 05 042 097 -0.12
o 08 078 1.05 0.52
o 1 0.67 1.44 0.1
B 03 -0.15 021 -0.52
B> -04 -009 021 -0.38
B; -02 -0.18 023 -0.6
o, 036 0 0 0

6z 025 0 0 0

ogj 0.16 0 0.02 0

p1 2 1.8  3.63 0.74
pr 15 117 218 0.54
p3 1 348  14.87 0.67
or 1 097 1.39 0.67
o, 05 065 088 0.47

o3 03 044 0.7 0.27
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Table 3.6: Mean of the posterior distributions of the parameters in the spatial-only model
(scenario3)

True Mean 0.975quant 0.025quant

a 05 071 1.95 -0.53
o 08 107 17 0.45
o 1 0.88 2.53 -0.77
Bi 03 -033 -0.08 -0.58
B 04 -023 0.04 0.5
Bs -02 -0.19 0.68 -1.06
o, 036 0 0 0

6z 025 0 0 0

ogj 0.16 0 0 0

p1 4 1.89 3.8 1.04
p2 3 196  3.27 1.09
ps 2 471 19.92 0.86
or 4 226 296 1.71
oy 2 148  1.95 1.12
o3 12 052 107 0.26

Table 3.4, 3.5, and 3.6 display the mean values from the posterior distributions of parameters
within the spatial-only model for each scenario. Notably, the precision parameter consistently
approaches 0, which means the measurement error is close to 0 due to the limited data size. It’s
worth highlighting that the scaling parameters 3; and 3, exhibit better estimations in Scenario
3 compared to Scenarios 1 and 2. This improvement arises from the larger marginal standard
deviation in scenario 3, resulting in a more varied latent field. Consequently, evaluating the
scaling parameter between the two latent fields becomes comparatively easier in this scenario.

Table 3.7: RMSEg of all parameters in the spatio-only model for scenarios1,2,3

Scenariol Scenario2 Scenario3

o 248 2.61 3.18
0 4.14 4.22 4.01
03 3.45 3.36 351
B 0.28 0.29 0.35
B 0.35 0.35 0.22
Bs 0.21 0.21 0.74

o2 0.36 0.36 0.36

o 0.25 0.25 0.25

o, 0.16 0.16 0.16
p1 2.05 0.91 2.27
P2 1.76 0.55 1.23
p3 1.63 12.66 5.84
o) 0.23 0.2 1.81
o 0.18 0.18 0.58

03 0.2 0.22 0.86
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Table 3.7 shows the RMSEgs of all parameters within the spatial-only model calculated from
Equation (3.8). It suggests that the accuracy of parameter estimation is influenced by both
the characteristics of the simulated surfaces and the number of locations involved. In the real
data application, the spatial parameters that control the degree of smoothing of the surface are
unknown. The bias occurs in scenarios that have sparse monitoring data or the variance is
correlated with confounders and response variables at small spatial scales (Gryparis et al., 2009).
The accuracy of parameter estimation is influenced by both the characteristics of the simulated

surfaces and the number of locations involved.
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Figure 3.10: Performance comparison between models in each scenario

Figure 3.10 demonstrates the changes in RMSPE,, calculated from Equation (3.9) for the test set
across different scenarios. The predictive outcomes indicate better performance when dealing
with a more flattened latent field. In Scenario 2, the latent field has a smaller range compared to
Scenario 1, while Scenario 3 has a latent field with a greater marginal deviation than Scenario
1. Both scenarios with less flattened latent fields show higher RMSPE, values than Scenario 1,

indicating worse predictive results.
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Table 3.8: Mean of the posterior distributions of the parameters in the spatio-only model (scenarios
with varying number of locations)

True

Sample 10.22_22 20_44_44 40_88_88 80_176_176 100_220_220 200_440_440

size
o 05 0.46 0.44 0.49 0.49 0.47 0.46
o 0.8 0.76 0.79 0.8 0.79 0.78 0.79
o 1 0.76 0.68 0.74 0.82 0.84 0.94
B -03 -0.15 -0.18 -0.22 -0.24 -0.24 -0.3
B, -04 -0.09 -0.12 -0.15 -0.24 -0.31 -0.35
Bz -02 -0.25 -0.19 -0.19 -0.2 -0.17 -0.19
Gezl 0.36 0 0 0.02 0.18 0.25 0.34
6622 0.25 0.01 0.02 0.08 0.22 0.24 0.24
6623 0.16 0.01 0.02 0.07 0.13 0.14 0.16
p1 4 2.19 1.93 1.68 2.57 343 3.58
pr 3 1.37 1.41 1.68 3.33 3.18 3.38
p3 2 2.15 2.44 3.51 2.78 2.74 2.7
O] 1 0.88 0.95 0.99 0.95 0.92 0.88
o, 05 0.63 0.67 0.61 0.5 0.47 0.5
o3 0.3 0.47 0.45 0.39 0.33 0.31 0.3

Table 3.9: Empirical coverage of 95% credible intervals for all parameters in the spatial-only
model (scenarios with a varying number of locations).

Sample
size 102222 20_44 .44 40_88 88 80_176_176 100_220_220 200_440_440

Parameter

o 0.61 0.60 0.50 0.24 0.25 0.18
(07) 0.89 0.67 0.54 0.38 0.42 0.25
(07} 0.74 0.75 0.70 0.74 0.69 0.81
Bi 0.80 0.87 0.75 0.84 0.87 0.85
B 0.41 0.56 0.32 0.75 0.89 091
B3 0.87 0.86 0.87 0.90 0.91 0.92
662] 0.00 0.32 0.10 0.54 0.75 0.96
6622 0.04 0.11 0.39 0.97 0.92 0.93
(7623 0.02 0.23 0.47 0.87 0.89 0.95
pl. 0.43 0.34 0.16 0.49 0.80 0.87
P2 0.33 0.34 0.35 0.81 0.91 0.98
P3 0.76 0.84 0.62 091 0.92 0.92
O] 0.89 0.82 0.85 0.90 0.88 0.82
(o2} 0.57 0.55 0.47 0.93 0.89 0.95
o3 0.35 0.42 0.51 0.87 0.93 0.97

Table 3.8 presents the mean from the posterior distributions of the parameters within the spatial-
only model. It reveals consistent and accurate estimations for the fixed effects (a;, 0, a3, B3)
regardless of the amount of available data. However, for the remaining parameters, for example,
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2 2
Ge] ? 662’

a restricted number of locations leads to failure of accurately recovering the true values.

Gé are close to zero in scenarios 1, 2, and 3, which suggests that insufficient data from

The RMSEgys for range parameters p are considerably large compared with other parameters
within the model, but the posterior mean is acceptable, this discrepancy between the mean and
RMSEjy could caused by outliers, despite being balanced out in the mean, contributing signifi-
cantly to the overall squared error when calculating the RMSEy. While the average estimate is
near the truth, substantial individual errors might increase the overall RMSEg.

Table 3.9 shows the empirical coverage of the 95% credible intervals. For many parameters,
especially the 3 coefficients and several variance terms, the coverage is close to the nominal 0.95
level as the number of locations increases, which is consistent with the decreasing RMSE and
narrower intervals. In contrast, the coverage for a; and o is clearly below 0.95 in the larger-
sample scenarios, suggesting some remaining bias in these components. The range parameters
also show poorer coverage in smaller samples, which reflects that they are more difficult to
identify.

Table 3.10: Root mean squared error (RMSEg) of parameter estimates in the spatial-only model
(scenarios with a varying number of locations).

Sample
size 10_22_22 20_44_44 40_88_88 80_176_176 100_220_220 200_440_440

Parameter
(o] 0.56 0.57 0.46 0.47 0.53 0.46
(0%) 0.26 0.21 0.22 0.23 0.20 0.19
(04 0.56 0.53 0.32 0.33 0.33 0.24
Bi 0.25 0.21 0.17 0.13 0.12 0.08
B 0.35 0.32 0.29 0.23 0.2 0.14
B3 0.25 0.2 0.15 0.13 0.14 0.1
Gezl 0.36 0.36 0.35 0.25 0.17 0.05
0'3 0.25 0.23 0.2 0.05 0.04 0.02
0'322 0.16 0.15 0.11 0.05 0.04 0.01
P1 2.15 2.28 2.5 2.09 1.83 1
[o) 1.73 2.29 2.04 1.58 1.41 1.09
P3 2.3 3.63 8.42 1.64 1.65 1.9
o1 0.22 0.18 0.17 0.15 0.16 0.19
(o)) 0.17 0.2 0.15 0.09 0.09 0.08

03 0.22 0.19 0.17 0.1 0.08 0.05
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Table 3.11: Mean 95% credible interval width for all parameters in the spatial-only model
(scenarios with a varying number of locations).

Sample
size 102222 20_44 44 40_88 88 80_176_176 100_220_220 200_440_440

Parameter

o 1.04 0.87 0.60 0.43 0.39 0.25
(07) 0.56 0.44 0.29 0.24 0.20 0.13
(07} 1.43 1.07 091 0.82 0.77 0.69
Bi 0.79 0.67 0.43 0.36 0.37 0.32
B 0.58 0.49 0.46 0.59 0.59 0.49
B3 0.78 0.65 0.50 0.46 0.43 0.38
662] 0.54 0.42 0.24 0.21 0.26 0.20
6622 0.02 0.05 0.13 0.07 0.12 0.08
6623 0.01 0.07 0.09 0.06 0.09 0.06
pl. 3.15 3.31 1.80 3.10 4.40 4.02
P2 2.13 3.68 2.50 4.98 4.57 4.17
P3 6.17 8.64 12.78 7.31 5.64 4.67
O] 0.66 0.62 0.51 0.53 0.60 0.58
(o2} 0.41 0.40 0.30 0.41 0.34 0.34
o3 0.39 0.32 0.31 0.30 0.27 0.23

Table 3.10 shows all the RMSEgs calculated from Equation (3.8) across scenarios involving
different numbers of locations (scenarios 1, 4, 5, 6, 7, 8). Scenario 8 consistently has the smallest
RMSEgy, indicating that incorporating more data can reduce bias in parameter estimation. While
the RMSEgs for the intercepts (o, 0, &¢3) demonstrate marginal differences, those for other

parameters display considerable variations.

Table 3.11 reports the mean 95% credible interval width for all parameters in the spatial-only
model as the number of locations increases. For most regression coefficients and variance
parameters, the intervals become narrower with a larger number of sensors, indicating that the
posterior distributions are more concentrated and the parameters are estimated more precisely
when more spatial information is available. In contrast, some parameters, especially the range
parameters, still have relatively wide intervals or unstable behaviour across scenarios, which
suggests that these components are harder to identify from the data and are more sensitive to the

modelling assumptions.
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Figure 3.11: Performance comparison between models in each scenario

Figure 3.11 illustrates how the RMSPE, values calculated from Equation (3.9) for the test set
decrease as the number of points increases. This trend is logical since the number of locations
helps with enhancing the parameter estimation of the Matérn field, thereby enhancing predictive
accuracy. To be more specific, the trend experiences a significant decline as the number of
locations rises from 10_22 22 to 80 _176_176, after which it stabilises at that level. It is noted
that there are two outliers in scenario 1 and one outlier each appears in scenarios 2 and 4, which
might suggest more replicates are needed for the simulation. Overall, looking at RMSE, interval
width and coverage together gives a more complete picture of how well the spatial-only model
recovers the true parameters and helps motivate the more flexible spatio-temporal data-fusion

models in the following chapters.

3.4.3.10 Conclusions

The simulation study of the spatial-only model suggests that, for each of the simulated surfaces,
the posterior means and 95% Cls for the parameters are calculated in Table 3.4, Table 3. 5 and

Table 3.6, and Table 3.8. The method only accurately recovers the true values of B, o, 0,

o2,
and o3, but the 95% Cls contain the true value for most of the parameters. Figure 3.11 S;IOWS
that predictive performance and the parameter estimation exhibit the expected improvement with
an increasing number of locations. The trend experiences a significant decline as the number
of locations rises from 10_22 22 to 80_176_176, after which it stabilises at that level. Section
3.4.4 presents the simulation of the spatio-temporal model indicated by Equation (3.7), aiming to

understand the performance of parameter estimation within the model.

3.4.4 Spatio-temporal model

The spatio-temporal model is defined in Equation (3.7). The simulation study of the spatio-

temporal model has the same dependency structure as the spatio-only model. It extends the



Chapter 3. Spatio-temporal regression with misaligned covariates 89

spatio-only model by computing the latent field at each time point conditionally on the previous
one.

3.4.4.1 Parameters for data simulation

The parameters for data simulation in the spatio-temporal model are the same as the setting
of the spatio-only model, while for the spatio-temporal dependency, it introduces the temporal
coefficients aj, ap and az. All the other parameters utilise identical settings within the spatial-only
Scenario 3.

3.4.4.2 Simulation strategy

The simulation of the spatio-temporal model is an extension of the spatial-only model simulation.
The first four steps are the same as the simulation of the spatial-only model. Step 5 is to generate

multiple latent fields for each time point.

5. The temporal correlation is introduced by the formula as follows:

n(sat) :a*n(sat_ 1)+ \/ (1 —02)*77(370,

where /1 — a? term is used to make the process stationary in time. The spatio- temporal
process is assumed to be a series of GRFs, and the latent process accounts for the temporal
dependencies using the AR(1) model.

6. Design for the test set: The testing approach for evaluating the spatio-temporal model can
be outlined in two ways:
Firstly, for every scenario within the spatio-temporal context, 20 random locations are
chosen daily. The Root Mean Squared Prediction Error (RMSPE) is then computed to
assess the model’s prediction performance.
Alternatively, another method involves selecting 20 points on day k+1 and computing the
RMSPE for these specific points on the subsequent unseen day.
The final aim of this study is to create a high-resolution map with the limited data available.

Therefore, we chose the first test set design.

Spatio-temporal data visualisation

Figure 3.12, Figure 3.13, and Figure 3.14 show the realisation of the space-time process in 3 time
points for each variable. The spatio-temporal process is constructed by generating t-independent
realisations of the spatial model, where t is the number of time points. The temporal process in

the simulation study is assumed to be the AR(1) process.
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(a) Latent field z; at (b) Latent field z; at #, (c) Latent field z; at #3
(d) Simulated surface y; at #{ (e) Simulated surface y; at #, (f) Simulated surface y; at #3

Figure 3.12: Realisation of the space-time random field and y;

B B ]
(a) Latent field z, at 1y (b) Latent field z, at #, (c) Latent field z, at t3
y_2 ) v2 o i o
(d) Simulated surface y, at t; (e) Simulated surface y, at r, (f) Simulated surface y, at t3
Figure 3.13: Realisation of the space-time random field and y;
[ | N [ |
(a) Latent field z3 at #; (b) Latent field z3 at #, (c) Latent field z3 at t3
i i [ be
(d) Simulated surface y3 at #{ (e) Simulated surface ys3 at t, (f) Simulated surface y; at #3

Figure 3.14: Realization of the space-time random field and y3
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This series of figures provides a comprehensive visualisation of spatial-temporal dynamics using
a Matern covariance function for spatial variation and varying temporal coefficients to model

change over time.

Figure 3.12 displays a relatively rapid rate of change in the spatial field over time with a temporal
coefficient of 0.7. Each successive figure shows a more noticeable change from the initial state,
suggesting more significant changes over time. Figure 3.13 displays moderate temporal dynamics,
this figure reveals how the spatial field evolves with a temporal coefficient of 0.8, resulting in a
slower rate of change compared to Figure 3.12. Figure 3.14 displays slow temporal dynamics,
revealing how the spatial field evolves with a temporal coefficient of 0.9. The evolution is gradual,
with each figure showing subtle noticeable changes from the initial state. This high rate of change

allows for an understanding of the evolving spatial patterns without drastic transformations.

3.4.4.3 Results for spatio-temporal model

Table 3.12: Mean of the posterior distributions of the parameters in the spatio-temporal model
with 95% Cls

True k=1 k=3 k=15 k=30

o 05 057(-0.12,127) 0.57(0.04,1.09)  0.51(0.19,0.82)  0.53(0.28,0.78)
o 08  0.74(0.39,1.09)  0.81(0.56,1.06)  0.79(0.61,0.98)  0.81(0.68,0.94)
o 1 0.64(-0.14,1.42)  0.76(0.23,1.29)  0.92(0.63,1.21)  1.02(0.82,1.23)
B -03 -0.16(-0.58,0.24) -0.24(-0.46,-0.02) -0.27(-0.38,-0.16) -0.3(-0.38,-0.23)
B 04 -0.11(-04,0.18) -0.15-0.36,0.06) -0.32(-0.49,-0.14) -0.39(-0.51,-0.28)
By -02 -0.17(-0.57,023) -0.21(-0.49,0.06) -0.2(-0.35,-0.05)  -0.22(-0.33,-0.11)
o2 036 0(0,0) 0(0,0.01) 0.08(0.05,0.16)  0.21(0.14,0.35)
62 025 001(0.01,004)  0.03(0.02,0.08)  0.2(0.150.28) 0.21(0.18,0.26)
ol 016 0(0,0) 0.04(0.02,0.09)  0.1(0.07,0.15) 0.12(0.09,0.16)
ol 4 1.82(0.78,3.69)  2.25(1.21,3.83)  2.85(2.06,3.87)  3.38(2.57,4.34)
;3 1.36(0.65,2.56)  1.57(0.81,2.9) 3.21(2.05,4.86)  3.09(2.4,3.98)

) 2.04(0.7,5.8) 2.63(0.86,6.76)  2.37(1.06,4.85)  3.3(1.08,9.71)

o 1 0.91(0.62,1.32)  1(0.76,1.28) 1.05(0.91,1.21)  1(0.89,1.12)

o, 05  0.63046,086) 0.64(0.52,0.79)  0.52(0.43,0.62)  0.51(0.45,0.57)
o3 03  044(029,067)  0.41(0.27,0.6) 0.34(0.25,0.46)  0.31(0.23,0.42)
a 04 - 0.17(-0.15,0.48)  0.25(0.09,0.4) 0.32(0.19,0.43)
aw 05 - 0.21(-0.08,0.48)  0.44(0.24,0.61)  0.46(0.34,0.57)
a; 06 - 0.19(-0.28,0.6)  0.43(0.14,0.64)  0.5(0.29,0.65)

Table 3.12 displays the posterior mean and 95% credible intervals (CIs) for all parameters within
the spatio-temporal model. In the scenario of a spatio-temporal model involving 3 time points,
2 +2
o, . 0,
true values of fixed effects a;, oy, o3, and B3 all fall within the 95% ClIs of their respective

633 are close to zero due to limited data availability, both spatially and temporally. The

posterior distributions.
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Regarding the scaling parameter f3, it lies within the 95% Cls, whereas 3, marginally extends
toward the upper edge of this interval. As for the range parameters, p, p1, and p, tend slightly
toward the upper edge of the 95% ClIs, while p3 falls within the 95% Cls.

The marginal standard deviation ¢ exhibits variability, with o, falling slightly below the lower
limit of the 95% Cls, contrasted by o] and o3 falling within this interval. As for the temporal
coefficients, a; falls within the 95% Cls, whereas a; and a3 closely approach the boundary.
However, increasing the time points to 30 results in only a slight deviation of the true value of
Gezl from the 95% Cls, while other parameter estimations within the spatio-temporal model fall
into the 95% Cls.

Table 3.13: RMSEgq of all parameters in the spatio-temproal model for scenarios(a),(b),(c)

Parameters k=3 k=15 k=30

o 047 0.18  0.19
o 02 0.1 0.07
o 043 0.2 0.17
Bi 0.19 0.07  0.06
Ba 028 0.15 0.13
B3 0.19 0.09 0.06
o 206 1.68 12

lop: 1.83 125 0.62
ogj 267 1.83 53

p1 036 032 024
P2 023 0.1 0.07
P3 0.13 0.09 0.07
o1 0.15 0.11 0.12
o) 0.17 0.07  0.05
03 0.17 0.11 0.1

a 0.56 046  0.39
a 062 039 035
a 081 0.55 045

Table 3.12 displays the posterior mean of parameters in the spatio-temporal model, while Table
3.13 shows RMSEy. The number of locations aligns with the sensor count for each variable
in the real data, and there are 3, 15, and 30 time points for Scenarios a, b, and c, respectively.
Comparing Scenario 1 in both the spatio-temporal and spatio-only models (Table 3.13 and Table
3.7), despite the spatio-temporal model having only 3 time points, the parameter estimation
significantly improves. For instance, RMSEq of ; drops from 0.28 to 0.19, 3, drops from 0.35
to 0.28, p; drops from 2.05 to 0.36, and o drops from 2.48 to 0.47. Nevertheless, precision error

estimation remains notably far away from true values.
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Figure 3.15: Performance comparison between models with different numbers of time points
(p1 =0.7,p2=0.8,p3 =0.9)
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Figure 3.16: Performance comparison between models with different numbers of time points
(p1=02,00=0.3,p3=0.4)

Figure 3.15 and Figure 3.16 illustrate how the RMSEy values calculated from Equation (3.9)
for the test set decrease as the number of time points increases. This trend is logical since the
number of time points helps with enhancing the parameter estimation of the Matérn field, thereby
enhancing predictive accuracy. To be more specific, the trend experiences a significant decline
as the number of time points increases from 1 to 15, and the variance of the RMSPE, decreases
with the number of time points increasing. Comparing the case with k=1 in Figure 3.11 and the
spatio-only case in Figure 3.16, it is noted that the RMSPE for the spatio-temporal model is not
identical to that of the spatio-only model. Although the dependency structures of both models
are the same, the spatio-temporal model’s increased complexity needs more data to demonstrate
proper performance.
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3.5 Real data application

In this section, model (3.6) is applied to the SEPA data. The Coordinate Reference System
(CRS) should be chosen based on the extent of the study area. It is important when working
with multiple datasets that potentially have different coordinate systems, as they will need to be
appropriately projected to the same CRS. For small areas, Easting-Northing coordinate systems
are the most suitable choice. They effectively express the coordinates on a flat surface, which
does not take into account the global curvature and consequent modification of the projection
shape. The dataset in this study uses Easting/Northing coordinates and is projected using the local
shape-preserving system British National Grid (BNG). VWC is standardised to 0 and 1 using
the formula: y = (x — min(x))/(max(x) — min(x)), and to satisfy the assumption of a Gaussian
distribution, the logarithm transformation is applied to the response variable.

For the spatio-only model, the VWC sensor data, originally captured at a temporal resolution of
every 15 minutes, are aggregated to a daily resolution to align them with the satellite data. The
data used here corresponds to 06/05/2022, and the original spatial pattern and the prediction map

are shown in Figure 3.17.
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Figure 3.17: VWC from sensors in the Elliot water catchment on 06/05/2022

Model (3.6) is implemented for the soil moisture dataset of the Elliot Water catchment, where y{
represents rainfall, y, represents soil temperature, y3 represents Volumetric water content (VWC),
and x denotes high resolution elevation data. Figure 3.17 displays the predicted soil moisture
map for the Elliot water catchment. The circles represent the actual VWC values measured by
sensors. Due to the sparse monitoring network of the in-situ sensors, the predicted mean does not
exhibit significant spatial variation. The elevation, which is available everywhere, accounts for
the observed spatial patterns in the areas where there are no sensors.
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Figure 3.18: Prediction VWC from sensors in the Elliot Water catchment on 06/05/2022 (left),
07/05/2022 (middle) and 08/05/2022 (right)

Model (3.7) is implemented for the soil moisture dataset of the Elliot Water catchment, where
y1 represents rainfall, y, represents soil temperature, y3 represents volumetric water content
(VWCQ), and x denotes high-resolution elevation data. Figure 3.18 (right) displays the predicted
soil moisture map for the Elliot water catchment. The circles represent the actual VWC values
measured by sensors. Compared with the spatio-only prediction in Figure 3.17, model (3.7) gets
a greater explanation of spatial variation by incorporating temporal data from the dataset.

3.6 Conclusions and discussion

For the spatio-only model (3.6), simulations calibrated to the real sensor network setting
(10,22,22) show that the 95% credible intervals (Cls) for the fixed effects achieve good coverage
at this network density. By contrast, coverage for latent field hyperparameters (e.g., spatial range
and marginal variance) is weaker. With relatively few sensors, the data are less informative
about fine-scale spatial structure. As the sample size increases, CIs coverage improves across all

parameters, which matches the behaviour seen in the large sample size scenario.

Compared to model (3.6), the spatio-temporal model (3.7) improves both parameter estimation
and prediction. Increasing the time points from k = 1 to k = 30 obtains narrower CIs and reduced
bias for the fixed effects and hyperparameters. Temporal replication at the same locations in-
creases information about the latent process and helps estimate spatial variation and measurement

noise.

In the real data application, despite these improvements, the predicted mean surfaces show
limited fine-scale variability in regions far from sensors. This is expected with a sparse moni-
toring network: in unsampled areas, the model borrows strength from covariates. Elevation is
available everywhere and explains most of the broad spatial variance, while local variations are
weakly identified without nearby sensor support. This explains why uncertainty maps show wider

intervals where elevation alone must carry the signal.

The contrast between k = 1 and k = 30 highlights a practical trade-off. Adding temporal points
improves parameter estimates and improves predictions even without adding new sites, because
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repeated observations at fixed locations constrain the latent field and noise components. However,
temporal replication cannot fully compensate for spatial coverage: fine-scale spatial detail still

requires measurements in space (more sites or complementary grids).

These results support using the spatio-temporal model (3.7) when more time points are available:
it improves precision, calibration, and predictive performance over the spatial-only baseline (3.6).
The residual lack of spatial richness away from sensors is a data coverage limitation rather than
a modelling failure. A natural extension is to incorporate satellite gridded data into the model
to increase spatial support between sensors, with the goal of sharpening spatial detail while
maintaining calibrated uncertainty. We develop and evaluate the gridded and point fusion in
Chapter 4.
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Chapter 4

Data fusion method for the spatial only

model

4.1 Introduction

This chapter presents a data fusion method to integrate high-resolution point data from SEPA
in-situ sensors with lower-resolution grid data from Copernicus satellite images. The motivation
for this method comes from the challenges of fusing soil moisture data collected from these
two data sources from 2020 onwards. The integration of point data and grid data is an active
area of research in remote sensing and spatial statistics, where combining data with different
spatial resolutions enhances both accuracy and resolution by leveraging the trade-offs of each
data source. In addition, it is also motivated by the natural limitations of the point data and grid
data: a sparse sensor monitoring network and the low resolution of satellite images. For example,
while point sensor data provide high spatial resolution at specific locations, the grid data provide
larger spatial coverage but at a lower resolution because they represent an average over a cell of
the grid. This trade-off means that while grid data help capture large-scale patterns, they may
miss finer-scale variations in soil moisture. By integrating these two data sources, the fused
method aims to improve spatial resolution, leading to more accurate and robust soil moisture

predictions.

There are many previous studies focusing on data fusion methods, and the following will highlight
some of the most relevant research that has contributed to the INLA-SPDE data fusion method.
The INLA-SPDE approach is particularly well-suited for modelling complex spatial dependen-
cies and providing accurate predictions for unobserved locations. It can handle large datasets
efficiently and is often used in environmental and ecological modelling. A comprehensive review
of data fusion methods from a broader perspective can be found in the literature review in Section
1.3. Yang et al. (2023) compare the performance of INLA-SPDE and Random Forest (RF) for
soil organic matter (SOM) mapping, using three remote sensing (RS)-based soil moisture indices
(NSDSIs) and six Fourier Transform Decomposition (FTD) variables. RF builds multiple decision
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trees and aggregates their outputs to improve prediction stability and accuracy. Their results show
that INLA-SPDE achieves higher prediction accuracy than RF.

There are many challenges in data fusion modelling, for example, many hydrological variables
such as soil moisture, precipitation, and air temperature are continuous across space and over
time, but can only be measured at a limited number of locations and time points. In geostatistical
approaches such as Kriging, observed data (e.g., point-referenced measurements) are treated as
continuous realisations of a spatially correlated random field to obtain interpolation to unobserved
locations. However, these methods assume that the observation is continuous in the domain and
predictions and observations have the same spatial resolution. This assumption will not hold when
fusing different types of data, such as high-resolution point measurements and lower-resolution
grid data, leading to a support problem (CoSP). For example, Kriging models trained on point
soil moisture data may not represent grid-level variations enough due to aggregation biases, while
grid models might smooth fine-scale spatial patterns. Balancing these discrepancies is important
for robust data fusion methods because different data sources introduce scale-dependent errors in
predictions.

Existing studies of spatial-only INLA-SPDE methods to address CoSP are still limited. To address
the CoSP, Moraga et al. (2017) propose a method to combine the point data and grid data using
the INLA-SPDE method, mapping observations to a Gaussian Markov Random Field (GMRF)
via a novel projection matrix. However, it is a spatial-only model which does not consider the
temporal dimension. McMillan et al. (2010) develops a spatio-temporal data fusion model using
grid data and presumes that the data process at the point level is linked to the same latent process
at the grid level, but it does not consider misaligned covariates. Villejo et al. (2023) develops a
two-staged data fusion approach but does not treat the satellite data as block data; instead, they
use the centroid of the pixels and treat the grid data as point data. He and Wong (2024) proposed
a method to address the CoSP within the INLA-SPDE framework, but does not consider the
misaligned covariate and considers the covariate as fixed effects instead of continuous latent
fields. These limitations highlight a gap in spatial data fusion, especially in modelling covariates

as latent fields while considering misalignment.

This chapter bridges gaps in spatial data fusion models by developing a model that treats co-
variates as latent fields and considers misaligned covariates, to solve the spatial discrepancies
between in-situ sensor data and satellite data using the Integrated Nested Laplace Approximation
(INLA) framework. Unlike existing models mentioned earlier in the chapter, which don’t consider
covariate misalignment or simply treat covariates as fixed effects, this method models covariates
as continuous latent spatial processes and considers the misalignment of the covariates. This
ensures that fine-scale spatial patterns, which are important for real data applications such as soil
moisture mapping, are considered to reduce biases caused by misaligned spatial supports. The
chapter begins with methodology and data visualisation, followed by two simulation studies to
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validate the fused model under different scenarios, continues with a real-world application to
Elliot Water soil moisture data, demonstrating its application in improving spatial resolution in
soil moisture map, and ends with a conclusion to discuss the advantages and disadvantages of
the model. To assess the models performance, this chapter systematically compares prediction
performance (using root mean square prediction error (RMSPE)) for three models: a point model
(SEPA In-situ data), a grid model (Copernicus satellite data), and a joint model (SEPA In-situ data
and Copernicus satellite data) across different scenarios. This comparison assesses the model’s
ability to tackle spatial discrepancies.

4.2 Methodology

The spatio-only data fusion model is built upon a geostatistical framework, which is defined
as follows. The model assumes that there is a spatially continuous variable underlying all
observations that can be modelled using a Gaussian random field process. Let D denote the set
of points with real number coordinates in a two-dimensional plane. The process is denoted by
1= {u(s) : s € D C R?*}, has mean function E[ui(s)] = 0 and stationary covariance function
Cov (u(s),u(s")) = L(s—s'). Conditionally on u(s), point data ¥; observed at a finite set of
sites, say s; € D,i = 1,2,...,1, are mutually independent with

Y (si) | 1 (si) ~ N (x(si) +pa(si), 7).,

where x (s;) represents the large-scale structure of the spatial process, capturing broad variation
across the study domain. Rather than assuming a constant mean, x (s;) allows the expected value
of the response variable to vary with location s;, reflecting the influence of spatially distributed
covariates such as elevation. It can be interpreted as a smoothly varying surface that describes
the average behaviour of the response variable across space using a mean function, while the
remaining spatial random field accounts for variation not explained by the mean function. The 7
represents the standard deviation, measuring how much the observations are spread out around
the mean.

The geostatistical model framework can be defined as follows for point data and grid data,
respectively.

Point data observations in location s;,i = 1,2,...,I. Areal data observations are defined as block
averages in blocks B; C D,j =1,2,...,J, while a block B; is a measurable subset of D with
|B | > 0, over which spatial processes x(s) and 1(s) are averaged (Moraga et al., 2017).

Y () = a+x(si) + e (si) + el (si), i=1,...,1 (4.1)
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-1
v (B)) = [B)| /B (04 +x(s) + He(s) )ds + ¢ (B)),  [B;| >0, 4.2)
j
where k = 1,2,...,K denote the index for K different variables (such as environmental fac-

tors) and B; denotes a block in domain D and ‘B j| = fBj lds denotes the area of B, and

() (r)? (8) ()? ]
e, (s) ~N(0,7,”" ) and ¢’ (B) ~ N(0,7,° ) are uncorrelated error terms defined by a Gaus

sian white-noise process e; ~ N(0,77).

The projection matrix A specified in the SPDE approach is designed to deal with point-referenced
data, and many past studies treat grid data as point data by using the centroid locations of the
grid, thereby overlooking the inherent characteristics of grid data. This novel way to construct
the projection matrix A is proposed by Moraga et al. (2017), which specifies that a particular
observation in area B and the process u is linked through the mean value of the random field in

the entire area: u(B) = [B|™! |, B, L (s)ds, where |B| denotes the area of B. The integral defines

the theoretical relationship between the latent field p(s) and the areal observation Yk(g) (B j), and

represents the true unobserved block average over the entire area B;. However, computing the
integral of u(s) is challenging because it is a continuous process, but the mesh vertices used
here only have discrete points. The details of the projection matrix and SPDE approach can be
found in Section 3.3.3, and the scenario exemplifying the use of barycentric coordinates is shown
in Figure 3.2. In the projection matrix, each row of A corresponds to a particular observation
in block B;. The elements in each row are weights assigned to mesh vertices inside B ;, which
are usually 1/H, where H is the number of vertices of the mesh in B;. So this approximates
the integral as p(B;) ~ % Y | p(sp), where s, are vertices in B j- Thus, A acts as a numerical
integration operator, converting the continuous integral into a tractable discrete average. The
integral of the process in each area is approximated by taking the average of the vertex weights in

the corresponding area.

4.3 Simulation study 1: Under the assumption that the point

data and grid data have the same measurement errors

Two simulation studies are conducted to assess the spatial data fusion model under different
measurement error assumptions. In simulation study 1, it is assumed that both the grid (satellite)
and point (sensor) data share the same measurement errors. This allows us to systematically

explore questions as follows:

* What is the impact of sensor density on parameter estimation and prediction accuracy,

under spatial fields with varying smoothness?

* How well does the joint model handle missing satellite data, such as that caused by cloud
cover, and what does this reveal about the models sensitivity to different satellite data
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availability?

* How does the spatial resolution of satellite data influence the performance of the joint
model, and what does this suggest about the contributions of different sensors and satellites

in the fusion process?

Point data observations in location s;,i = 1,2, ...,I and areal data observations defined as block
averages in blocks B; C D, j = 1,2,...,J are defined as follows:

Yk(p)(si):Oﬂk+l3k><x(Si)+uk(s,~)+e,(cp)(si), i=1,....1
y® (B_j):\Bj\‘l/B(ock+[3kxx(s)+uk(s))ds+e,ﬁg)(Bj), 1Bj| >0, j=1,..J

J

(4.3)

where k = 1,2,3 indexes the variables as follows: rainfall (y;) a covariate that is spatially
misaligned with the response variable; soil temperature (y2) a covariate that is spatially aligned;
and volumetric water content (VWC) (y3) the response variable. The data fusion model developed
for soil moisture data uses simulated elevation x(s;) as the large-scale structure because elevation
is an important predictor of soil moisture and can capture the large-scale trends critical for
accurate modelling and analysis. The index i spans both misaligned locations s (i =1,...,n1) and
aligned locations s; (i = n; +1,...,1), which assumes observations exist at both s; (aligned) and
s7 (misaligned) locations, with the same linear structure applied to all locations. All the terms in
the equation share the same spatial dependency and error structure across all i, which means the

aligned covariate and misaligned covariate have the same spatial dependencies and error structure

throughout the model. The B; denotes a block in domain D, (B j‘ =/, B 1ds denotes the area of
Bj, oy denotes the intercept, fB; denotes the scaling parameter for the fixed effect, x(s) denotes
the large scale trend and p(s) denotes the latent process.

The prediction value in any unknown locations s” within domain D is given by,
Y P (sP) = b4+ B x £(s7) + i (s7) (4.4)

The grid data and the point data measure the same variable, so the latent processes are assumed
to be the same. The prediction will be performed on the point data scale using model (4.4).

The main aim of this section is to assess the performance of the data fusion method when
combining grid data and point data from a spatial perspective. This section considers several
challenging scenarios that are motivated by real datasets, showing the robustness of the fused
model. In summary, this section provides a thorough investigation into the effectiveness of the
data fusion method under several challenging conditions. The simulation study of this chapter is
structured as follows:

» Section 4.3.4 investigates the model’s performance across different numbers of locations
with latent fields of varying smoothness. This comparison helps to understand the impact
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of the sensor density on parameter estimation and prediction performance based on the

very sparse sensor monitoring network in the real dataset.

* Section 4.3.5 evaluates the models performance on datasets with varying percentages of
missing grid data, simulating the real-world problem of cloud-covering satellite images.
These scenarios assess how well the fusion method handles missing data and data gaps,

assessing its ability to tackle real-world challenges.

* Section 4.3.6 evaluates how the model performs on a dataset involving grid data of different
resolutions, assessing how the fused model handles datasets with different levels of spatial
resolution. This gives us insights into the requirements of resolution to make the fused
model outperform the point model and grid model, allowing us to understand the relative

benefits of fusion approaches when resolutions improve.

4.3.1 Data generation for simulation study 1

The generation of point data in this section follows the methodologies outlined in Section 3.4.3.3.
Figure 4.1 shows the simulation process for the data generation at each step. Specifically, the
spatial process (L (s) is modelled through the production of independent realisations from a Matérn
Gaussian random field. The first four procedures, which include the generation of the latent field
and the values for each variable, are the same as those employed in the simulation study of point

data (Section 3.4.3.3). The whole process for simulating data is as follows:

1. The spatial process 1 (s) is simulated by generating independent random field realisations
from a Matérn Gaussian random field. The behaviour of the Matérn Gaussian field is
controlled through three parameters within the Matérn correlation function: range (p),

marginal variance (o), and smoothness (v).

2. The trend covariate x(s), which represents the geological characteristics of the area, is
derived from a surface where values exhibit an increasing pattern from the southwest to
the northeast (from 0 to 3.5) across the study area. Let the coordinates of y(s;) be denoted

by Easting; and Northing;, then the trend is formulated as follows:

x(s;) = 0.2 x Easting,; + 0.3 * Northing; 4.5)

Additionally, the geographic trend parameter 33 in Equation (4.3) is defined as -0.2. This
may correspond to a surface indicating variations in variables such as soil moisture or other
environmental covariates that are associated with changes in latitude and longitude. Figure

3.3 shows the surface of the trend covariate x(s).

3. The uncorrected error terms are generated from a Gaussian white-noise process: N(0, G ).
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4. Then the covariates and the response variables are generated by combining the previously

constructed terms based on Equation (3.6):

yi(s*) = o +p(s*) +ei(s”),
y2(s) = 0 + o (s) +ea(s),
y3(s) = az + B3x(s) + Pr(an + pi(s)) + Pa(02 + pa(s)) + pa(s) +e3(s)

Table 4.1 shows the true parameters for the simulation study. The parameters for the
simulation study are chosen based on both previous studies and real data characteristics to
ensure that they are both theoretically reliable and practically feasible. Some parameters,
such as the intercepts o and precision parameters 7, are borrowed from previous studies
to maintain comparison with other models. Others, such as scaling parameters 8 and
spatial parameters p and o are chosen from real data applications to reflect spatial patterns
and characteristics in the real soil moisture dataset. This allows the simulation to balance
theoretical evidence with real data conditions, which makes the assessment of the models

performance meaningful.

Table 4.1: True parameter values for the simulation data

o oz i P B3 p1Lp2ps oL 02 O3 712 ‘0'22 T32
True values|0.50.8 1 -03-04-02 4 3 2 1 0.50.30.090.04 0.01

5. The grid data is generated by first simulating independent realisations of a Matérn Gaussian
random field to model the latent fields. Then, values for each grid cell are computed by
averaging all points within that cell, ensuring that each grid cell represents the localised
mean of the corresponding latent field. The process can be defined as: Y (8) (B) = %Z?:l Vi,
where Y (8) (B) represents the average value of the grid cell, which indicates the mean of
all values y; within the grid cell. n denotes the total number of points within the grid cell B,

yi represents the value of the ith points within the grid cell.

6. To assess the models ability to generalise unobserved data, the test set includes 20 randomly
selected unobserved point locations for the response variable y3 in each scenario, with the
same location across all scenarios in each simulation. Randomly selecting test locations
across different simulations gives a comprehensive evaluation of the model’s out-of-sample
performance, reducing potential bias and assessing how well the fusion model predicts at

unobserved locations.
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simulate the values for
each variable by combining

y1(s*) = a1 + pua(s*) + ea(s”) Ya(s) = ag + pa(s) + ea(s) + Balon + () + 1a(8) + €5(8) the formula

Matern field Matern field Matern field z(s) = 0.2 x Easting(s) simulate 3 independent latent
151 10 i3 + 0.3 x Northing(s fields and 1 trend field
y3(s) = ag + B3z(s) + Bi(aq + pa(s)) all the components inside
enerate thr realisation
Y, Y, Y, or each variable

randomly select aggregate the randomly select aggregate the generate locations for the grid data
n1 points from 10000 points to n2 points from 10000 points to and point data
Y. 5 by 20 grids Yz y3 5 by 20 grids
1

int dat: d grid dat:
/ yl(z’) / / yl(g) / /),2(;;) Y:S(p)/ /YQ(“’) Y3(g)/ point data and grid data

Figure 4.1: Overview of the simulation process, illustrating the generation of three independent
Matérn latent fields and one trend field. These components are combined to simulate three spatial
variables, which are then used to generate realisations. The realisations are processed into the
point and grid data, with point data being randomly sampled and grid data aggregated into a 1 X
1 resolution.

4.3.2 Simulated latent fields and data visualisation

This section will focus on the visualisations of the latent fields, point data and grid data gener-
ated from the above simulation data generation process. The simulation dataset is generated to
assess the data fusion model’s performance under specific conditions. The latent field models
the simulated soil moisture process using a Gaussian Process (GP) with a Matérn covariance
function (smoothness parameter p3 = 2, variance 03 = 0.1) (Figure 4.1), which captures spatial
correlations and allows for random variation. The field is defined over a 5 x 10 domain with a

zero-mean function.

A sensor network is simulated by sampling 22 random locations from the latent field, with
additional Gaussian noise (7 = 0.1) accounting for measurement uncertainty (Figure 4.2a). The
sensors are randomly distributed over the 5 x 10 spatial domain. Figure 4.2b presents the true
latent field with sensor locations on top of it. The latent field exhibits a clear spatial pattern with
variability, showing higher values on the right side of the domain and lower values in the central
and left regions. Figure 4.2¢) displays the aggregated 1 x 1 grid data with point data on top of

it. Compared to the latent field, the grid data shows a clearer large-scale spatial pattern, as each
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(a) Point data (b) Latent field (c) Grid data

Figure 4.2: Simulation data visualisation, with the left panel showing the point data, the middle
panel showing the latent field with the point data on top of it, and the right panel showing the
grid data with the point data on top of it.

grid cell represents the average of 10,000 simulated samples from the latent field within that
grid cell. This aggregation process smooths out local fluctuations, suppressing small random
variations while presenting the large-scale pattern of the latent field. This resolution of the grid
data is chosen to reflect the characteristics of real satellite images. The spatial parameters, such
as the range parameter p and grid size, are selected to mimic real data scenarios, which ensures
that the simulation reflects the real soil moisture data dispersion and satellite data processing.

The simulation parameters of all the simulation data are detailed in Table 4.1.

4.3.3 Simulation priors

The prior setup of the spatio-temporal data fusion model is the same as the prior setup used
in Chapter 4. Table 4.2 shows the priors used in the point model, grid model and joint model.
The SPDE model will consider the PC-priors (for full details see Section 3.3.4), for the spatial
parameters such as the range parameters (py), and the standard deviation (G,f).
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Table 4.2: Priors specification for the joint model parameters.

Parameters Informative prior Non-informative prior

o N(0,10)
o) N(0,10)
o3 N(0,10)
Bi N(0,10)
B> N(0,10)
Bs N(0,10)
p1 PC (po, )
p2 PC (po, )
P3 PC (po, @)
o} PC (0, @)
o7 PC (0p, @)
o2 PC (op, &)
o, PC(1,,, )
o2 PC(1,,, )
cre{ PC (1., @)
o, PC(7,,, )
o2 PC(7,,, Q)
o, PC(7,, Q)

The priors for the fixed effects (intercept and slope) and the scaling parameters are normal
distributions with a mean of 0 and precision (0.001), which are the default priors with a large
variance to ensure the priors provide minimal information. The penalised-complexity (PC)
priors are used here for the scale parameter (62) and the spatial variances (p) of the Matérn
GRFs, with the prior median marginal variance P(c > o) = 0.05 and the prior median range
P(p > po) = 0.5 respectively. The PC priors penalise complexity and the distance from the base
model by shrinking the range toward infinity and the marginal variance toward zero (Fuglstad
et al., 2019). The details of PC priors are in Section 3.3.4. The mean of the standard deviations
of y1, y» and y3, and the mean of p;, p, and p; is used as the upper and lower limit of 6% and
range individually, and the tail probability o = 0.5.

4.3.4 Prediction performance between different number of point locations

This section addresses the first research question in Section 4.3.1 by investigating how the model
performs under different sensor densities and varying levels of smoothness in the latent spatial
field. The analysis aims to evaluate the impact of sensor density on parameter estimation and
prediction accuracy, based on a very sparse sensor monitoring network in a real dataset. Predictive
accuracy is evaluated using the Root Mean Squared Prediction Error (RMSPE), calculated on
a held-out test set. This metric is chosen because it directly reflects the models out-of-sample
predictive performance, which is the primary goal in practical applications. Model performance
is evaluated by calculating the RMSPE; across 500 simulations.
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The RMSPE is defined in Section 3.4.3.8 as follows:

1 n
RMSPE, = /ZZ(yi—yz-)% n=1,...,20
i=1

4.3.4.1 Design of simulation study 1

Table 4.3: Scenarios for evaluating model performance with varying numbers of point locations.

Scenario y; Y2  ¥3
Scenariol 10 22 22
Scenario2 20 44 44
Scenario3 40 88 88
Scenario4 80 176 176

Table 4.4: Parameters of the simulated surfaces within scenarios used to assess the impacts of
varying marginal standard deviation.

low variance latent field medium variance latent field high variance latent field

oy 0.5 0.5 0.5
0 0.8 0.8 0.8
03 1 1 1
Bi -0.3 -0.3 -0.3
i3 -0.4 -0.4 -0.4
Bs -0.2 -0.2 -0.2
P 4 4 4
P2 3 3 3
P3 2 2 2
ol 0.5 1 4
o 0.25 0.5 2
o3 0.15 0.3 1.2
o, 0.36 0.36 0.36
c? 0.25 0.25 0.25
cgj 0.16 0.16 0.16

In the first experiment, the sensitivity of the data fusion model with misaligned covariates to
the number of sensors will be explored. Table 4.3 displays the scenarios used to assess the
model’s performance with varying numbers of locations. Each scenario specifies the number of
observations for: simulated rainfall (y;) - misaligned covariate; simulated soil temperature (y;) -
aligned covariate; simulated VWC (y3) - response variable. Scenario 1 represents the true values

of the number of different sensors in the real data: n; = 10, ny =22, and n3 = 22, respectively.

Figures 4.3, 4.4, and 4.5 display RMSPE, values for prediction performance between different
numbers of point locations and different smoothness levels, with three violin plots representing
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point model, grid model, and joint model. The findings are presented as follows:

Figure 4.4 shows the parameter settings used to generate the simulated surfaces corresponding
to low variance, medium variance, and high variance latent fields. For the low-variance latent
field, scenario 1 uses the actual number of sensors in the soil moisture dataset. Scenarios 2, 3,
and 4 increase the number twofold, fourfold, and eightfold, respectively. At low smoothness, in
scenario 1, the median RMSPE; for the point model is 0.15, higher than the grid model (0.14)
and joint model (0.13). When the number of points increases to scenario 4 (ny = 80, ny = 176, n3
= 176), the joint model maintains the best performance (median RMSPEy = 0.12) and the point
model (median RMSPEy = 0.11) outperform the grid model (median RMSPEy = 0.14).

For the medium variance latent field, in scenario 1, the difference between the grid model and
the joint model is small (0.16 vs 0.15), but the median RMSPEy of the point model (0.26) is
noticeably higher than the grid model and joint model. As the number of points increases to
Scenario 3 (n; = 40, n, = 88, n3 = 88), the point model starts to outperform the grid model,
getting a median RMSPEy of 0.18 compared to the grid model with 0.20. In contrast, the joint
model gets the best performance (0.12). The joint model maintains the best performance for all
the scenarios, even as the point model gets better performance with the increasing number of

points.

For the high variance latent field, the point model (RMSPE, = 0.21) starts to outperform the grid
model (0.23) at scenario 4 (n; = 80, np = 176, n3 = 176), with the best performance belonging
to the joint model (0.18). The joint model still maintains the best performance for all the scenarios.

For all levels of smoothness in the latent spatial fields, RMSPEy values for the point model are
higher than for grid and joint models when the number of locations is small, but they will catch
up as the number of points increases. To be specific, in a low-variance latent field, the point
model needs at least 40 points to outperform the grid model, but in the medium and high-variance
latent fields, it needs at least 80 points. When the number of points is small, it is difficult to
distinguish differences between the grid model and the joint model. For example, in scenario 1,
the median RMSPE, difference between the grid model and joint model is small (0.16 vs 0.15),
but in scenario 4, the difference increases to (0.18 vs 0.10). This suggests that the benefits of the
joint model are less significant with fewer data points. But with a larger number of points, for
example, in scenarios 2, 3 and 4, the difference between the median RMSPE; of the grid and
joint models becomes more noticeable. This highlights a performance improvement of the joint
model as the dataset size increases. Comparing the performance across different levels of latent
field variance, the model’s performance between the point model, grid model and joint model
for all smoothness levels exhibits very similar trends. This comparison helps to understand the
impact of the sensor density on the parameter estimation and prediction performance based on

the sparse sensor monitoring network in the real dataset, and to determine the minimum sensors
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needed to obtain reliable results by varying the number of sensors.
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Figure 4.3: RMSPE, for the point model, grid model and joint model in 500 simulations with
low variance latent field (o7 = 0.5, 0, = 0.25, 03 = 0.15) for simulation study 1.
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Figure 4.4: RMSPE, for the point model, grid model and joint model in 500 simulations with
medium variance latent field (o7 = 1,02 = 0.5, 03 = 0.3) for simulation study 1.
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Figure 4.5: RMSPE, for the point model, grid model and joint model in 500 simulations with
high variance latent field (07 = 4,0, = 2,03 = 1.2) for simulation study 1.

Table 4.5: The mean of the posterior parameter distributions in the spatial-only model under
different numbers of location scenarios.

True | Scenario 1 (n1=10, np=22, n3=22) | Scenario 4 (n1=80, n,=176, n3=176)
point grid joint point grid joint
ap | 0.5 |05388 0.5250 0.5262 0.5056 0.5248 0.5138
o | 0.8 |0.8000 0.8002 0.7997 0.7995 0.8002 0.7993
oz | 1 1.2879 0.9885 1.1123 1.4142  0.9847 1.5916
Bi | -03 | -0.1642 -0.0083 -0.0732 -0.2729 -0.0045 -0.4393
B, | -0.4 | -0.2452 -0.0001 -0.0861 -0.3525 -0.0008 -0.4643
Bs | -0.2 | -0.2001 -0.1986 -0.1957 -0.1987 -0.1974 -0.2027
p1 | 4 6.4033 6.2475 5.1610 41516 43607 4.9935
p2 |3 5.6043 3.7910 4.4548 37673 5.3291 4.2852
p3 | 2 5.4453 5.5904 5.2338 3.3208 4.6492 3.0838
o |1 1.0168 0.1598  0.1901 0.9777 0.1396 0.6021
o> | 0.5 05193 0.0953 0.1610 0.5215 0.0925 0.4064
03 | 0.3 05590 0.4680 0.4548 0.3271 0.4798 0.3164
le 0.09 | 0.0940 0.0727 0.1884 0.1024 0.0780 0.2852
T22 0.04 | 0.0249 0.0336 2.1816 0.0385 0.0352 0.0834
1'32 0.01 | 0.0113 0.0077 0.0169 0.0118 0.0095 0.0135

Table 4.5 demonstrates the parameter estimates of the point, grid, and joint models against their
true values. The results indicate that parameter estimation improves as the number of point data
locations increases. For example, in the joint model, the estimate for oz improves from 1.11
(Scenario 1) to 1.03 (Scenario 4), reducing the bias by 72.7% compared to the true value of 1.
Similarly, for o3 (true value = 0.3), the point models estimate improves from 0.56 (Scenario 1) to
0.33 (Scenario 4), demonstrating an 88.5% reduction in bias with larger datasets. These results
confirm that the joint models fusion framework improves estimation accuracy compared to point

or grid models.
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4.3.5 Prediction model performance with datasets containing partially

missing values in the grid data.

In real-world scenarios, such as satellite images, clouds may obscure part of the satellite view,
leading to missing data in certain grids at some time points. In contrast, sensor measurements are
not affected because they operate independently of weather conditions. To reflect this condition,
the simulation focuses on missingness in the grid data, which is assumed to come from satellite
data and keeps the point data complete. The simulation aims to assess the model’s performance
by introducing scenarios where 90%, 50%, and 20% of the grid data are missing at random. These
percentages are selected to represent extreme (90% ), moderate (50%), and low (20% ) missing

data conditions, representing both worst-case and small amounts of satellite data missingness.

4.3.5.1 Integration with INLAs predictive framework

The joint model deals with missing data within INLAs computational framework. INLA will
automatically compute the predictive distributions for all missing values in the response variable.
To be specific, because the response variable’s distribution is part of the model, the missing values
can be estimated through their predictive distribution. Given a missing response variable y,,, its
predictive distribution is defined as follows:

7 | Yobs) = / 7 (Yms 0 | Yobs) 46 = / T | Yobs: 0) (0 | Yops)d0,  (4.6)

where yophs denotes all the response observation and @ denotes all the hyperparmeters within the

model.
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Figure 4.6: Prediction model performance with datasets including partially missing grid data
with number of points data (10_22_22) in 500 simulations with medium variance latent fields for
simulation study 1.

The model is evaluated under three scenarios with varying percentages of missing grid data: 90%,
50%, and 20%, all of which have the same number of point locations, which is (n; = 10, ny =22,
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n3 = 22) and using latent fields with medium smoothness. This simulates real-world conditions
where satellite data might be incomplete due to obstructions like clouds. Figure 4.6 displays
the RMSPE, for these different scenarios and suggests that the RMSPEy grid model decreases
as the percentage of missing grid data decreases. For example, the grid model has a median
RMSPE;, of 0.40 at 90% missing data, improving to 0.30 at 50%, and 0.20 at 20% missingness.
In contrast, the joint model outperforms both the grid and point models across all scenarios, with
median RMSPE; values of 0.25 (90% missing), 0.18 (50% missing), and 0.15 (20% missing).
Notably, the joint model’s performance stabilises between 20% and 0% missing data, with only
a small improvement from 0.15 (20%) to 0.14 (0%), a 6.7% reduction compared to the 37.5%
improvement observed between 90% and 20% missingness. The consistency suggests that the
joint model is robust to varying levels of missing grid data. Although there is a significant drop
between 90% and 20%, it stabilises from 20% to 0%, which suggests that the model is robust
when less than 20% of the grid cells are missing. The study demonstrates the robustness of the
data fusion model, particularly the joint model, in handling scenarios with significant amounts of
missing grid data.

The simulation results from the simulation study 1 have several practical implications for our real

data application:

e Minimum sensor numbers: The simulation identifies the minimum sensor numbers needed
to get reliable predictions from models as (n; = 40,n, = 88,n3 = 88) by varying the
number of sensors in each scenario. This helps to make decisions on cost-effective sensor

deployment without losing prediction and estimation accuracy.

* Latent field smoothness: Different smoothness levels of the latent field affect the model’s
performance, emphasising the importance of correctly characterising the spatial dependence
structure of soil moisture. Understanding this helps design the model to approximate the

true underlying environmental processes.

* Robustness to incomplete data: The results show that the joint model maintains stable
performance when less than 20% of the grid cells are missing. This suggests that the

approach is robust enough to handle low data gaps in real data.

* Effect of grid resolution on prediction performance: This simulation study examines how
grid resolution (tested at 1 x 1, 0.5 x 0.5, and 0.25 x 0.25 affects prediction accuracy. At
the coarsest resolution, the joint model slightly outperforms the point and grid models,
probably because point data compensates for the lack of spatial details. However, at finer
resolutions, this advantage disappears, as grid data already captures fine-scale patterns, and
the added point data may have limited benefit or slightly reduce performance due to the
measurement errors from the point data. These results highlight that the outperformance of
joint modelling depends on the resolution of the grid data.
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4.3.6 Prediction performance of dataset including different resolution grid
data

This section aims to investigate how varying the resolution of grid data affects the prediction
performance of the point model, grid model, and joint model. As satellite and remote sensing
technology improve, higher-resolution datasets are becoming increasingly accessible, enabling
more detailed environmental monitoring and modelling. However, high-resolution data often
come with increased computational demands, which leads to practical questions about the optimal
resolution for balancing prediction accuracy and computational efficiency. The simulations in the
previous section all used grid data with a 1 x 1 resolution. In this section, three different grid
resolutions are considered: 0.25 x 0.25, 0.5 x 0.5, and 1 x 1, corresponding to 800, 200, and 50
grid cells, respectively. To ensure a fair comparison across scenarios, each one includes the same
number of point data observations. This helps prevent differences in point data density from
impacting the results, allowing for a more focused evaluation of the effects of varying resolution.
Figure 4.7 visualises the data for each scenario with the point data on top of the grid data. This
section guides how to make decisions on when to choose high-resolution data versus simple,
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Figure 4.7: Visualisation of different resolution grid data. 0.25 x 0.25 (Left) 0.5 x 0.5 (Middle)
1 x 1 (Right)
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Figure 4.8: RMSPE, for point, grid and joint models with different grid resolutions: 0.25 x 0.25
(Left), 0.5 x 0.5 (Middle), and 1 x 1 (Right), using point data (n; = 10, n, =22, n3 = 22) across
500 simulations with a medium-variance latent field for simulation study 1.
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Figure 4.8 shows the RMSPEys across datasets with different grid resolutions: 0.25 x 0.25, 0.5
x 0.5 and 1 x 1. The results indicate that the joint model slightly outperforms the point model
and grid model when the grid resolution is 1 x 1. However, this performance of the joint model is
not observed for the finer grid resolutions of 0.25 x 0.25 and 0.5 x 0.5. The results suggest that
the joint model’s benefit depends on the resolution of the grid data. To be specific, at the 1 x 1
resolution, the grid data lacks fine-scale details, and the point data helps compensate by providing
additional localised spatial information to fill this gap. At a finer resolution, grid data already
capture all fine-scale spatial patterns, so the point data seems redundant and does not contribute
to the joint model. In other words, at finer resolutions, grid data may dominate the model fitting
and ignore the information contributed from the point data. Point data (with the sensor noise)
might harm the model performance when the grid data is already precise. However, the joint
model only slightly outperforms the point and grid models in the 1 x 1 grid data scenario, which

could be caused by random variation.

4.3.7 Conclusion

The simulation study systematically evaluates the performance of the data fusion model under
different conditions to understand its robustness and performance. The main findings from the
simulation study 1 are as follows:

 Effect of sensor density and latent field smoothness (Section 4.3.4):

Model performance improves consistently with increasing sensor density across all levels
of latent field smoothness. At low sensor density, the grid model tends to outperform the
point model, particularly for the rough latent fields. However, as the number of sensors
increases, the point model catches up and eventually outperforms the grid model, which
requires fewer sensors for smoother fields. The joint model consistently achieves the best
performance across all scenarios. Improvements in parameter estimation are also observed
with increasing sensor density, with bias in parameters such as oz and 03 reducing by over
72.7% and 88.5%, respectively. This section also helps determine the minimum number
of sensors needed for reliable prediction performance under varying spatial smoothness.
Specifically, for low-variance latent fields, at least 88 point observations are needed for
the point model to outperform the grid model. For medium and high variance fields, the
point model requires at least 176 observations. In all cases, the joint model consistently
achieves the best performance, with its advantage becoming more pronounced as sensor

density increases.

* Impact of missing grid data (Section 4.3.5): The joint model demonstrates strong robust-
ness to missing grid data. While the grid model’s performance declines substantially
with increasing missingness (e.g., RMSPE; rises from 0.20 at 20% missing to 0.40 at
90%), the joint model remains stable, with RMSPEy ranging from 0.15 to 0.25. Notably,
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improvements plateau once missingness drops below 20%, indicating that the joint model
can effectively compensate for moderate levels of missing grid data. These results high-
light the joint model’s ability to handle real-world scenarios involving incomplete satellite
observations.

» Handling different grid resolutions (Section 4.3.6): The benefit of the joint model depends
on the spatial resolution of the grid data. At the coarsest resolution (1 x 1), the joint model
slightly outperforms the point model and grid model, suggesting that point data help fill
in missing detail. However, at finer resolutions (0.5 x 0.5 and 0.25 x 0.25), the grid data
already captures fine-scale variation, making the point data redundant or even leading to
slight decreases in performance due to sensor noise. This indicates that the added value of

fusing point and grid data diminishes as grid resolution increases.

In summary, the simulation study provides a comprehensive evaluation of the data fusion models
advantages and disadvantages, giving some insights into its ability across different spatial resolu-
tions, sensor densities, and data gap scenarios.

4.3.8 Prediction map

Figure 4.9 demonstrates the true latent field and prediction maps of different models with different
numbers of point locations in medium variation latent fields (full details are given in Section
4.3.4) to assess the performance of different soil moisture prediction models and compare their
predicted spatial patterns against the true latent field. These maps highlight how well each
model captures spatial variation and how well predictions align with the ground truth. While all
models used the same priors (Table 3.3), parameter estimates (Table 4.5) show posterior means
closely aligned with true values. It is noted that the joint model (Figure 4.9d) captures fine-scale
variations more accurately than the point model or grid model, suggesting the benefits of the joint

model in tackling spatial structure in the environmental process.
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Figure 4.9: True latent field (top left) and prediction maps from the point model (top right), grid
model (bottom left), and joint model (bottom right) for the simulation dataset. The true latent
field represents the underlying ground truth, while the prediction maps illustrate the estimated
values produced by each model across the simulated spatial domain.

4.4 Simulation study 2: Under the assumption that the point

data and grid data have different measurement errors

In real-world applications, grid data (e.g., remote sensing data and satellite data) typically have
higher measurement errors compared to point data (e.g., ground sensors) due to aggregation
biases or resolution limitations. Therefore, to reflect reality, the simulation study will be extended
to scenarios where point data and grid data have different measurement errors. This investigation
will demonstrate the benefits of the fusion framework in balancing the error conditions from each
data stream.

4.4.1 Model specification

While the simulation study 1 in Section 4.3.4.1 assumes the same measurement errors for both
point data and grid data, the simulation study 2 relaxes this assumption by introducing different
measurement errors for point data and grid data individually. This allows us to investigate how
model performance reacts to different noise structures, particularly between point data and grid
data. This section builds on the model (4.3) in simulation study 1, with modifications to the
measurement structures of the point data and grid data.
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Point data observations in location s;,i = 1,2,...,I and areal data observations arise as block
averages in blocks B; C D, j =1,2,...,J are defined as follows:
Y\ (si) = oy + B x x(s;) + e (si) + el (si), i=1,...,1

v\ (B)) = \Bj\I/B_(ak+/3kxx(s)+uk(s))ds+e§(Bj), B| >0,

J

4.7)

where k = 1,2,3 denote the index for different variables and B; denotes a block in domain D,
]B j] =/, p, 1ds denotes the area of Bjj, 0oy denotes the intercept, By denotes the scaling parameter
for the fixed effect, x(s) denotes the large scale trend and i (s) denotes the latent process. The
measurement errors ef (s) ~ N(0,77) and ef (B) ~ N(0,73) with prior constraints 0 < T; < 7, to
reflect the higher grid data uncertainty. The grid measurement error ei (B) is used to represent the
block measurement error, which means 7, represents the total error of the grid data independent
of the |B | | The grid data and the point data measure the same variable, so the latent processes
are assumed to be the same. The prediction will be performed on the point data scale using model
(4.8). The model (4.7) is the same as model (4.3), except that the point data and grid data have

different measurement errors.

The prediction value in any unknown locations s” within domain D is given by,

YP)(sP) = 6+ B x £(sP) + 1 (sP) (4.8)

4.4.2 Design of simulation study 2

The data are simulated using the model (4.7) with 7 = 0.1 and 7, = 0.3, maintaining a 1:9
variance ratio to reflect the difference between the point data and grid data (Cressie and Wikle,
2015). There are four scenarios (as shown in Table 4.1) with varying numbers of point locations
and the same grid cells for the grid data (1 x 1 resolution and 50 grids in total). The latent
process (L (s)) and the fixed effects use the same priors from Section 4.3.3.
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Figure 4.10: RMSPE; for the point data, grid data and joint data in different scenarios in 500
simulations with medium variance latent field for simulation study 2.

Figure 4.10 compares the RMSPEy across the point model, grid model and joint model with
medium variance latent field. Compared to the results under the same measurement error
conditions shown in Figure 4.5, the point model begins to outperform the grid model at an earlier
number of point data levels: at (20_44_44) rather than (80_176_176). This highlights that these
models are sensitive to the measurement error levels, which suggests that the relative model
performance can vary depending on the measurement error levels in the data. The joint model
consistently outperforms both the point model and grid model, reducing by around 0.1 across
all scenarios. The advantages of the joint model become more pronounced as the number of
points increases, since the point data, characterised by lower measurement errors, has a stronger
influence on the latent process. The findings show that the benefit of the joint model comes
from the high-frequency point data and grids with more spatial coverage (but noisy). When
conducting data fusion modelling, it is very important to fully consider the error structure, as this
can strongly change the trade-offs between methods. The next section will extend the analysis to
a spatio-temporal model, incorporating different levels of measurement error for grid and point
data to better reflect real-world conditions. By considering different measurement errors, the

model can provide a robust data fusion method in complex multi-source data settings.

4.5 Real data application

In this section, the real soil moisture data are used to investigate the performance of model

(4.7) for real data application. Information on soil moisture in Elliot Water is available as direct
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measurements at monitoring site locations (VWC) and as measurements derived from satellite
images at a raster grid (SWI). The sensor data have been obtained from 22 sensors located
alongside the river, and the satellite image covers the whole study area. The original sensor data
are recorded every 15 minutes but are used as daily measurements in this study (a full description
is given in Section 2.1). The original measurements of VWC and SWI are displayed in Figure
4.11a and 4.11b. The date 06/05/2021 was chosen for the real data application because both
sensor and satellite data were available with good spatial coverage. On this day, 19 sensors
were working, which was enough for the analysis. This date also falls within a period when the
sensors were performing well and stably. In addition, the rainfall sensors gave consistent readings
before and after this date, making the data more reliable for evaluating the fusion model. As the
two datasets measure soil moisture in different units, both are standardised using the Z-score
transformation to ensure comparability. The covariates rainfall, soil temperature, and elevation
may have very different variances, so they are standardised using the Z-score formula as follows:
Xstandardised = )%,

where X denotes the original value, u denotes the mean of the variable and ¢ denotes the
standard deviation of the variable. Rainfall and soil temperature are only available as point-
level measurements, and are included as covariates in the point and joint models, but not in the
grid model. As a result, only elevation is available across all spatial supports and is used as a
covariate in all three models.
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= 56. ° °6 o 30  96.57 16
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20 14
56.55 15 56.55 | | ”
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(a) Raw point data (b) Raw grid data

Figure 4.11: Point data (19 sensor sites measuring VWC in the Elliot Water) and 95 1km x lkm
satellite grid measuring SWI for the same area

The real data application of the data fusion model uses elevation as the large-scale structure
because of the availability of elevation, which can capture the large-scale trend in this area. The

model is defined as follows:

VWCP)(s;) = oy + Bi X rainfall(s;) + Ba x temperature(s;) + B3 x elevation(s;) + 113 (s;) + e(s:),
Swi® (Bj) = |Bj|_1/ (03 + B3 x elevation(s) + uz(s))ds +e(B;), |Bj| >0,
B

J

4.9)

where i = 1,...,1, B; denotes a block in domain D, B_,-} = [p, 1ds denotes the area of Bj, o

denotes the intercept, B denotes the scaling parameter for the fixed effect, and p(s) denotes the
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latent process. The grid data and the point data measure the same variable, so the latent processes
are assumed to be the same. The prediction will be performed on the point data scale using model
(4.8).

The prediction value in any unknown locations s” within domain D is given by,
Soil_wafer_index(p) (sP) = di3 + B3 x x(sP) + L (s7), (4.10)

where Soil_wafer_index(p ) (s?) represents the predicted water index, which is the normalised
values of VWC for sensor data and SWI for the satellite data. The &3 denotes the estimated
intercept; B3 denotes the estimated effect of the elevation x(s”); the latent field fi (s”) captures
the dependence structure in the spatial data which is not explained by the covariate. The
measurement errors e”(s) ~ N(0,77) and e$(B) ~ N(0,77) are assumed to follow zero-mean
Gaussian distributions, with prior constraints 0 < 7; < 7. This reflects the assumption through
the priors that grid data have higher measurement uncertainty than point data. The priors of the

parameters will use the priors described in Section 4.3.3, ensuring methodological alignment.

4.5.1 Leave-One-Out Cross-Validation (LOOCY)

Working with real datasets has a common challenge: a lack of knowledge about the data distri-
bution. Splitting the data into training sets and test sets may not provide enough information
about the model’s robustness. Cross-validation overcomes these issues by providing a more
comprehensive evaluation of the model on multiple subsets of the datasets, providing a more

reliable estimation of model performance and how the model will perform on unknown real data.

Given the limited dataset, which includes only 22 sensors, with only 19 available for this particular
day (see Figure 4.11), Leave-One-Out Cross-Validation (LOOCV) is used here to fully utilise the
real data. LOOCYV is particularly suitable for small datasets because it uses each observation for
both training data and test data in different iterations. To be specific, for each iteration, one data
point is chosen as the test set, while the other 18 points are used as the training set. This process
is repeated for each data point to make sure that the model is fully evaluated on every individual

point, thus it can provide a fully comprehensive evaluation of the model’s performance.

The LOOCYV results are visualised from three points of view:
1. Compare actual values with predictions (Figure 4.12).
2. Check the distribution of the residuals (Figure 4.13).
3. Compare the RMSE among the three models (Figure 4.14).

4. Look at how the residuals are distributed across the entire area (Figure 4.15).
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Figure 4.12: Predicted soil water index vs actual standardised soil water index (standardised
VWC/SWI) after fitting the following models related to (4.9), with the left panel showing the
point model, the middle panel showing the grid model, and the right panel showing the joint
model. The red line is the identity line (y = x), which represents perfect agreement between the
predicted values and actual values.
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Figure 4.13: The distribution of the residuals after fitting the following models related to (4.9),
with the left panel showing the point model, the middle panel showing the grid model, and the
right panel showing the joint model.
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Figure 4.14: RMSE for each test point after fitting the following models related to (4.9), with the
left panel showing the point model, the middle panel showing the grid model, and the right panel
showing the joint model.
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Figure 4.15: Map of the residuals at each location after fitting the following models related to
(4.9), with the left panel showing the point model, the middle panel showing the grid model, and

the right panel showing the joint model.
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Figure 4.12 shows three scatter plots comparing predictions (y-axis) with actual values (x-axis)
from the LOOCYV results. In the left plot (point model), two sensors (18 and 19) are located next
to each other yet exhibit markedly different measurements (as shown in Figure 4.15). This is
noteworthy as it violates the spatial autocorrelation law that nearby observations are expected
to exhibit similar behaviour. Figure 4.14 shows the RMSE for the point model, where point 19
stands out with much higher RMSE values of 4.49. This is reasonable because sensors typically
capture similar values from nearby sites, but for some reason, these two sensors behave quite dif-
ferently (as shown in Figure 4.11a). Apart from these two outliers, the other 17 points are evenly
spread around the line of equality (y = x), which suggests that the model performs reasonably well.

In the middle plot (grid model), point 19 is still an outlier, but surprisingly, point 18 is not. This
could be caused by the grid, which includes both points, having a value more similar to point 18
rather than to point 19. The other points are spread around the bisector, but the point cluster is

not as tight as in the left plot.

Finally, the right plot (joint model) has two outliers: points 18 and 19, and the other points are
scattered around the bisector. Figure 4.13 shows the residual distributions for each model. In
all cases, the residuals are centred around zero and approximately Gaussian, suggesting that

the models have captured the underlying structure well and that no patterns remain in the residuals.

Following the simulation study, the data fusion method is applied to the real-world soil moisture
data from SEPA in-situ sensors and Copernicus satellite images. This application aims to
validate the models performance under real data conditions, with more uncertainties, sensor
noise, and missing data. The analysis will assess the models ability to improve spatial resolution,
demonstrating its ability to integrate different data sources for more detailed soil moisture

estimation.

4.5.2 Real data prediction results

Point data and grid data often have different spatial scales. For example, point data from sensors
is often scattered for design purposes, such as placement alongside a river, whereas grid data
usually comes from climate models or radar sensors that generate regular shapes and uniform
grids. In the INLA-SPDE framework, the mesh is a discrete representation of the spatial domain
used to approximate the continuous Gaussian Random Field (GRF). It plays an important role in
the Stochastic Partial Differential Equation (SPDE) approach, which links GRF with Matérn co-
variance functions to a computationally efficient finite-element representation (the details can be
found in Section 3.3.3). Using different meshes for each dataset allows the model to capture most
information from each dataset. However, it makes it harder for the model comparison because of
the impact of the mesh on the caption of the scale of spatial variation. This section compares the

parameter estimation results from models with the same mesh and different meshes to ensure that
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the results are both convincing and comparable while capturing the spatial variations properly for

each dataset.

The prediction performance of the data fusion model (4.7) is evaluated under two mesh config-
urations: one where the same mesh is used across all three models (point, grid, and joint), and
another where each model uses a mesh constructed based on its respective dataset. The same
mesh is constructed using both point data and grid data, which aims to make all the models
comparable. The different meshes are constructed using point data, grid data, and joint data
individually, which gives an optimisation mesh based on each dataset’s location distribution.
The meshes are displayed in Figure 4.16, 4.17 and 4.18. The mesh is constructed based on the
distribution of the locations, so it can get the optimisation mesh for each dataset. The construction
of the mesh needs to deal with the trade-offs between the mesh and the computation time, to be
specific, a finer mesh may capture more spatial variation within the data and potentially improve
model accuracy, but it may cause huge computational costs and longer computational times
(in our experiments, a very fine mesh required roughly five times the runtime of the default
mesh used in the main analysis), whereas a coarser mesh can decrease computation time, but
it may sacrifice some spatial structure details. The detailed guidelines to get an optimal mesh

construction can be found in Section 3.3.3.4.

Figure 4.11a shows that the monitoring sites are located alongside the river, which results in
some areas with a high concentration of sites and others with no sites. In the prediction map, the
spatial variation is very small because of the sparse distribution of the monitoring sites. The grid
data have better spatial coverage, as illustrated in Figure 4.11b, but with a coarse resolution of 1
km. This low resolution results in a less smooth prediction map, so square patterns still appear in
the map.

Figure 4.19 shows the prediction maps along with the 95% Cls. The most accurate predictions
(narrowest Cls) belong to the joint model, while the largest uncertainty belongs to the point model

because of the sparse monitoring network.
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Figure 4.16: Mesh constructed from the spatial distribution of the point data.

Figure 4.17: Mesh constructed from the spatial distribution of the gridded data.

Figure 4.18: Mesh constructed from the spatial distribution of the point and gridded data.

Table 4.6 and 4.7 show the posterior distributions (both point estimates and credible intervals
(Cls) for the parameters within the three models, along with PIT (for full details see Section
3.3.5.3) for model checking. In Table 4.6, the same mesh is used for each model. The probability
integral transform (PIT) is used to assess the calibration of the model’s predictive distribution,
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Table 4.6: Parameter estimation with credible intervals for the point model, grid model, and joint

model with the same mesh

Point Model Grid Model Joint model
PIT 0.51 0.50 0.50
oy -0.09 — -0.12
(-0.55,0.37) (-0.64, 0.40)
o 0.01 — 0.01
(-0.47,0.49) (-0.47, 0.50)
o3 0.21 0.14 -0.01
(-0.44, 0.86) (-0.54, 0.83) (-0.75, 0.73)
Bi -0.13 — -0.12
(-0.72, 0.46) (-0.65, 0.40)
B 0.02 — 0.11
(-0.50, 0.55) (-0.33, 0.55)
B3 -0.55 -0.19 -043
(-1.45,0.34) (-0.77, 0.39) (-0.99,0.13)
P1 3592.43 — 5492.67
(251.15, 14400) (138.77, 30700)
P2 780.67 — 549.39
(34.10, 3850) (36.98, 2340)
P3 19179.04 2890 3107.67
(175.76, 131000) (1514.89, 5390) (1587.04, 5850)
o] 1.11 — 1.10
(0.61 1.91) (0.58,1.91)
le7) 0.98 — 1.15
(0.22, 3.05) (0.34, 3.31)
o3 1.00 1.56 1.66
(0.32, 2.60) (0.98, 2.50) (1.01,2.72)
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Table 4.7: Parameter estimation with credible intervals for the point model, grid model, and joint

model with different mesh

Point Model Grid Model Joint model
PIT 0.51 0.50 0.50
o -0.06 — -0.12
(-0.71, 0.63) (-0.65, 0.40)
o 0.02 — 0.01
(-0.45,0.49) (-0.47,0.50)
o3 0.16 0.22 -0.01
(-0.42,0.75) (-0.77,1.22) (-0.75,0.73)
Bi -0.06 — -0.12
(-0.67,0.55) (-0.65, 0.40)
B> 0.01 — 0.11
(-0.54, 0.56) (-0.33,0.55)
B3 -0.47 -0.44 -0.43
(-1.30, 0.36) (-1.02, 0.13) (-0.99,0.13)
P1 1407.57 — 5492.67
(90.21, 7700) (138.77, 30700)
D2 674 — 549.39
(35.63, 3060) (36.98, 2340)
P3 5833.03 3834.97 3107.67
(100.40, 36200) (1845.42,7576.63) (1587.04, 5850)
o 0.66 — 1.10
(0.34,1.16) (0.58,1.91)
o) 1.43 — 1.15
(0.68, 2.90) (0.34, 3.31)
o3 1.13 1.80 1.66
(0.32, 2.95) (1.01, 3.16) (1.01, 2.72)




Chapter 4. Data fusion method for the spatial only model 129

and for a well-calibrated model, the PIT values should follow a uniform distribution on [0,1]. The
details of the definition of the PIT can be found in section 3.3.5.3. The mean PIT value is around
0.5, suggesting that the predictive distributions at unobserved locations are well-calibrated and
align with the actual observations, indicating reliable prediction performance. However, when
examining parameter estimates, particularly the range parameter (p3), the point model yields a
different estimate (19179.04; 95% CI: 175.76, 131000) compared to the grid model (2890; 95%
CI: 1514.89, 5390) and the joint model (3107.67; 95% CI: 1587.04, 5850). This discrepancy may
result from the limited spatial coverage of the point data, which affects parameter estimation even
if predictive accuracy remains acceptable. Several sensor sites are close to each other but show
different behaviours, which might impact the estimation of the spatial autocorrelation structure.
The satellite grid data is 1 km by 1 km, and may not capture the fine-scale spatial variation. The
joint model has similar but slightly narrower CIs for most of the parameters, which suggests that
the joint model has more robust estimates compared with the grid model. However, the estimates
for some parameters f; and 3, have wide intervals, which suggests greater uncertainty in their
posterior distributions. This is probably caused by the limited amount of data.

4.6 Conclusion

This chapter evaluates the performance of the spatial-only data fusion model through two simula-
tion studies and an application to real data, explaining how different factors influence parameter
estimation and prediction accuracy. These factors include the varying number of point data, the
percentage of missing grid cells, the grid data’s resolution, and the latent field’s variance.

The key findings are as follows:

* Effect of sensor density: For all levels of smoothness in the latent spatial fields, RMSPE,
values for the point model are higher than for grid and joint models when the number of
locations is small, but the point model RMSPEy becomes more similar to the grid and joint
as the number of point locations increases. Comparing the performance across different
levels of latent field variance, the model’s performance between the point model, grid
model and joint model for all smoothness levels exhibits very similar trends. However,
the advantages of the joint model become more pronounced as the amount of point data

increases.

* Robustness to missing grid data: There is a significant drop in performance when the
percentage of missing grid observations increases from 20% to 90%, but performance
stabilises when the proportion of missing data is below 20%. This suggests that the model

is robust as long as more than 80% of the grid data is available.

* Resolution of grid data: The joint model’s benefit depends on the resolution of the grid
data. At finer resolution, grid data already capture all fine-scale patterns, so the point data
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seems redundant and doesn’t contribute to the joint model.

 Different measurement errors of point data and grid data: Different measurement errors
will help with fusing multi-source data. When conducting data fusion modelling, it is
very important to fully consider the error structure, as this can strongly change the trade-
offs between methods. In the next chapter, by extending the spatial-only model to the

spatial-temporal model, the simulation will consider the different measurement errors.

* Mesh construction: The choice of mesh affects prediction accuracy, computational effi-
ciency, and the integration of point and grid data.

Exploring these scenarios gives a better understanding of the complexities in the spatial-only data
fusion. The next chapter extends the spatial-only model to a spatio-temporal model, incorporating

temporal dynamics to borrow temporal information.
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Chapter 5

Spatio-temporal data fusion model

5.1 Introduction

In chapter 4, a spatial-only data fusion model is developed based on the work of Moraga et al.
(2017) for integrating the point data (point-referenced sensor data) and grid data (grid satellite
images) while considering misaligned covariates (e.g., the covariates not always observed at
the same location of the response variable) and treating the covariates as latent fields. However,
a limitation of this spatio-only data fusion method is that the model does not account for the
temporal dependence, which is the intrinsic characteristic of many processes. For example, the
sensor monitoring network for soil moisture data generates time-point data streams, where an
observation at one point can influence future observations (Ochsner et al., 2013b). This dataset
serves as the main dataset of the thesis. Ignoring the temporal dependence will reduce the
prediction accuracy because the temporal information is not being fully used.

Unlike the spatial-only data fusion model, which relies only on the spatial data from a single day
and does not account for the temporal dependencies, the spatio-temporal data fusion model is
motivated by the challenge of generating spatio-temporal soil moisture fields when both spatial
and temporal data sources are limited in different ways. It aims to address the limitations of the
spatial-only method by integrating the temporal information to capture the dynamic nature of
the moisture processes. Satellite images provide good spatial coverage but often lack temporal
consistency due to cloud coverage. In contrast, in-situ sensors provide high-frequency time series
data, but only at a limited number of locations. Rather than simply interpolating in space or time,
this chapter aims to learn how soil moisture evolves across both spatial and temporal dimensions
by using the rich temporal daily information from both point data and grid data to create a
spatio-temporal model that moves from spatial to spatio-temporal dimensions. It is necessary to
generate temporally and spatially complete soil moisture datasets, which are essential for water

resource modelling, but complete spatio-temporal soil moisture datasets are barely available yet.

This chapter extends the spatial-only model to a spatio-temporal framework with the following
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research aims:

* Model extension: extend the spatial-only model to incorporate the temporal dimension,

which allows for the modelling of the spatial and temporal variability.

* Model evaluation: evaluate the spatio-temporal model’s performance under varying num-
bers of time points to guide the resource deployments in the study catchment.

This chapter introduces a spatio-temporal data fusion model. It begins with the methodology,
followed by a systematic simulation study that evaluates the models performance across varying
numbers of time points. The study includes two prediction scenarios: prediction at unknown
locations on the last day of the training period, and prediction at unseen locations on a future day.
This is motivated by two real-world needs: same-day spatial-gap filling and predicting tomorrow
at unknown locations. The chapter continues with a real-world application using soil moisture
data from the Elliot Water catchment. This case study combines highly accurate in-situ sensor
observations with spatially broad Copernicus satellite imagery to leverage the strengths of both
data sources. By integrating point data and grid data while capturing temporal dependencies,
the model enhances spatial resolution in soil moisture mapping. The chapter concludes with
a discussion of the key findings of the simulation study, along with reflections on its real data

application to spatio-temporal data fusion.

5.2 Methodology

The spatio-temporal data fusion model expands the spatial-only data fusion model framework
Eq. (4.1) and Eq. (4.2) to include temporal dimensions. While the dimensions are different, the
dependence structure between these two models is quite similar. To be specific, the spatio-only
process is modelled as a single Gaussian Random Field (GRF) with a Matérn covariance function,
a flexible and widely used model for modelling spatial dependence (Stein, 1999). In contrast,
the spatio-temporal process is structured as a series of GRFs indexed over time, where temporal
dependence is introduced through an AR(1) model on the latent process. This choice is motivated
by exploratory data analysis in Chapter 2, which reveals strong short-term autocorrelation in the
soil moisture series, and the AR(1) model provides a way to capture such temporal dynamics
(Cressie and Wikle, 2015). The spatio-temporal data fusion framework extends the spatio-only
data fusion framework to include the temporal dimension. Below, we define the notation for the

spatio-temporal latent field that is used to develop the point, grid, and joint models.

5.2.1 Latent field

Let D C R? denote the spatial dimension and T C R the temporal dimension. The point observa-
tions are denoted as ¥(P)(s,7). The u(s) denotes the spatio-only process, which is a Gaussian
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distribution with a Matérn covariance structure that is independent of time. The latent spatio-
temporal process is defined as n = {n(s,?) : s € D,t € T}, with mean function E[n(s,#)] =0

We model temporal dependence in the latent field using an autoregressive process of order 1

(AR(1)) based on the exploratory analysis of the real sensor data in Section (2.4.2) :

N(s,t)=axn(s,t —1)+V1—-a2xu(s,et), t=2,....M, (5.1
where:

* a as the temporal autoregressive coefficient satisfying |a| < 1 to ensure stationarity,

o u(s,r) ~GP(0,X(s,s")) is a spatially correlated innovation term defined in Eq. (5.2), which

has a Gaussian distribution with a Matérn covariance structure that is independent of time
o ele 2
* initial stage whenz =0: n(s,7) ~ N (0, &7)
The covariance function with a Matérn covariance structure is as follows:

Covyr (u(s,t'), (u(s',1)) = ﬁ (xlls—s))" &v (x||s—5]|) (5.2)
(v)

where ||.|| denotes the Euclidean distance and Ky is the modified Bessel function of the second
kind and v is the order. To be specific, the modified Bessel function of the second kind is
the function K, (x), which is one of the solutions to the modified Bessel differential equation.
The scaling parameter K can also be interpreted as a range parameter p, which represents the
Euclidean distance at which s and s’ become almost independent. The empirically derived
definition p = V/0.8v /K, corresponds to correlation near 0.1 at the distance p, for all v. The
Matérn covariance function Covys (u(s,"), (u(s’,#")) defines the dependency structure between
two location values measured at the same time point. It is noted that the dependency structure
does not account for temporal dependence. Specifically, the covariance between two observations

at the same time point is given by

Covpr(u(s,t'),u(s’,") = (s — '),

while the covariance between observations at different time points is assumed to be zero:
Covyr(u(s,t),u(s',t")) =0 fort #t¢.

This implies that the spatio-only latent field pi(s,¢) is correlated only in the spatial dimension and
independent over time. The Covy, denotes the spatial Matérn covariance, but it is noted that we
model a day-specific spatial field that is independent across days, while the temporal dependence
is handled by a separate term AR(1). Each variable can be assigned its own independent latent
process 1 (s,t) following this structure.
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Building on the spatio-temporal latent field introduced in Section 5.2, we develop three specific
data-fusion models. Model (5.4) links point observations to the latent field. Model (5.6) then
extends this framework to the grid data, incorporating gridded remote-sensing data. Model (5.8)
fuses point and grid data for joint prediction. Sections 5.2.2 and 5.2.3 introduce the details of the

construction of the full spatio-temporal model for point and grid data.

5.2.2 Point level spatio-temporal data fusion model

We model observations at locations s;, i = 1,...,I and time points t,,,, m = 1,..., M, using the
following point-level likelihood:

Y(P) (Si;tm) ’ n(siatm) ~ N (X(Si,tm) +n(si7tm)77’-§) ) (53)

where:
* x(s;,t;) represents large-scale spatio-temporal covariate (e.g., elevation),

* 1N (si,tn) is the spatio-temporal latent field capturing spatial variation (e.g., rainfall, temper-

ature),

. Tg is the variance of the measurement errors, quantifying the spread of observations around

the mean.

This can be equivalently written as a linear Gaussian regression model:

Y (s1,t) = O+ Bix(sis ) + e (sistm) + €7 (si8m), i=1,..,1, m=1,...M, k=1,... K,
5.4)

where:
* oy is the intercept and f is the scaling parameter,
* Mi(si,tm) is a zero-mean spatio-temporal latent process for variable «,

. e,(cp ) (Siytm) ~ A (0, ’L'I%k) is Gaussian measurement error.

Full point level spatio-temporal data fusion model:

We define three variables according to our real soil moisture data:

* yp: rainfall (spatially misaligned covariate),

* yy: soil temperature (spatially aligned covariate),
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* y3: volumetric water content (VWC, response variable).

Let 57 denote misaligned locations (i = 1,...,n), and s; denote aligned locations (i = (n] +

1),...,I). The spatio-temporal fusion model is specified as:

ygp)(S*J) = oy +Mi(s",1) +e(1p)(s*,t),

W (5,8) = i+ ma(s,1) + e (s, 1), (5.5)
WP (5,1) = 0z + B3 x(s,1) + Br (o + 1M1 (,1)) + B (0 + Mo (5,1)) +M3(s,1) + € (s,1).

where
* x(s,t) is the spatio-temporal covariate (e.g., elevation),
* Mi(s,?) is the spatio-temporal latent field evolves in time via an AR(1) process for variable
k,

. e,(cp ) (s,¢) ~ A (0, Tgk) is the measurement error specific to variable &,

B1 and B, quantify the contribution from the two covariates on the response ys,

* 1M3(s,t) captures residual spatio-temporal variation in the response variable.

How is the fusion being done?

In this model, spatial misalignment is addressed by incorporating both aligned and misaligned
covariates through the latent fields n; and 1,. Moreover, the same linear fusion structure is
applied uniformly to all spatial locations, no matter whether they are aligned or misaligned.
Although each latent process evolves independently over time, they all share a common spatial
covariance structure (e.g., Matérn), but with different range and variance parameters. In addition,
the covariate x(s,¢) (e.g., elevation) captures large-scale spatio-temporal trends in VWC. Finally,
the response ys3 fuses latent information from y; and y»,, obtaining a flexible and interpretable

data fusion framework.

5.2.3 Grid level spatio-temporal data fusion model

For areal observations over blocks B; C D, j=1,2,...,J, while a block B is a measurable subset
of D with |[B;| > 0, over which spatio-temporal processes x(s,#) and 7 (s,?) are averaged at time

point ,, : ([t tm+1)):

1
Y& (B, 1) = m/B [0 +x(Bj, 1) + 1 (B}, 1) ds + €' (B, 1,0), (5.6)
J J
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The notation B; in the grid model denotes a block in domain D, and }B j} =/, B; 1 ds represents
the area of block B;. In the grid model formulation, oy denotes the intercepts, and x(B j,tm)
represents the large-scale structure over the grid block B at time #,,, indicating the average value
within that block. The spatio-temporal latent field is denoted by (B, #,,), and the measurement
error in the grid data follows e(&) ~ N (0, Tg). It is important to note that the measurement error
of the grid data is assumed to be greater than that of the point data 0 < le, < ‘L'gz. This relationship
is encouraged during model fitting by specifying the prior distribution.

5.2.4 Full spatio-temporal data fusion model

Before introducing the prediction formula, it is noted that the grid-level observations introduced
in Section 5.2.3 contribute to the estimation of the second latent field, n3(s,?), and the scaling

coefficient 33.

We define three variables according to our real soil moisture data:

* yjp: rainfall (spatially misaligned covariate),
* y,: soil temperature (spatially aligned covariate),

* y3: volumetric water content (VWC, response variable).

Let 57 denote misaligned locations (i = 1,...,n), and s; denote aligned locations (i = (n] +

1),...,I). The spatio-temporal fusion model is specified as:

ygp)(s*,t =0y +ni(s",1) +e§”)(s*,z),

YW (s,8) = a+ma(s, 1) + e (s,1),
W (5,8) = o3+ B x(s,1) + Br (0 + 11 (5,1)) + Ba (0 + Mo (s,0)) + 03(s,1) + €L (5,1),

1
v (B}t :m/ﬂ[%-|-x(Bj,tm)-|—n3(Bj,tm)]ds+egg)(Bj,tm).
: (5.7)
where

* x(s,t) is the spatio-temporal covariate (e.g., elevation),

* Mi(s,?) is the spatio-temporal latent field evolves in time via an AR(1) process for variable
k,

e e~ N(0, ‘L'Ifk) is the measurement error specific to variable k,

* B and B, quantify the contribution from the two covariates on the response y3,
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* 1M3(s,t) captures residual spatio-temporal variation in the response variable,

Bj| represents the area of block B;.

In practice, the INLA-SPDE fitting step combines both point and gridded data to produce posterior
means of each latent field at the mesh nodes, which are then contributed to prediction locations.
(rg) (

The prediction value Y3

by,

s,t) in any unknown locations s at time ¢ within domain D is given

y’\gpg)(s’t) = (AX3 —|—ﬁA3X(S,t> +31 ﬁl(S,t) +B2ﬁ2<s7t>+ﬁ3(s7t)‘ (58)

Equation (5.8) uses parameter estimates derived from the INLA-SPDE approach to construct
predictions for the response variable ¥3. Each item of the prediction model is estimated as follows.
The intercept term d3 is obtained as the posterior mean of the corresponding fixed effect in the
INLA model. The regression coefficient [3A3 of the covariate £(s,?) is also estimated as a fixed
effect using posterior marginals from the INLA-SPDE approach. The scaling parameters ﬁl and
[, which are the weights of the contributions of the latent spatial fields 1§, (s, 7) and 1 (s, ), are

similarly estimated as fixed effects within the hierarchical model.

The latent fields 1 (s,?), M2(s,?), and 73(s,7) are modelled using the INLA-SPDE approach,
which approximates the continuous spatial fields with Gaussian Markov random fields (GMRFs)
defined using triangulated meshes. Their posterior means at the mesh nodes are computed during
the model fitting step and then projected to the prediction locations through the basis functions
of the SPDE mesh. The spatial smoothness, range, and marginal variance of each latent field
are treated as hyperparameters, inferred from their posterior distributions, and summarised by
posterior means.

The predicted response Y3 (p )(

s,t) is constructed by combining the estimated intercept, the scaled
covariate effect, the weighted contributions from the two latent fields, and the direct latent field
representing Y3. Although predictions can be generated for all variables, the focus here is on eval-
uating predictive performance specifically for the response variable y3. In generating predictions,

the outputs from the fine-resolution maps are treated as point data.

In summary, we developed three spatio-temporal fusion models above: the point model is fitted
using only the point observations y(») (s,t), the grid model is fitted using only the gridded (remote-
sensing) data contributing to 1>(s,7), and the joint prediction model fit to both data sources,

integrating them through the latent fields.
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5.3 Simulation study

The simulation study aims to evaluate how varying the number of time points improves the accu-
racy of prediction and parameter estimation of a spatio-temporal data fusion model, motivated by
the real-data challenge of integrating two data sources that can compensate for each other but
are not perfect by themselves: sparse point soil moisture sensor data (high resolution but poor
spatial coverage) and satellite grid data (broad spatial coverage but poor resolution). While the
spatial-only model in Chapter 4 has already demonstrated that the joint model outperforms the
point model and grid model (full details are given in Section 4.6), extending this framework to a
spatio-temporal model can answer important questions. To be specific, the model incorporates
temporal dependence, which allows the model to borrow information across both space and
time, improving parameter estimation by capturing evolving spatial patterns and temporal trends.
Additionally, from a real data application perspective, a spatio-temporal framework can support
one-step-ahead prediction, which is important for predicting future soil moisture to support
agricultural or environmental management. Finally, the simulation study determines the mini-
mum number of time points required to achieve reliable soil moisture predictions by simulating
scenarios with varying numbers of time points. It uses spatio-temporal data from both in-situ

sensors and satellite images, offering insights into data fusion strategies for real data applications.

The simulation study section begins by introducing the simulation design, which outlines two
scenarios used to evaluate the performance of the spatio-temporal model under different numbers
of time points. The simulation design also details the data generation process used in the
simulation study. This is followed by a visualisation of the simulated data to illustrate the spatial
and temporal patterns across the latent fields, point observations, and grid data. The section
concludes with the prediction performance of the spatio-temporal data-fusion model on the

simulated data for both scenarios.

5.3.1 Simulation design

To evaluate the predictive performance of the spatio-temporal data fusion model, two simulation
scenarios are designed. The first scenario focuses on spatial prediction, where the model is used
to predict values at unknown locations on the final day of the training period. This assesses the
models spatial interpolation ability, leveraging the temporal information in the training set, and
provides a direct comparison with the spatio-only results in Chapter 4. The second scenario
focuses on spatio-temporal prediction, where the model predicts values at unknown spatial loca-
tions one day ahead, for example, outside the temporal range of the training data. This tests the

model’s ability to both interpolate in time and generalise to unseen locations.

* Scenario 1: Predict on the final day of the training period at previously unobserved
locations, using k = 3,7, 10, and 30 time points.
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* Scenario 2: Do one-day-ahead forecasts beyond the training period at unobserved locations,
again for k = 3,7,10, and 30 time points.

Both of these scenarios provide a comprehensive assessment of the models ability to fuse point
sensor data and grid satellite data while maintaining accuracy across different spatial and temporal

conditions.

The generation of spatio-temporal data in this section follows the methodology in Section 5.2.
Figure 5.1 illustrates the step-by-step simulation process used for data generation, outlining how
the latent fields, point data, and grid data are constructed at each stage. Specifically, the spatial
process L (s) is modelled through the production of independent realisations from a Matérn
Gaussian random field. The first four procedures are the same as the spatio-only data generation,
and then the temporal correlation is introduced by the AR(1) model. The following procedures
are the same as the simulation data generation of the spatio-only model (full details are given in
Section 4.3.1). The whole process (The flowchart can be found in Figure 5.1) for simulating data
is as follows:

1. Spatial processes [i(s) are simulated by generating 100 independent random field reali-
sations from a Matérn Gaussian random field as fixed seeds, and the same 100 seeds are
reused when constructing datasets of length k days. Holding the spatial field fixed over
time makes sure that differences across scenarios arise from k, not from spatial variability.
The behaviour of the Matérn Gaussian field is controlled through three parameters within

the Matérn covariance function: range (p), marginal variance (0), and smoothness ().

2. The temporal correlation is introduced by the formula as follows:
N(s.t) = ax (st — 1)+ 1— @ * u(s.1),

where the v/ 1 — a2 term is used to make the process stationary in time. The spatio-temporal
process is assumed to be a series of GRFs, and the latent spatial processes L (s) generated
from the first step account for the temporal dependencies through AR(1).

3. The trend covariate x(s,#), which represents the geological trend of the study catchment,
is derived from a surface where values exhibit an increasing pattern from the southwest
to the northeast (from O to 3.5) across the whole study catchment. Let the coordinates of
¥(si,t) be denoted by Easting; and Northing;, then the trend is defined as follows:

x(si, 1) = 0.2 % Easting; + 0.3 % Northing; (5.9)

Additionally, the geographic trend parameter 33 of the trend covariate in Equation (5.4) is
defined as -0.2.
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4.

The uncorrected measurement error terms for point data (e,) and grid data (eg) are generated
from a Gaussian white-noise process: N(0, Tl%) and N(0, ’cg).

. Then the covariates and the response variables are generated by combining the previously

constructed terms based on Equation (5.4):

yi(s*,t) = oq +n(s%,1) +ei(s*,1),
ya(s,t) = o+ MNa(s,t) +ea(s,t),
y3(s,1) = o3+ Bax(s,t) + fr(an +Mi(s,2)) + Ba(0 + Ma(s, 1)) +N3(s, 1) +e3(s,1)

Table 5.1 shows the true parameters used in the spatio-temporal simulation study. The

parameters for the simulation study are chosen based on both previous studies and real data
characteristics to make sure that they are both theoretically reliable and practically feasible.
Some parameters, such as the intercepts & and precision parameters 7, are borrowed
from previous studies to maintain comparison with other models. Others, such as scaling
parameters f3, spatial parameters p and o, and the temporal coefficients a, are chosen
from real data applications to reflect spatial patterns and characteristics in the real soil
moisture dataset. This allows the simulation to balance theoretical evidence with real data

conditions, which makes the assessment of the models performance meaningful.

Table 5.1: True parameter values used in the spatio-temporal simulation data

> 2 2 2 2 2
o ooz Bi P B3 pLpap3ol 02 O3 Ty Ty Ty Ty Ty Ty A1 A2 43

True

values

0508 1 -03-04-024 3 2 1 0.50.30.090.040.010.250.16 0.09 0.4 0.5 0.6

6. The grid data is generated by first simulating independent realisations of a Matérn Gaussian

random field to model the latent fields. Then, for each time point, values for grid cells are
calculated by averaging all points within that cell to ensure that each grid cell represents
the localised mean of the specific latent field. The process can be defined as: Y (&) (B) =

%Z?:l v, where Y (8) (B) represents the average value of the grid cell, which indicates the

mean of all values y; within the grid cell, n denotes the total number of points within the

grid cell B, and y; represents the value of the ith points within the grid cell in each day.

. To assess the models ability to generalise unobserved data, the test set includes 20 randomly

selected unobserved point locations for the response variable y3 on the final day of the

training period (Scenario 1 in Section 5.3.1) and one day ahead of the training period
(Scenario 2 in Section 5.3.1), with test points always at the same locations across point
model, grid model and joint mode within each simulation. Randomly selecting test

locations across different simulations gives a comprehensive evaluation of the model’s
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out-of-sample performance, reducing potential bias and assessing how well the fusion
model predicts at unobserved locations.

Matern field Matern field Matern field X(s) = 0.2 x Easting(s) simulate 3 independent latent
ws,t) pa(s,t) Hs(s,) +0.3 x Northing(s) fields and 1 trend field
Temporal evolution Temporal evolution Temporal evolution temporal evolution of
M(s,t) =a * M(s,t-1) + pu(s,t) || na(s,t) = a * na(s,t-1) + pa(s,b) [ na(s,t) = a * na(s,t-1) + pa(s,t) the latent fields
-
5(8,0) = s + Pax(s) + Prlan + M.t simulate the values for
yi(s,t) = o+ m(s,t) +eis,t) ya(s,t) = o2 +ma(s,t) + ex(s,t) ¥k Bx(s)+ mits) each variable by combining
+ Ba(02 + ma(s,1)) + Ma(s,t) + es(s,t) all the components inside
the formula

For all time points t

For all time points t For all time points t
Yi(s,t)

Ya(s,t) Ya(s,t)

generate 10000 realisations
for each variable

randomly select aggregate the
n points from 10000 points to generate locations for the grid data
Yi(s,t), Ya(s,t), Ya(s,t) 5 by 10 grids and point data
Point data Grid'data
Y. Y,® Y;k) Y.1©® Y2® Y@ point data and grid data

Figure 5.1: Flowchart illustrating the simulation process for the spatio-temporal study. The
first row shows the generation of independent latent fields for each variable. The second row
introduces temporal dependence. The third row combines these components into a full spatio-
temporal realisation. Subsequent rows demonstrate how grid data and point data are derived from
this realisation.

5.3.2 Characterisation of point and gridded data

This section characterises the spatio-temporal simulation data used in the spatio-temporal simula-
tion study, which provides insight into how spatial patterns evolve over time.
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Figure 5.2: Final 12-day sequence of simulated latent fields for simulated rainfall y; in the
spatio-temporal simulation study, using a medium variance latent field configuration (o7 = 1,
0> = 0.5, 03 = 0.3) and a temporal coefficient a; = 0.4.
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Figure 5.3: Final 12-day sequence of simulated latent fields for simulated soil temperature y; in
the spatio-temporal simulation study, using a medium variance latent field configuration (o] = 1,
0> = 0.5, 03 = 0.3) and a temporal coefficient a, = 0.5.
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Figure 5.4: Final 12-day sequence of simulated latent fields for simulated soil moisture y3 in the
spatio-temporal simulation study, using a medium variance latent field configuration (o] = 1,
0> = 0.5, 03 = 0.3) and a temporal coefficient az = 0.6.
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Figure 5.5: Final 12-day of simulated point soil moisture data for y3 in the spatio-temporal
simulation study. Twenty-two points are randomly selected from the realisation surface of
simulated soil moisture y3 on each day.
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Figure 5.6: Final 12-day of simulated grid soil moisture data for y3 in the spatio-temporal
simulation study. It is averaged by 10,000 points generated from the realisation surface of
simulated soil moisture y3 on each day.

The latent field 13 simulates soil moisture dynamics using a spatially continuous and temporally
autoregressive dependence structure. The spatial field is modelled as a Gaussian process with
a Matérn covariance (smoothness p3 = 2, variance o3 = 0.1), and the temporal dynamics as
an AR(1) process with coefficients a; = 0.4, a; = 0.5, and a3 = 0.6 corresponding to rainfall,
soil moisture, and VWC, respectively. The autoregressive parameters are chosen based on the
exploratory analysis of the real sensor data in Section (2.4.2), which reflects the characteristics
of the real data. The simulation fields span over a 5 x10 spatial domain and evolve over 100

simulated time points, but only the final 12 are shown here.

Both the point data and grid data, along with the latent fields, are simulated by the model (5.4)
and (5.6) according to the workflow in Figure 5.1. The sensor network is simulated by sampling
22 locations across all time points. At each time point, we sample 10,000 values to evaluate the
Matérn Gaussian random field, and average the values within each grid cell to approximate the
spatial integral. After the independent daily data are generated, the AR(1) process is used to

introduce the temporal dependence across time into the data.

The point data include a measurement error denoted as 7,,. In contrast, the grid data includes
a measurement error denoted as Tg,, with 7., being greater than 7,; because the sensor data
is considered to be more accurate. This indicates that the grid data has greater measurement
uncertainty compared to the point data, which aligns with the real-world data characteristic,

where sensor data are generally more accurate than satellite image data.
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Table 5.2: Prior specification for the temporal coefficient in the spatio-temporal data fusion
model.

Parameters Informative prior Non-informative prior

ar PC(0.5, )
a PC (0.5, 1)
a3 PC (0.5, )

Figure 5.2, 5.3 and 5.4 demonstrate how the latent fields change across space and over time. Figure
5.5 shows the spatial distribution of sparse sensor locations, and Figure 5.6 shows the coarse-
resolution satellite data covering the whole study catchment. The autoregressive coefficients of
each variable are a; = 0.4, a, = 0.5 and a3z = 0.6 respectively, which is quite moderate temporal
dependence, so the spatial pattern across different time points is not very obvious. Since the
point data and grid data are a combination of all three latent fields (u;, Uy, and u3), it is even

challenging to tell the temporal trends in the point data and grid data figures.

5.3.3 Model fitting

The prior distributions for common parameters in the spatio-temporal model, such as intercepts,
scaling parameters, and spatial parameters, are the same as those used in the spatio-only model de-
scribed in Section 4.3.3, except for the temporal coefficients, whose priors are specified separately
in Table 5.2. The penalised-complexity (PC) priors are used here for the temporal coefficients to
guide the Bayesian inference process towards less complex solutions by penalising complexity
and the distance from the base model by shrinking the range toward infinity and the marginal

variance toward zero (Fuglstad et al., 2019) (the details of PC priors are shown in Section 3.3.4).

Table 5.3 presents the parameter estimation performance with the RMSE and mean of the spatio-
temporal point, grid, and joint models across varying numbers of time points (k) on simulation
datasets. Most parameter RMSE values decrease with increasing k, suggesting improved es-
timation accuracy. Notably, the joint model consistently outperforms both the point and grid
models, with lower RMSE values in most scenarios. This performance shows the joint models
ability to outperform the other two models in the spatio-temporal scenario, effectively borrowing
information across both dimensions. In contrast, the point and grid models exhibit less accurate

estimated parameters.

The RMSE improvement is very obvious as k increases from 3 to 10 time points, suggesting that
temporal information enhances estimation by reducing uncertainty through repeated measure-
ments on the same locations. However, beyond k = 7, the improvement stabilises, with little
difference observed between k = 7 and k = 10. This plateau implies a threshold where additional
temporal data can no longer contribute to parameter estimation, probably because the model has

already captured the dominant temporal variability. From a real data application perspective, this
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finding suggests that allocating resources to increase temporal resolution beyond & = 10 may not
guarantee better model performance. Instead, refining spatial resolution or incorporating more

data sources could be more helpful for further model improvements.

The joint models robustness highlights the importance of spatio-temporal frameworks in complex
systems with evolving spatial patterns. The simulation results demonstrate that incorporating
multiple time points not only improves predictive performance but also enhances the accuracy and
stability of parameter estimation. This insight is particularly relevant for applications such as en-

vironmental monitoring or epidemiology, where reliable inference of dynamic processes is crucial.
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Table 5.3: Posterior summaries (mean, 2.5% and 97.5% quantiles, posterior SD, RMSE) across
different k for the spatio-temporal fusion model.

(a) Intercept parameters ()

Parameter‘ True ‘ k=3 ‘ k=1 ‘ k=10

| Value| Mean Qooos Qo975 Sdpost RMSE Mean Qo5 Qo075 Sdposi RMSE Mean Qoo2s Qo975 Sdpost RMSE
o point 0.5 0.482 —0.3951.343 0.443 0421 0450 —0.1360.989 0.287 0.286 0.473 —0.004 0.942 0.241 0.236
o grid 0.5 0.477 —0.2821.189 0.375 0311 0471 —-0.0720.935 0.257 0.205 0.486 0.036 0.882 0.216 0.183
o joint 0.5 0.481 —0.277 1.193 0.375 0306 0474 —0.096 0.966 0.271 0.207 0.491 0.011 0.900 0.227 0.186
0 point 0.8 0.842 0487 1.103 0.157 0.176 0.788 0.566 1.008 0.229 0.103 0.793 0.607 1.000 0.100 0.078
oy grid 0.8 0.837 0.484 1.049 0.144 0.145 0.784 0.558 0.986 0.109 0.096 0.801 0.604 0.980 0.096 0.077
o, joint 0.8 0.839 0.516 1.020 0.129 0.146 0.790 0.546 0.977 0.110 0.094 0.799 0.569 1.015 0.114 0.072
o3 point 1.0 1.339 0.889 2.059 0.298 0.424 1445 1.063 1.960 0.229 0485 1.444 1.171 1.898 0.185 0.472
o3 grid 1.0 1.358 0.473 1519 0.267 0.404 1434 0.658 1.532 0.223 0.456 1.430 0.786 1.524 0.188 0.445
o3 joint 1.0 1.384 0.685 1.619 0.238 0.427 1446 0906 1.676 0.196 0473 1.442 0.995 1.650 0.167 0.457

(b) Scaling parameters (3)

Parameter‘ True ‘ k=3 ‘ k=17 ‘ k=10

| Value| Mean Qooos Qo975 sdpost RMSE Mean Qo5 Qo075 Sdposi RMSE Mean Qoo2s Qo975 Sdpost RMSE
B1 point —0.3 | —0.212 —0.468 —0.078 0.099 0.138 —0.214 —0.387 —0.167 0.056 0.041 —0.180 —0.366 —0.162 0.044 0.040
B grid —0.3 | —0.277 —0.382 —0.120 0.067 0.077 —0.176 —0.374 —0.212 0.041 0.028 —0.150 —0.368 —0.229 0.035 0.023
B joint —0.3 | —0.279 —0.343 —0.116 0.058 0.066 —0.156 —0.338 —0.112 0.037 0.025 —0.125 —0.327 —0.105 0.031 0.016
B> point —0.4 | —0.308 —0.544 0.008 0.140 0.145 —0.342 —0.503 —0.160 0.087 0.080 —0.273 —0.462 —0.181 0.071 0.055
B, grid —0.4 | —0.327 —0.550 —0.011 0.137 0.137 —0.396 —0.557 —0.176 0.097 0.104 —0.333 —0.564 —0.236 0.083 0.080
B> joint —0.4| —0.363 —0.730 —0.064 0.169 0.110 —0.415 —0.698 —0.291 0.103 0.102 —0.326 —0.662 —0.235 0.083 0.100
B3 point —0.2 | —0.194 —0.569 0.024 0.151 0.129 —-0.407 —0.485 —0.031 0.116 0.120 —0.350 —0.450 —0.079 0.095 0.069
B3 grid —0.2 | —0.185 —0.247 0.256 0.128 0.086 —0.387 —0.201 0.218 0.107 0.077 —0.334 —0.184 0.176 0.092 0.080
B3 joint —0.2 | —0.180 —0.254 0.188 0.113 0.089 —0.357 —0.240 0.133 0.095 0.083 —0.287 —0.226 0.096 0.078 0.055

(c) Variance parameters (6?)

Parameter‘ True ‘ k=3 ‘ k=17 ‘ k=10

| Value| Mean Qooos Qo975 Sdpost RMSE Mean Qo5 Qo075 Sdposi RMSE Mean  Qoo2s Qo975 Sdpost RMSE
612 point 1.0 1.002 0.718 1.562 0.216 0.158 1.038 0.809 1.318 0.129 0.099 1.055 0.856 1.290 0.110 0.095
612 erid 1.0 0.955 0.722 1.245 0.133 0.151 0931 0.775 1.112 0.086 0.133 0.906 0.776 1.054 0.071 0.136
612 joint 1.0 0.923 0.691 1213 0.133 0.165 0.898 0.738 1.085 0.088 0.157 0.874 0.741 1.026 0.072 0.160
622 point 0.5 0.463 0.328 0.640 0.080 0.096 0478 0.391 0.580 0.048 0.055 0.489 0412 0.578 0.042 0.049
622 grid 0.5 0.451 0323 0.614 0.074 0.071 0.447 0.363 0.545 0.046 0.070 0.444 0371 0.525 0.039 0.064
622 joint 0.5 0.352 0.236 0.510 0.070 0.190 0.391 0.306 0.493 0.047 0.154 0.413 0328 0.514 0.047 0.154
632 point 0.3 0.323 0.160 0.608 0.117 0.071 0.316 0.214 0455 0.062 0.073 0.300 0.216 0.406 0.048 0.042
632 grid 0.3 0.332 0212 0498 0.073 0.071 0.298 0.215 0.545 0.062 0.033 0.291 0.221 0.376 0.071 0.036
c732j0int 0.3 0.252 0.144 0.417 0.070 0.086 0.288 0.200 0.409 0.053 0.122 0.282 0.201 0.386 0.047 0.098
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Table 5.4: Posterior summaries (mean, 2.5% and 97.5% quantiles, posterior SD, RMSE) across
different k for the spatio-temporal fusion model.

(a) Range parameters (p)

Parameter‘ True | k=3 ‘ k=17 | k=10

| Value| Mean Qooos Qo975 Sdpost RMSE Mean Qo5 Qo075 Sdposi RMSE Mean Qoo2s Qo975 Sdpost RMSE

pj point 4.0 | 4908 2246 9.590 1913 1.744 4309 2.760 6.425 0.936 1.143 4.055 2817 5.646 0.721 0.809
p; grid 40 | 4867 3.038 7.449 1.127 1.097 4775 3.536 6343 0.715 0944 4775 3.697 6.087 0.608 0.903
pi joint 4.0 5.025 3.142 7.728 1.172 1.263 5.114 3.759 6.838 0.784 1.220 5.084 3918 6.515 0.661 1.169

P2 point 3.0 3.839 1.747 7711 1.552 1.739 3.115 2.045 4.547 0.530 0.387 3.059 2.143 4222 0.530 0.302
p2 grid 3.0 3.697 1907 6.636 1216 1.244 3.814 2548 5548 0.765 0.884 3.822 2.729 5.232 0.638 0.901
p2 joint 3.0 | 4574 2141 8928 1.760 2520 3.830 2452 5.755 0.843 1420 3.889 2.692 5471 0.708 1.201

p3 point 2.0 3305 1.139 17.847 7.064 1.733 3.002 1.626 6.268 1.212 1480 2.603 1.586 4.561 0.763 0.866
p3 grid 2.0 3392 2.159 11.302 2400 1.647 3.123 2.684 8.602 1.520 1.314 2954 2548 6.929 1.122 1.061
p3 joint 2.0 2.817 1270 18.788 4.544 1.052 2.619 2.044 8.187 1.594 0.803 2583 1.877 6.176 1.106 0.740

(b) Temporal coefficients (a)

Parameter‘ True ‘ k=3 ‘ k=1 k=10

| Value| Mean Qog2s Qo975 Sdposs RMSE Mean Qpgos Qo975 Sdpost RMSE Mean  Qoo2s Qo975 Sdpost RMSE

ap point 04 | 0340 -0.1530.734 0232 0.274 0331 0.050 0577 0.135 0.197 0.343 0.097 0.558 0.118 0.171
ap grid 04 | 0425 0.118 0.677 0.144 0.149 0390 0.205 0.559 0.090 0.062 0.389 0.236 0.531 0.075 0.047
aj joint 04 | 0449 0.133 0.704 0.147 0.144 0436 0.240 0.609 0.094 0.081 0.436 0.274 0.582 0.078 0.052

ap point 0.5 0.402 —0.0250.724 0.195 0.189 0.446 0237 0.623 0.098 0.127 0463 0.290 0.613 0.082 0.111
ap grid 0.5 0419 0.044 0.705 0.171 0260 0438 0.195 0.646 0.115 0.112 0456 0.258 0.627 0.094 0.067
ap joint 0.5 0.469 0.038 0.818 0.207 0.367 0.604 0395 0.770 0.096 0.198 0.644 0.479 0.777 0.076 0.198

a3 point 0.6 | 0488 —0.1570.889 0.281 0.311 0593 0.173 0.812 0.144 0.149 0.591 0257 0.809 0.144 0.165
a3 grid 0.6 | 0441 0.100 0.889 0211 0401 0574 0.534 0924 0.102 0.146 0.594 0.568 0.900 0.086 0.139
a3 joint 0.6 | 0.585 0.141 0.969 0236 0.205 0.610 0.560 0.960 0.057 0.098 0.618 0.733 0.948 0.056 0.073

Note: Q.25 and Qg 975 are the 2.5% and 97.5% posterior quantiles; sdpog is the posterior standard deviation; RMSE

combines bias and variance.

5.3.3.1 Scenario 1: Final-day predictions at unobserved locations on the last day of the
training period with varying time points (k = 3,7, 10,30).

The first step to validate the spatio-temporal data fusion model is to assess its predictive per-
formance at the time boundary of the training period. In Scenario 1, the whole dataset spans
100 days, with the final day used as the test set. From this day, 20 unobserved locations are
randomly selected as test points. The training set consists of the last k days, including the
final day, and is used to train the model. Predictions are made for the test points on the last
day. The INLA-SPDE framework integrates spatially structured random effects via the SPDE
approach, which approximates the Matérn covariance field using Gaussian Markov random fields
(GMRFs), while temporal dependencies are modelled through an autoregressive process (AR(1)).
Predictions at the test set are generated by sampling from the posterior distribution of the latent

field. The root mean squared prediction error (RMSPE) is used to quantify performance.
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Figure 5.7: Comparison of prediction error (RMSPE,) at unobserved locations of point, grid,
and joint models with varying numbers of time points (k=3, 7, 10, 30). Results based on 100
simulations with medium variance latent field (61 = 1,6, = 0.5, 03 = 0.3) of final day predictions
of the last day of the training period.

Figure 5.7 compares the prediction accuracy of point, grid, and joint models when predicting
values at the unobserved locations of the last day of the training period. The violin plots
show prediction errors (RMSPE)) across 100 simulations, with lower values indicating better
performance. As the number of time points increases (from k = 3 to k = 30), the joint model
consistently outperforms the others, while the point model shows little improvement. As the
number of time points increases, the height of the joint models violin plot decreases, indicating
less variability in the simulations. This demonstrates that the joint model is more effective at
using temporal information to reduce uncertainty when compared to the point and grid models.
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5.3.3.2 Scenario 2: One-day-ahead future predictions at unobserved locations beyond the
training period with varying time points (k = 3,7,10,30).

i
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Figure 5.8: Comparison of prediction error (RMSPE)) at unobserved locations of point, grid,
and joint models with varying numbers of time points (k=3, 7, 10, 30). Results based on 100
simulations with medium variance latent field (o7 = 1,0, = 0.5,03 = 0.3) of one-day-ahead
predictions of the training period.

In Scenario 2, the dataset covers 100 days, with the final day used as the test set. On this day,
20 unobserved locations are randomly selected as test points. The training set consists of the
k days immediately before the final day (it excludes the last day) and is used to fit the model.
Predictions are then made for the test points on the final day.

Figure 5.8 shows the one-day-ahead prediction errors (RMSPE)) at unobserved locations. The
joint model still outperforms or performs equally well as the point and grid model, though with
smaller margins than in Figure 5.7. All models show higher overall error (0.4-0.6 range) for future
predictions beyond the training period, with performance differences remaining relatively stable
despite increasing time points. The distributions of the RMSPE, appear wider, suggesting more
variability in one-day-ahead prediction accuracy. This suggests that while temporal information
improves model performance, forecasting future time points remains more challenging and

uncertain.
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Table 5.5: Joint model parameter estimates: Gridded covariates missing vs. Gridded covariates
complete ( k = 3)

Gridded covariates missing \ Gridded covariates complete
Parameter True Mean Q0.0ZS QO.975 SDpnsI RMSE ‘ Mean Q0.025 Q0.975 SDposl RMSE
o joint 0.50 0.43738 —0.41902 1.29379 0.43695  0.35670 0.481 —0.10197  1.24067  0.34252 0.306
o, joint 0.80 0.78500 0.47241 1.09759 0.15949  0.14594 0.839 0.60977 1.02214  0.10520 0.146
o3 joint 1.00 0.98299 0.40275 1.56325 0.29605  0.23692 1.384 0.685 1.619 0.238 0.427
B joint —0.30 —0.16089  —0.33743 0.01636 0.08986  0.17042 | —0.279 —0.343 —0.116 0.058 0.066
B> joint —0.40 —0.22929 —0.51917 0.06246 0.14772  0.25781 —0.363 —0.730 —0.064 0.169 0.110
B3 joint —-0.20 —-0.02157 —0.29190 0.24876 0.13793  0.20583 | —0.180 —0.254 0.188 0.113 0.089
(712 joint 1.00 0.97074 0.61974 1.47579 0.21916  0.19287 0.923 0.691 1.213 0.133 0.165
622 joint 0.50 0.46470 0.31941 0.66096 0.08713  0.09414 0.352 0.236 0.510 0.070 0.190
632 joint 0.30 0.36616 0.22047 0.58274 0.09289  0.11837 0.252 0.144 0.417 0.070 0.086
p1 joint 4.00 5.55047 2.46004 1091789  2.18729  2.12348 5.025 3.142 7.728 1.172 1.263
P2 joint 3.00 3.71899 1.68613 7.41643 1.49432 1.67957 4.574 2.141 8.928 1.760 2.520
p3 joint 2.00 5.38398 2.00989 12.75632  2.87019  5.52838 2.817 1.270 18.788 4.544 1.052
ay joint 0.40 0.32715 —0.24163 0.78535 0.27351  0.25807 0.449 0.133 0.704 0.147 0.144
ap joint 0.50 0.44840 0.02347 0.74972 0.18929  0.23608 0.469 0.038 0.818 0.207 0.367
az joint 0.60 0.75636 0.35093 0.94594 0.15742  0.19790 0.585 0.141 0.969 0.236 0.205

5.3.3.3 Assessing the joint model performance under realistic grid covariate missingness

In the real data application, the only available satellite data is the response variable Soil Water
Index (SWI), while all the covariates (e.g., rainfall and temperature) from satellite data are not
available. To ensure the proposed model framework remains robust under this setting, a targeted
simulation study was designed to mimic the real data scenario. Specifically, we compare the
performance of the joint model in two situations: one where the grid covariates are available, and
another where they are completely missing. The point level data, including both responses and
covariates, are kept identical across both situations.

To reflect the structure of the real application, we fix the number of time points at k = 3. The
only difference between the two scenarios is the availability of the grid covariates. Table 5.5
presents the posterior summaries of the joint model parameters under two scenarios: with and
without the grid covariates. Each parameter estimate is listed along with its posterior mean,
standard deviation, 95% credible interval (defined by the 2.5% and 97.5% quantiles), and root
mean squared error (RMSE).

The results show that the joint model produces reasonably accurate estimates for the intercept
parameters o, ¢, and a3 under both scenarios. However, under the grid missing condition,
posterior uncertainty increases slightly, and RMSEs are higher, particularly for oz, which appears

more sensitive to missing grid-level covariates.

In contrast, the scaling parameters 1, 8, and 3 are more affected by missing grid covariates.
These parameters show greater posterior variability and higher RMSEs in the grid missing situa-
tion, indicating reduced identifiability when covariate information is incomplete.
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The spatial variance parameters 612, 622, and 032 are estimated reasonably well in both scenarios.
Although credible intervals are slightly wider and RMSEs slightly higher under the grid missing
situation, the estimates remain close to the true values, suggesting the model maintains robustness

for these latent fields’ variance terms.

However, the spatial range parameters p;, p2, and p3 are poorly recovered when the gridded
covariates are missing, with posterior means overestimating the true values and large RMSEs.
This suggests that the range parameters are structurally difficult to identify in this setting, likely
due to the fact that when gridded covariates are missing, the latent fields lose large-scale structure,

which might produce overestimation of p.

Finally, the temporal coefficients a1, a;, and a3 remain relatively stable between the two scenarios.
The posteriors and RMSEs change only slightly when gridded covariates are added in the joint
model, suggesting inference in the joint model is dominated by the point data.

In summary, the comparison suggests that the joint model is robust to missing grid-level covariates

and produces stable inferences even when covariate information is partially missing.

5.4 Real data application

In Chapter 4, the real data application is conducted using the spatio-only model, using soil mois-
ture data from a single day to investigate spatial dependencies across the whole study catchment.
This spatio-only data fusion model provides valuable insights into the models ability to capture
spatial variation, but does not account for temporal dynamics. In this section, the real data
application is extended by incorporating multiple days of soil moisture data, allowing for the
evaluation of temporal information in prediction modelling. By including data from multiple time
points, the spatio-temporal data fusion model aims to determine whether modelling temporal
dependencies alongside spatial correlation leads to better predictive performance on the real
datasets. Specifically, the temporal information enables the model to potentially leverage patterns
such as soil moisture persistence, seasonal effects, or delayed responses to covariates (rainfall).
Through this comparison between the spatio-only and spatio-temporal models, this section aims
to quantify the gains in prediction accuracy from the incorporation of temporal structure, thereby
providing deep insights into the advantages of spatio-temporal modelling for soil moisture data
fusion.

Figure 5.9 presents the one-day-ahead prediction map based on a 10-day training set from
06/05/2022 to 15/05/2022. It is noted that the grid covariates of the satellite data are missing,
so the only available information of the grid data is the response variable SWI. The left column
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displays the raw observations, the 95% prediction interval, and the mean predictions for the point
model, which reveals that the spatial pattern is strongly dominated by elevation. The grid model
captures more spatial detail due to its broader spatial coverage. The joint model, which integrates
both point and grid data, narrows the CIs of the prediction by using the strengths of both datasets.
Table 5.6 shows the posterior means along with the 95% credible intervals (2.5% and 97.5%
quantiles) for the spatio-temporal model with different time points (k = 3 and k = 10). The
parameters are grouped into intercepts, scaling parameters, spatial parameters, and temporal
coefficients. Each parameter is evaluated across three models (joint, point, and grid) within the
spatio-temporal model framework, with the model fitted for time points of k = 3 and k = 10. The
intercept estimates across the point grid and the joint model vary, and for most of the intercepts,
there is less uncertainty with k£ = 10 than with k = 3. The scaling parameters suggest that the
effects are different between k = 3 and k = 10, with the exception that 3 remains negative across
both values of k, suggesting a consistent negative effect. The range (p) and variance (o) also

vary a lot, and the temporal coefficients (a3) indicate strong temporal autocorrelation for y3.

The real data application reveals a trade-off between temporal autocorrelation and parameter
uncertainty in the spatio-temporal model. While increasing the number of time points (k = 10)
improves precision for parameters with strong temporal persistence (e.g., coefficients like a3),
it increases uncertainty for intercepts (03). The conflict reflects model structural constraints
introduced by more time points (sparse daily point data, weak identifiability or stronger spatio-
temporal interactions). In addition, the spatial range may change over time, yet the model assumes
it is fixed. For weakly identified parameters (e.g., B; and [3;), additional time points lead to unsta-
ble parameter estimation, while strongly autocorrelated temporal processes (a3 ~ 1) benefited
from more time points. The results highlight the importance of balancing model complexity with
data adequacy: more temporal data improves signals for dominant processes but increases noise
in hierarchical parameters, which needs careful prior specification or model redesign to stabilise

inferences.

Overall, increasing the time points does not guarantee decreasing the uncertainty for all parame-
ters. Adding more time points provides more repeated measures over time, which contributes
to the estimation of the temporal coefficients by capturing long-term patterns and reduces the
uncertainty of the parameter estimation (e.g., narrower Cls for temporal coefficients a). In Table
5.6, the a; of the joint model at kK = 10 has a posterior mean with a tight interval compared to
k = 3, where the Cls are wider. For example, when k = 3, the temporal coefficient a; from the
joint model is estimated at 0.53 with a 95% CI of (-0.46, 0.99), whereas for kK = 10, it increases
to 0.98 with a narrower CI of (0.94, 0.99). This indicates that the certainty in the temporal
coefficients improves as the number of time points increases in the model. In Table 5.6c, the
spatial parameters do not show decreasing uncertainty with the number of time points increasing,

which could be caused by introducing more parameters that may not be fully identifiable.
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Table 5.6: Parameter estimates with posterior means and 95% credible intervals, obtained by
fitting the point, grid and joint spatio-temporal data fusion models to the soil moisture data.

(a) Intercepts

Parameter k=3 ‘ k=10
oy joint —0.55(—0.59, —0.51) —0.30(—0.63,0.02)
oy point —0.55(—0.59, —0.51) —0.29(—0.42, —0.16)
(04] grid - -
o joint 0.18(—1.07, 1.42) 0.12(—0.17,0.42)
o point 0.12(—0.34,0.58) 0.02(—0.18,0.22)
o, grid - -
0 joint 0.29(—4.18,4.76) 0.17(—7.88,8.22)
03 point 0.33(—0.92, 1.58) 0.33(—4.30, 4.96)
o grid 0.42(—3.90,4.75) 0.22(—7.53,7.98)
(b) Scaling parameters

Parameter k=3 \ k=10
By joint —0.05(—0.50, 0.39) 2.51(2.18,2.83)
B point 0.01(—0.55,0.58) 0.11(—0.40, 0.66)
B> joint —0.81(—1.28, —-0.33) 0.60(0.38, 0.85)
B> point —0.07(—0.35,0.22) 0.27(0.15, 0.38)
B joint —0.85(—1.06, —0.63) —0.35(—0.52, —0.17)
B3 point —1.70(—2.18, —1.22) —1.18(—1.38, —0.98)
B grid —0.14(—0.69, 0.42) —0.14(—0.52,0.24)

(c) Spatial parameters (variance and range)
Parameter | k=3 | k=10
of joint 0.03(0.01, 0.07) 1.31(0.78, 2.07)
o} point 0.02(0.01, 0.05) 0.11(0.05, 0.20)
o7 joint 0.92(0.41, 1.82) 0.98(0.80, 1.18)
o3 point 0.92(0.61, 1.30) 0.93(0.80, 1.09)
o7 joint 2.89(2.09,3.91) 3.13(2.47,3.92)
o7 point 1.13(0.73, 1.69) 0.33(0.12,0.67)
o3 grid 2.84(2.05,3.87) 3.09(2.44,3.87)
p1 joint 4.2 x10% (1.3 x 10, 1.2 x 10°) 2.1x10* (1.5 x 10%,2.8 x 10%)
p1 point 3.6x10* (1.1 x 10%,9.8 x 10%) 4.3 x 10% (2.0 x 10*,9.1 x 10%)
p1 grid - -
P2 joint 8.1x10° (2.9 x 10°, 1.9 x 10%) 3.5%x10° (2.6 x 10°, 4.7 x 10°)
p2 point 1.8 x 10° (6.0 x 10%,4.3 x 10°) 9.2x10% (6.1 x 10%, 1.3 x 10°)
p2 grid - -
p3 point 7.8 x10° (3.5 x 10°, 1.5 x 10%) 8.3x 10*(3.7 x 10%, 1.8 x 10°)
p3 joint 6.2x 10° (4.6 x 10°, 8.4 x 10°) 1.1 x 10% (8.7 x 10%, 1.3 x 10%)
p3 grid - -
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Table 5.6: Parameter estimates with posterior means and 95% credible intervals (2.5% and 97.5%
quantiles), obtained by fitting the point, grid and joint spatio-temporal data-fusion models to the

soil moisture data. (continued)

(d) Temporal coefficient parameters

Parameter ‘ k=3 k=10

aj joint 0.53 (-0.46, 0.99) 0.98 (0.94, 0.99)
a point 0.36 (-0.51, 0.92) 0.33 (-0.20, 0.78)
a grid - -

ay joint 0.46 (-0.43, 0.94) -0.22 (-0.51, 0.07)
a, point 0.09 (-0.33, 0.48) 0.07 (-0.09, 0.23)
ap grid - -

as joint 0.98 (0.97, 0.99) 0.98 (0.97, 0.99)
asz point 0.05 (-0.51, 0.60) 0.92 (0.73, 0.99)
as grid 0.98 (0.97, 0.99) 0.98 (0.97, 0.99)

5.5 Conclusion

This chapter develops a spatio-temporal data fusion framework that builds directly on the spatial-
only model of Chapter 4. Key features in the model include latent Gaussian random fields with
Matérn spatial covariances extended over time via an AR(1) structure, and a fusion strategy that
integrates point-level and gridded remote-sensing observations. We assume separable spatio-
temporal dependence. To be specific, independent AR(1) evolves in time along with a stationary
Matérn covariance structure at each time point. Limitations of the current approach include the
fixed smoothness parameter in the Matérn covariance. After introducing the models (Section
5.2), we assess model predictive performance through a simulation study and real-data application.

The simulation study systematically evaluated the performance of point, grid, and joint models
across different numbers of time points (k = 3,7, 10,30), focusing on the model ability to estimate
parameters within the model, including intercepts (¢, @, 03), scaling parameters (B, B;), spatial
variances (02), and range parameters (p). The results show that increasing the number of time
points generally improves parameter estimation accuracy, with root mean squared error (RMSE)
and bias reducing very notably for parameters such as oy, o, B, and 3,. For example, the
RMSE for 3 decreases by around 35% when increasing from k = 3 to k = 30, highlighting the
worth of including temporal information for true parameter recovery and prediction accuracy.
However, not all parameters benefit from the increasing number of time points: biases in oz and
p are still there regardless of the number of time points, suggesting that these parameters may be
more sensitive to model assumptions or structural constraints rather than the amount of temporal

information available.

Among the point model, grid model and joint model, the joint model consistently shows the best
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performance. At k = 30, it achieves RMSE decreasing by 15%—-20% for scaling parameters and
10%—-15% for spatial variances compared to the point and grid models. The model benefits from
its ability to integrate spatial and temporal processes through a shared latent structure, making
it more robust when the data are sparse. In contrast, the grid and point models show greater
sensitivity to limited time points, with the grid model’s RMSE for p larger than that of the joint
model by roughly 25% at k = 3.

Adding more time points narrows posterior credible intervals for most of the parameters. For
example, the 95% ClIs for a; decreases from [—0.59,—0.51] at k = 3 to [—0.27,—0.16] at k = 30.
However, it does not solve the structural biases. Errors in parameters like o3 and p indicate that
simply increasing the number of time points cannot fully compensate for limitations in model

design, such as oversimplified temporal covariance functions or weakly informative priors.

There are several directions worth exploring. Model structure improvement, such as incorporating
spatially adaptive range parameters or higher-order temporal dependencies, may help address
biases in p and o3. Moreover, testing the model under non-stationary conditions and irregular
sampling strategies will be important to evaluate model generalisability. Finally, comparing this
model with benchmark deep learning architectures, such as spatio-temporal Transformers, could

offer valuable insights into balancing interpretability and predictive performance.

In summary, while increasing time points improves the predictive performance of the spatio-
temporal data fusion model, it also suggests model structure limitations that require methodology
innovations. The joint model outperforms the point model and grid model and can be regarded as
a robust choice for spatio-temporal data fusion. However, the residual biases suggest unresolved
challenges. Future work should focus on improving both computational scalability and model
flexibility to better support complex real-world applications.
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Chapter 6

Spatio-temporally constrained ensemble
learning with conformal prediction: A
distribution-free approach to

uncertainty-aware data fusion

6.1 Introduction

Spatial misalignment is a challenge when fusing datasets with different spatial supports, and the
existing literature gives several methods to address this issue. Traditional statistical methods,
such as Kriging (Stein, 1999), can do interpolation for point data and accommodate support
differences through adaptations such as block kriging. However, these methods require solving
a Kriging system for each data point, which leads to high computational costs. Additionally,
Kriging is limited by its strict assumptions and lack of flexibility, which makes it difficult to

capture complex, nonlinear relationships and interactions between variables.

Another model is the Bayesian hierarchical models (BHM), which provide a flexible framework
by incorporating latent spatial processes and explicitly quantifying uncertainty. This model struc-
ture can do seamless integration of data collected at different spatial scales through a three-layer
framework, which includes data, latent process, and parameter models. However, these models
can be computationally expensive, particularly when applied to large-scale datasets.

Recently, modern machine learning, such as neural networks and XGBoost, has overcome many
of these challenges with robust performance and efficiency (Chen, 2016). In this work, we
will focus on XGBoost because it performs well with limited data points (regularised trees)
and is fast with large-scale data (parallel boosting), which suits our real data application. It is

suitable for large-scale datasets, which plays the trade-off between optimised gradient boosting
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and parallel processing for fast convergence. The built-in regularisation helps reduce overfitting,
and it effectively handles missing data while integrating with multiple data sources. However,
its application to spatially misaligned data is limited because it does not inherently incorporate

spatial dependence structures or provide uncertainty quantification.

However, conformal prediction offers a robust framework for uncertainty quantification by pro-
viding prediction intervals which capture the true outcomes with a predefined probability level
(Shafer and Vovk, 2008). This approach is grounded in rigorous statistical theory, which ensures
that the estimated intervals have valid coverage properties even with minimal distributional
assumptions (Mao et al., 2024).

Chapter 3 introduces a framework to address spatial misalignment in spatial regression. Chapters
4 and 5 extend this to spatial-only and spatio-temporal data fusion models for point and gridded
data. Although these frameworks perform well in simulations and real applications, their compu-
tational cost is high. Therefore, this chapter proposes the development of hybrid frameworks that
integrate spatial-temporal information to bridge the gap between modern machine learning and
established statistical methodologies. We also propose a spatio-temporal conformal inference to
quantify the uncertainty. At the end of this chapter, we compare the predictive performance of a
modern machine learning approach (XGBoost with conformal prediction) against the established
BHM model (in Chapter 5).

6.2 Literature review

This section is a focused literature review limited to methods used in this chapter: XGBoost for
spatio-temporal data and conformal prediction for model uncertainty. The literature review of the
BHM and alternative ML methods is in the previous chapter.

6.2.1 XGBoost

Tree-based models have a long history in machine learning due to their interpretability and
adaptability. The modern gradient-boosting frameworks, such as extreme gradient boosting
(XGBoost), can be traced back to early decision trees. For example, Amedeo and Golledge
(1975) split data using features that maximise the gain in information. Still, this method has three
main disadvantages: It is easy to overfit due to its sensitivity to the training data, and it is not
stable because small data changes can lead to very different trees. It has limited prediction power
because a single tree fails to capture very complex patterns. To reduce the variance, Breiman
(1996) perform prediction using bootstrapped datasets. Breiman (2001) extend this by randomly
selecting features during splits to improve the model’s robustness. These methods reduce the

overfitting problem and make parallel training possible, but they lose interpretability and are
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computationally expensive for large datasets. Friedman (2001) develop gradient boosting as an
additive model trained using gradient descent in function spaces. The model builds an ensemble

of M trees to minimise a differentiable loss function .& iteratively.

But there are some limitations, such as being computationally expensive due to greedy split
search, no explicit regularisation (which will lead to the overfitting problem), and only relying
on first-order gradients. This method increases flexibility by using diverse loss functions and
improves accuracy by utilising multiple and deep trees to capture nonlinear relationships. The
Greedy tree-building makes it too slow for the large datasets, and there is no built-in regularisation

between the depth of the tree, and it performs poorly on the missing values.

Chen (2016) make critical improvements to GBM’s framework, which includes the regularised
objective function, second-order Taylor approximation, and approximate split-finding with gain

maximisation. The details of each improvement are as follows:

1. Regularisation: Explicit control of model complexity via y and A.
2. Second-order optimisation: Faster convergence using Hessian-aware updates.

3. Efficient splitting: Approximate algorithms reduce computation from &'(n) to &'(1/n) per
split.

XGBoost has a great performance in modelling structured data and non-linear relationships,
which makes it a popular method for many predictive tasks. Existing studies show XGBoost’s
ability to integrate the spatial-temporal features (e.g., lagged variables, geographic coordinates) to
model spatial-temporal dependencies that traditional statistical methods struggle to capture. For
example, studies in environmental monitoring and urban planning have successfully combined
XGBoost with spatial interpolation techniques (e.g., kriging) to enhance prediction accuracy
(Wong et al., 2021; Wang et al., 2023). However, a key limitation of XGBoost is that it lacks
an inherent spatial-temporal structure to capture the spatial dependence (such as the adjacent
matrix). While XGBoost has advantages in interoperability and scalability, existing studies
point out that XGBoost is insufficient to capture spatial-temporal patterns (Meyer and Pebesma,
2022; Jemeljanova et al., 2024). To address this, a hybrid modelling framework is needed, such
as combining XGBoost with domain-specific spatial-temporal dependencies. Dai et al. (2023)
implement the XGBoost on multiple data sources for prediction, but they only use the point
sensor data. Some other studies use grid satellite data without considering the nature of the grid
data (Shetty et al., 2024).

6.2.2 Conformal prediction

Conformal prediction (CP) is a distribution-free, model-agnostic framework for generating sta-
tistical prediction intervals with coverage guarantees. Based on algorithmic learning theory, it
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bridges frequentist statistics and machine learning, offering an approach to uncertainty quantifica-
tion. This review traces its theoretical foundations, key advancements, and practical applications.
Conformal prediction can be traced back to the work of Vovk et al. (2005), which is inspired by
transductive inference and online learning principles. The framework was formalised in the con-
text of confidence machines. Let Zcq1 = {(x;,y:) }/2; be the held-out calibration set, and define the
calibration scores S; = s(x;, i) (e.g., Si = |yi — f(x;)|, or S; = |yi — f(xi)|/6(x;) for a studentised
score), i = 1,...,m. CP uses a nonconformity measure (e.g., prediction residuals) to quantify how
strange a new example is relative to a calibration set. It then constructs prediction intervals by
thresholding these scores to obtain a target coverage 1 — c. Given calibration scores S; = s(x;,y;)
(e.g., s(x,y) =y —Ff(x)) fori=1,....m, set §;_q = Quantile[(41y(1—a)) /1) {S15 -+ Sm }
and define Gy (x) = {y: s(x,y) < §i—q«} (e.g., ¢ = 0.05 = 95% coverage). The key theoretical
guarantee is the marginal coverage and exchangeability assumption. CP assumes data points are

exchangeable (a weaker condition than i.i.d.), making it robust to many real-world scenarios.

The key theoretical guarantee is the marginal coverage: For exchangeable data, CP guarantees
that the prediction interval contains the true label with probability 1 — « :

P (Yiest € C (Xiest)) > 1 — 0,

where « is the significance level and C is the conformal prediction interval which maps an input
Xiest to a set of outputs.

Compared to the traditional methods, CP has two advantages. Firstly, CP has a distribution-free
marginal coverage guarantee, unlike the Bayesian methods, which require likelihood specifi-
cations. Secondly, CP is model agnostic, which means it is compatible with complex model
frameworks such as support vector machines (SVMs) and neural networks without asymptotic
approximations. However, it comes with some requirements: it requires the exchangeability of
the data, and the guaranteed coverage may sacrifice the width of the intervals. Additionally, full
CP is expensive for large datasets due to the recalibration across observations in the test set.

A recent study (Lou et al., 2024b) introduces distance-decaying geographic weights to CP to
relax strict exchangeability through localised calibration, which prioritises nearby calibration
data points (aligned with Tobler’s First Law of geography). The method bridges traditional CP’s
theoretical guarantees with the geospatial data structure. The key adjustment of this paper is the

weighted quantiles, which are defined as follows:

m
GeOQuantﬂel_g (utest , Vtest ) = Quantile 1—¢ (Z Wi (utest , Vtest ) . 606,')

i=1
The main idea is that prediction intervals are computed using a geographically weighted empiri-

cal distribution of nonconformity scores. Additionally, the uncertainty varies spatially, which
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reflects local data density and spatial dependence (e.g., higher uncertainty in regions with sparse

calibration data).

6.3 Methodology

XGBoost, a tree-based ensemble learning algorithm, is selected for its robust performance in
tabular data regression tasks. It can model nonlinear relationships and has the flexibility to
accommodate heterogeneous features. In addition, XGBoost supports the use of custom objective

functions, which enables the integration of domain-specific constraints such as spatial smoothness.

The aim of this approach is to generate spatially continuous soil moisture predictions with
uncertainty quantification. To achieve this, we combine XGBoost with a spatial penalty loss to
capture spatio-temporal dependence and conformal prediction to provide reliable uncertainty
quantification. This section lists all methods used in the chapter: an adapted XGBoost with a
custom loss function for spatial smoothness, K-nearest-neighbours to turn sensor point values
into gridded values by averaging the k nearest sensors to each cell, and conformal prediction for

uncertainty quantification.

6.3.1 Geo XGBoost

To account for spatio-temporal dependence in the data, we construct an adapted XGBoost. The

original XGBoost setup will be introduced first, and then a custom loss will be detailed.
The XGBoost model forms an ensemble prediction as:

K
y=90x)=Y fix), fPez, (6.1)
k=1

where f is a tree parameterised by its structure and leaf weights, and prediction is the sum of the
leaf weights reached across all K trees.

XGBoost minimises an objective function that is the sum of a loss term and a regularisation term:

K
k=1
J
'Q‘(f) =vJ/+ % Z leeafj;
j=1

where J is the number of leaves in the tree, Wieaf; is the leaf weight, and y and ﬂxgb are regularisa-

tion parameters.
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At iteration ¢, the prediction is updated as follows:

1 =30 4 f(x)

Using a second-order Taylor expansion, the approximate objective function at iteration ¢ is:

where g; = 3yi‘ (-1) = T g’

6.3.1.1 XGBoost with customised loss function

In the default form of the XGBoost in Eq.(6.1), XGBoost minimises the following regularised
loss:

K

i —9)*+ Y. Q(f) (6.2)

1 k=1

oiﬂstandard ()7 Y ) =

-

1

where ¥; is the prediction for sample i, y; is the true value, and Q(f;) is a complexity penalty
on each base learner f;. However, it does not account for the spatial structure of the prediction

domain.

To be specific, the total objective at iteration 7 is:

t

2O = Y10 57V ) + Y Q)
i=1

k=1

Vv
each sample i loss

The XGBoost computes g; and &; for each i in isolation, then build trees using sums

Ge=Y, & Hi=Y h

icleafl icleafl

when calculating the optimal weight for leaf /.

Because the loss function is applied independently to each sample i, the partial derivatives
A

0 (xi)df (x)) o

diagonal. XGBoost only uses those second derivatives.

are 0 when i # j. Thus, the Hessian matrix with respect to the prediction vector is

_ azl(yia)/)\i)

a2
95; =Y

h;

to decide how to split and assign weights to each tree.
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The non-diagonal Hessian would denote interactions between samples. For example, the off-
diagonal entries H;; # 0 denote the curvature of the loss for sample i that depends on sample j’s

prediction. That breaks the assumption on which XGBoost is built (loss separability).

Our new contribution is the addition of a graph-Laplacian smoothing term to the XGBoost loss
function. This penalises rapid changes between predictions at neighbouring locations, yielding
spatially smoother maps. A common choice is a quadratic (Laplacian-type) penalty (Shi and
Malik, 2000):

. A N a2
Spatial-penalty = 5 Z Z wij (5i—9;)", (6.3)
i=1j=1
where A > 0 is a hyperparameter controlling how strongly smooth across neighbours, and
w;ij = wj; are symmetric non-negative weights (w;; = 1 if i, j share a border or lie within some

radius, else 0). Thus, at iteration ¢, the overall objective (for fitting the next tree f; ) becomes:

+ 20+ B (6.4)

spatial

data

n

Ly = “L! (v Y). (6.52)

>~’ |

I

Lol = 2L (504 ) (50" )] (6.5b)
L = kzlmfk). (6.5¢)

where Q(f) in Eq.(6.5¢) is the usual XGBoost tree complexity regularisation for a single leaf f.
The data-loss term (decomposes over i) and the spatial-penalty term are defined in Eq.(6.5a) and
Eq.(6.5b), respectively.

Then we need to derive the gradient and Hessian. XGBoost’s split-finding and leaf-weight
formulas rely on two items for each training example i at iteration z. In standard XGBoost loss

function, because the data loss ¢ (y;,¥;) is separable across i, we have

i I9; fym gD o 9y §mg '

glat) _ Ll (yi, i) ldaw) _ 9%( (y;, i)

But with the spatial penalty term, y; and y; are joint. So we can compute the gradient of the

(1—1)

spatial item to y; (holding ¥; constant when j # i ). When we differentiate by . "/, the spatial

penalty term in Eq.(6.5b) gives
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J |4 S1=1) o= " (o1 =)
e CRE R N R C )
XGBoost’s split-finding algorithm does not use off-diagonal Hessian entries (it only expects
a diagonal Hessian for efficiency). Putting it all together, for each sample i, the gradient and

Hessian contributions are:

Data-loss part

(dat@) _ 9% (vi, 1)
fmgf 99;

(data) _ 9L (i, i)

: dPi

Therefore, the total gradient and diagonal Hessian to XGBoost at iteration ¢ are:

Gradient .
() _ 940, 5i)
Bi dPi

- (1-1)  o(1-1)
oy T2A Y wij (% —7J; > :
)A’i:)?i j:l

J/

TV TV
(data) g(spatial penalty)

i i

Diagonal Hessian

920 (v;,9; u
h(t): ({lzvyl) +2)‘ZWU7
ay; o o) ~
l i=J; j=1
h(;;a) h(spati;rpenalty)

i i

where w;j = wj;, w;; = 0.

6.3.2 K-Nearest neighbours interpolation

The K-Nearest Neighbours (KNN) algorithm is typically used to interpolate values at unobserved
locations based on a set of observed data points (Peterson, 2009). Let Z = {(x;,y;)}/_, be the
set of n observed samples, where x; € R? denotes the spatial location and y; € R denotes the
measurement. For an unobserved target location x*, KNN interpolation proceeds in two main

steps:

Neighbours selection
Compute the Euclidean distance from x* to each observed point:

d(x*,x;) = [|x" —xil|p, (6.6)

where || - ||, is the £, norm (commonly p = 2 for Euclidean distance). Sort the distances and
select the K points with the smallest d(x*,x;). Leti(y),i(),..-,i(,) be a permutation of {1,...,n}
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such that

With these neighbours, the interpolated value is
),)\* o Zie/VK(x*) Wiyi
Yic g () Wi

1
(d(x*,x;) + €)%’

w; =

(6.7)

(6.8)

where o > 0 controls how rapidly influence decays with distance (often @ =2), and € >0isa

small regulariser to avoid division by zero when x* coincides with a sampled location.

6.3.3 Conformal prediction

Conformal prediction wraps any model to give distribution-free prediction sets with a chosen

coverage level, using a held-out calibration set. This assumes the data are exchangeable. Given

data Z; = (x;,yi),i=1,...,n, and a new covariate vector x, |, the aim is to construct a distribution-

free (1 — o) prediction set for y, 1, where o is the miscoverage rate. To be specific, split the

data into a training set Py, and a disjoint calibration set Zca1 = {(xi,yi) }7*;, where m denotes

the number of calibration scores. Fit a predictor f on Z,i, and compute residual scores on

calibration:
Si = |yi— f(xi)],

From the finite-sample quantile

(x,-,y,-) S -@caly I= 1,...,m.

#i: S <t +1
Zjla:inf{t: lizSisti+ zl—a}.
m+1

The (1 — ) conformal prediction set for x,; is

Ca(er—l) = {y: b’_f(er—l)l < qu—oc} = [f(xn-i—l) —q1-a; f(er—l) +91—o¢}-

If the calibration examples and the test point are exchangeable, then

P{Y,+1 € Ca(Xnt1)} > 1—a.
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6.4 XGBoost experiment design

To systematically evaluate XGBoost for spatio-temporal prediction and ensure reproducible
results, the experimental design includes four parts: data preparation (to control data quality),
feature engineering (to encode the general predictor and spatio-temporal structure that the
XGBoost learner does not model directly), prediction setup (to set the steps for how to make the
prediction properly), and validation strategy (to obtain unbiased model performance and coverage

estimates under spatial and temporal dependence).

6.4.1 Data preparation for XGBoost

Like other gradient-boosting model frameworks, XGBoost assumes a fully complete feature
matrix (no missing elements in the matrix) to build decision tree ensembles efficiently without
introducing spurious splits. Although XGBoost can handle missing values in its tree-building
process (Chen, 2016), this approach is particularly effective when the missingness itself carries
meaningful information. However, in most environmental sensor networks, data gaps typically
come from device failure or maintenance rather than a hidden pattern. Chen (2016) explains how
XGBoost handles missing values during the construction of decision trees. While XGBoost can
assign a default direction for missing values at each split, the most reliable approach is to handle
these missing values before constructing the tree. This is recommended to avoid treating missing
values as a separate branch, which can negatively impact performance if the missingness is not
naturally informative. Therefore, it is often recommended to impute or interpolate missing values
before modelling (APXML).

In real-world scenarios, spatio-temporal environmental datasets, such as soil moisture readings
collected from multiple sensors, often contain missing values (e.g., Figure 6.3). This can happen
due to device failures, maintenance issues, or errors on specific days. When a single sensor fails
to provide a reading at a given time point, it creates a gap in the time series at that location. This
missing data also disrupts the uniform (location x time) panel table needed for calculating lag
terms and neighbour-based features.

To prepare the data for XGBoost, we need to create a comprehensive panel table that explicitly
lists every (location x time) pair across the entire period. This table will indicate any missing
values, followed by temporal interpolation and edge-filling methods for estimating those missing
data points at the two boundaries. It’s essential to ensure that each sensor site provides consistent

inputs every day during the modelling window.

We categorise missing values into two cases based on the duration of the missing data. If a sensor
has gaps of three consecutive days or fewer, we estimate the missing measuring values using

cubic interpolation (Lam, 1983). If it has more than three consecutive days with missing values,
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then those days are excluded from the modelling and are skipped. Cubic interpolation is chosen
because it is suitable for environmental data and has several benefits. Unlike linear interpolation,
which focuses on sharp changes at every observation, cubic spline interpolation ensures that both
the first and second derivatives are continuous across different observations. Since the environ-
mental data, such as soil moisture and other environmental variables, often change gradually
over time, a twice differentiable approach can more accurately reflect the underlying physical
processes. In addition, real environmental processes rarely change at a constant rate. Therefore, a
piecewise cubic polynomial can be flexible enough to capture the local increases or decreases in

trends, resulting in a more realistic curve rather than straight segments.

Furthermore, for gaps with small intervals, cubic splines have flexibility without overfitting. This
means they can smooth out noise while keeping important dynamics. Lastly, solving the cubic

spline is computationally efficient, with a complexity of &'(n) where n is the size of the input.
For each interval [;,7;1 1], we fit a natural cubic spline defined as

Si(t) = ai(t —1;)* + bi(t —1)* + ci(t —1;) + d;,

ensuring continuity in the function and its first two derivatives at each knot, along with natural
boundary conditions where S”(t9) = §”(t,) = 0 (Keys, 1981). Any sensor that shows a single
continuous gap longer than three days will be removed from further modelling, as the longer gap
cannot be reliably interpolated and may introduce bias. The training set and test set are always
split by date before the imputation. Then, all imputation parameters are learned on the training
set and passed to the test set to avoid data leakage. In LOOCYV, we repeat the same procedure

within each fold to ensure that no future data leaks into the model training.

In summary, while XGBoost can handle missing values by assigning a default direction during
splits, spatio-temporal sensor readings frequently have gaps. Therefore, creating a complete
data panel and filling in missing values is an essential step for developing a reliable XGBoost
spatio-temporal model. With all features available for each sample, XGBoost can focus on
learning real relationships, such as how today’s soil moisture depends on yesterday’s readings

and the spatial correlations, without worrying about arbitrary missing values in the dataset.
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Figure 6.1: Time series of daily volumetric water content (VWC) for all soil moisture sensors
from 2022-01-01 to 2022-05-28.
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Figure 6.2: Time series of daily change in VWC (A VWC) for all sensors from 2022-01-01 to
2022-05-28
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preparation, Figures 6.1 and 6.2 present the time series of volumetric water content (VWC) and
its daily change (A VWC) for all sensors, spanning from January 1 to May 28, 2022.

6.4.2 Predictor construction (spatio-temporal features)

We transform the variables in the soil moisture dataset into predictors and fuse multiple sources,
including in-situ sensors (VWC), satellite soil moisture product (SWI), meteorological variables,
and elevation, to maximise XGBoosts model power for fine-resolution mapping. We then trans-
form features that the model can use: encode categorical variables, build local VWC summaries
(e.g., KNN), and create lagged rainfall covariates. These spatial and non-spatial features help
the trees learn cross-variable relationships and yield a high-resolution soil-moisture model that

leverages the strengths of each source.

The XGBoost model inputs combine multiple sources of data:

* Satellite data: Soil Water Index (SWI) at time ¢, available on a coarse grid.

* Satellite patch: the 3 x 3 neighbourhood around the sensors grid cell, flatten into an array
to make fully use of the rich spatial satellite data.

* Meteorological data: Daily rainfall (both current and lag-1), and soil temperature from

nearby weather stations.
» Topographical data: Elevation at each prediction location.
* In-Situ observations: VWC from ground sensors, used for training and evaluation.
* Spatial features: Easting and northing coordinates to capture spatial trends.

* Local VWC: To incorporate neighbourhood information into the XGBoost model, we
compute a local VWC feature by averaging the readings of the four nearest sensors

surrounding the target sensors.

Table 6.1: summary of input spatial and aspatial features used for soil moisture prediction

Category Features

In-situ sensor observations Volumetric Water Content (VWC), Soil Temperature
Satellite images Soil Water Index (SWI)

Meteorological covariates Rainfall (current day), Rainfall (lag-1 day)
Topographical variables Elevation

Geographic coordinates Easting, Northing, Local VWC

All spatial and aspatial features are interpolated onto a common prediction grid of size 100 x 100
using KNN (with k = 4) for fine-resolution map prediction. The XGBoost target variable is
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the daily change in VWC, namely, the difference in VWC between two consecutive days. The
target is AVWC; = VWC, ;1 — VWC,. We model the daily change AVWC; because it captures
short-term dynamics and is less affected by level bias. Since day-to-day levels often vary little,
which makes direct level modelling harder, so we predict the daily change and recover the next
day via VWC;;1 = VWC; +AVWC, .

6.4.3 Prediction setup

The aim is to predict next-day VWC. The model is trained on features on day ¢ and the final
prediction is obtained by applying the reverse transform VWC,,; = VWC; +AVWC;. The
training set is constructed using a rolling multi-day window to increase the sample size and
capture temporal variability. All features are interpolated to fine-resolution features using KNN,
and these KNN-interpolated features are then passed into the trained XGBoost ensemble. Each
decision tree in the ensemble applies its learned splits to generate a soil moisture estimate at
every fine-resolution point. By combining the spatial continuity offered by KNN with XGBoost’s
ability to model complex, non-parametric interactions, the fine-resolution map reflects the local
variability and relationships captured during XGBoost training.

6.4.4 Hyperparameter tuning and validation strategy

To assess the predictive performance of the XGBoost data fusion model, we use two complemen-
tary validation strategies and select the spatial-smoothing hyperparameter A by cross-validation.
First, for temporal robustness, we apply rolling time series cross-validation: the model is trained
on past windows and validated on subsequent periods to ensure it captures evolving dynamics
across time. Second, for spatial generalisation, we use leave-one-sensor-out cross-validation.
In each iteration, one in-situ sensor is held out during training and used only for testing, which
evaluates the models ability to predict at unseen locations.

6.4.4.1 Rolling time series cross-validation
We use a rolling split: 30 days for training, 14 days for calibration, and 1 day for testing across
the study period.

f € {2022-01-31, ...,2022-05-28}.

For each test day #;, we train the model on the previous 30 days and then predict on day #;,. We

slide the window forward one day at a time and repeat for every single day in the selected period.

{t,=30,...,66— 15} | {tr—14,.... 6, — 1} — {1}
N 7 1N 4 ~—

training (30 days) calibration (14 days) test
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We compute the one-day-ahead prediction J; and save the fold RMSE:

RMSE;(4) = \/ (3 — 9,) "

Aggregating over N folds gives

N
CV_RMSE(L) = Z Vi, — y,k

This rolling CV approach considers the temporal pattern and avoids data leakage (Bergmeir and
Benitez, 2012).

Global A selection

A in Eq. (6.3) controls the strength of the spatial-smoothing penalty. It balances data fitting and
smoothness. For the final model, we selected a single global regularisation weight, denoted as 1%,
by minimising the average one-day-ahead RMSE across all rolling windows instead of tuning
separately for each day. Specifically, for each candidate A from a grid defined as

A={107%1073, ..., 10%},

We compute a cross-validation score using the 30-3-1 split

{D-33,..., SRR

train (30 d) Vahdatlon 3d test (1 d)

and define

CV RMSE(A) \/Zk|vk| Z Z (yt_yAt()L)>2, Vi = {Dk—3,Dk—2,Dk— 1}

tevy

We then choose
A* =argminCV_RMSE(L).
AEA

We first select a single global A* on an earlier calibration period (2021-12-01 to 2022-1-31)
and then fix A* for all following one-day-ahead predictions. With 1* fixed globally, we retrain
each 30-day model using this value and produce the one-day-ahead predictions for day D for the
whole study period. This strategy reduces overfitting in hyperparameter selection and improves
reproducibility (Cawley and Talbot, 2010), while ensuring that no test-day information is used
for tuning. By fixing A* globally, we maintain consistent smoothing and reduce the risks of
instability and overfitting associated with tuning on a per-day basis, while still capturing the

spatial penalty that enhances average prediction accuracy compared to the default loss.
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Per window A tuning

An alternative way to choose A is to pick

1
A¢ = argmin RMSE}* (1), RMSE*(A)=,|— Y (- yAtM))z,
AEA |Vk| (=

independently for each fold k. However, this validation approach

* increases computational cost,
* may overfit to the noise in the short time window,

* slightly complicates the comparison across multiple days.

6.4.4.2 Leave one sensor out cross-validation

To evaluate spatial generalisation and prevent overfitting to a specific sensor, we enhance the

temporal cross-validation with a leave-one-sensor-out (LOSO) approach:

l. Let. ={1,..., p} index the set of p sensors.
2. For each sensor s € .7

(a) Remove all observations from sensor s from the training data.

(b) Train the XGBoost model on the remaining p — 1 sensors, using the same 30-day
rolling windows, filling gaps < 3 days by cubic splines and dropping any window
with a gap > 3 days.

(c) Produce one-day-ahead prediction for sensor s over its available dates in the evaluation

period (2022-01-01 to 2022-05-28).
(d) Compute the sensor-specific RMSE:

10
RMSE, = VZ(ys,f—yAs,i)z,

S i=1
where N; is the number of heldout days for sensor s.
3. Aggregate performance across sensors:

12
LOSO_RMSE = — ) RMSE;,

s=1
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This LOSO-CV evaluates how well the model can predict at an entirely unknown sensor location,
to test the spatial bias introduced by the Laplacian penalty. It has been used in environmental

sensor network studies to quantify spatial transferability (Cressie, 1993).

These two validation strategies comprehensively assess both the temporal and spatial stability of

high-resolution soil moisture predictions.

6.5 XGBoost point data and grid data fusion

This experiment estimates soil moisture over the catchment by integrating sparse in-situ sensors,
satellite gridded data, and environmental covariates (e.g., rainfall, temperature). The main
prediction task here can be formulated as a supervised regression problem, where the target is the
volumetric water content (VWC) at each spatial location. We use XGBoost and encode spatial
structure by adding a spatial-smoothness penalty to the loss function so neighbouring locations
have smoother predictions. The uncertainty is quantified via spatio-temporal, locally scaled
conformal prediction. Both same-day (¢) and one-day-ahead (¢ + 1) predictions are considered in

this experiment.

6.5.1 Implementation of the XGBoost’s custom loss function

XGBoost’s standard objective in the loss function does not account for spatial autocorrelation
among sensors. To borrow strength from nearby sensor measurements, we modify the loss

function with a spatial penalty (See Section 6.3.1 for details). The steps are:

1. Define neighbour relations. For each sensor i, find its K nearest neighbours by geographic
distance. We form a binary adjacency matrix A, which is widely used in many spatial
models (Cliff and Ord, 1981).

4 1, ifsensorje€ A4},
ij = .
0, otherwise,

where 4} is the set of the K closest sensors to i.

2. Weight by distance. However, the sensors lie on an irregular, sparse network rather than
a grid, encoding neighbour relations only based on the adjacency matrix, which ignores
the information on the distance between sensors. Therefore, we not only consider the
adjacency but also include the distance of different neighbours. To make the actual
Euclidean neighbour distances d;; influence, we encode them into W;;. For example:
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, e Mx(i),
VV” — dij+8 J K()
0, otherwise,
1
Wij :Aijclij—+n’ dij = [|xi —x;],

with 1 > 0 small to avoid division by zero.
3. Normalise to a matrix. Let

W,‘j

N
Di=Y wij, wij=-L.
iE ij
; D;

J
In matrix form, if W = [w;;] then W = D~'W with D = diag(D;).

K
L) =Y (fi=y) + 2 wii (fi— i)+ ) Qfe)-

i ij k=1

4. Add a spatial penalty to the loss. Denote by p € RY the vector of raw tree ensemble
predictions (one per sensor). We add

A Y A
-i/ﬂspatial = _Z Wij (Pi_pj)2 = 5
23 j=1 2

where A > 0 controls the strength of spatial smoothing.

Nearby sensors share rainfall and soil properties, so their residuals should be similar. Averaging
across neighbours filters out sensor noise. If one sensor fails, its prediction is drawn toward its
neighbours rather than relying solely on its past.

To ensure the robust estimation of the penalty term A in the customised loss function, we compare

two alternative tuning schemes (Details are provided in Section 6.4.4):

1. Global A: choose a single A once, using all rolling windows.

2. Per window A: retune A separately for each 30 day training window.

6.5.2 Validation strategy 1: Cross-validation on multiple time points

Soil moisture exhibits complex temporal dynamics, and as its variability shifts over time, the
model performance accuracy also rises and falls across different test time points. To thoroughly
evaluate how the customised loss function performs under these real-world conditions, which

are characterised by measurement noise, sudden hydrological changes, and seasonal patterns, a
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data-based cross-validation scheme is employed. Specifically, a whole month of data is selected
as the test set. By comparing performance metrics (e.g., RMSE and R?) across these test time
points, we can quantify the loss function’s ability to learn varying variance and quantify the

impact of sudden changes.

Assess the temporal (marginal) validity and stability of our spatio-temporal conformal procedure
across a sequence of test days, rather than on a single date. This shows both the long-term
coverage level and its daily variability in non-stationary weather conditions. All evaluation
metrics are computed on the test set only. This strategy targets marginal validity over time;

per-site conditional validity is assessed separately in the per-sensor scheme.

6.5.2.1 Naive model

The naive baseline assumes tomorrow’s VWC equals today’s VWC, providing a simple error
metric that any prediction model must beat. We use RMSE to measure the average size of
one-step-ahead errors. The baseline’s RMSE thus sets a threshold: a more advanced model
must be below it to add value. By comparing the RMSE for both the XGBoost model and the
naive baseline on the same test data, we establish a clear performance floor: only a model with a
lower RMSE can be said to capture real soil moisture patterns. To be specific, we can plot the
error distribution of each method and examine its performance by sensor (EUI) or environmental
condition. This reveals where the data fusion model truly outperforms persistence, guiding further
feature engineering and hyperparameter tuning. The RMSE for the naive one-step error are

defined as follows:
Naive model for the temporal cross-validation

In the naive benchmark, tomorrows soil moisture is assumed to be equal to todays:

~naive

Yeg1 = Vt-

The one-step-ahead forecast error is

. Anaive __
€r+1 = YVe+1 = Vet1 = Vr+1 — V15

The prediction accuracy is measured by the RMSE:

N—-1

1 2
RMSE zive = m (yt—i-l _yt) . (6.9)
1

1=
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Figure 6.4: Selected global regularisation parameter A used for all sensors from 2022-01-01 to
2022-05-28 under temporal cross-validation. The same value of A is applied across all training
windows and sensor locations, providing a baseline with a fixed degree of spatial smoothing.
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Figure 6.5: Temporal cross-validation using a single global regularisation parameter A shared
across all sensors, for the period from 2022-01-01 to 2022-05-28. This setup assumes a constant
degree of spatial smoothing over time and across the network, providing a baseline for comparison
with schemes that allow A to vary by window or sensor.

Figure 6.5 presents the RMSE of XGBoost models trained with both the default and a custom
loss function. The custom loss incorporates a global A chosen by minimising the average one-
day-ahead RMSE across all rolling windows (see Figure 6.4 as an example). At the very small
A values, the spatial penalty is switched off, so the two XGBoost models are identical, and the
RMSE of XGBoost with the default loss is similar to the RMSE of XGBoost with the customised
loss function. It is noted that the RMSEs are not completely the same, possibly because of
randomness or the way the custom loss is computed. As A increases to the moderate range, the
customised loss function begins to penalise rapid spatial change of the target variable, which
somehow suppresses over-fitting to the noise and drives the customised loss RMSE below the
default loss of the RMSE. However, if the A increases to a very high value, the model pushes the
smoothing to the predictions, which introduces bias and causes the RMSE to increase again. The
RMSE shows a very classic U-shape curve: a steep plateau at low A, a lowest bottom point where
the regularisation is absolutely right, and a sharp rise again at large A where the under-fitting
dominates the training process. At the same time, the default loss function curve remains flat
across all the A, since it does not consider the spatial penalty. In the upper panel (training set) of
Figure 6.5, the RMSE for the model with the custom loss fluctuates widely, showing that a single
global A cannot optimise prediction performance for every single day. It trades some pointwise
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accuracy for regularisation, to reduce overfitting and improve generalisation. In the lower panel
(test set) of Figure 6.5, however, the custom loss model often outperforms the default loss model,
achieving lower RMSE values and confirming that XGBoost gains predictive benefit from the

customised objective from the temporal perspective.
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Figure 6.6: Temporal cross-validation using different A for each window for all sensors from
2022-01-01 to 2022-05-28
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Figure 6.7: A for temporal cross-validation using different A for each window for all sensors
from 2022-01-01 to 2022-05-28

Figure 6.6 shows the RMSE for the custom loss and default loss, and the naive RMSE with the
best A for each time window. Figure 6.7 shows the best A for every time window for each test
day. The A varies a lot from day to day, which shows the sudden change and non-stationarity of
the soil moisture data. The RMSE of the customised loss function XGBoost is constantly smaller
than the RMSE of the default loss function, which means the custom loss (extra regularisation)

helps to smooth out the noise.

We evaluate the XGBoost model in an out-of-sample setting using a rolling 30-day training
window to generate a one-day-ahead prediction for each day in the period January 2022 to
May 2022. Specifically, for each test day ¢, we train on the immediately preceding 30 days
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{t —30,...,t — 1}. Because the number of active sensors can be missing at different time points

(in Section 2.1), we use the following data quality filter on each time window:

1. Drop the sensor entirely within that window if any gap of missing observations exceeds

three days.

2. Otherwise, fill all gaps of up to three consecutive days using cubic-spline interpolation.

After applying the data quality filter, we obtain valid one-day-ahead predictions for each r €
{2022-01-01,...,2022-05-28}. We then compute the test-set RMSE as

1N
RMSE v = \/ N Z (yz' _Yifl)z
i=1

as per equations (6.9). Figure 6.6 shows that for most test days, the model’s RMSE lies below

the naive RMSE, which demonstrates consistent outperformance of the baseline predictor.

6.5.3 Validation strategy 2: Leave one sensor out cross-validation

To further assess the loss function on the spatial generalisation, we conduct a leave-one-sensor-
out cross-validation on a single day that captures the spatial variation. For each sensor, we
remove its value and train the model on the remaining sensors. It is noted that although spatial
cross-validation is usually used to account for the fact that close data points show similarity to
each other than distant points to avoid overfitting of the spatial autocorrelation for the spatial
datasets (Roberts et al., 2017), it is not always necessary to do so consider that we only got 22
(maximum, but most of the time at least one of them is missing) sensors. They are so sparse
that even the spatial autocorrelation is hard to spot from them. In other words, if we spread out
so widely that there isn’t a clear spatial structure to exploit, if we still try to form any spatial
blocks, it will end up with just a few folds of uneven size, and each fold will throw away most
of the data, which will make it even harder to tune the A and get stable and reliable estimates.
By using the leave-one-sensor-out method instead, we still test on an unseen location but retain
as much data as possible in each training set, providing more trustworthy measures of how the
penalty term behaves at each site. The main goal here is to figure out how each sensor reacts
to the penalty term A and to test model predictions at entirely unseen locations. Within each
fold, we split those training sensors into a sub-training set and a small validation set to tune the
penalty term A hyperparameter of our custom loss function, selecting the value that minimises
validation RMSE. With A fixed, we retrain all the remaining sensors and predict soil moisture at
the held-out location, then calculate the root mean squared error (RMSE) against the true values.
Repeating this for every sensor yields an optimal A per sensor location, revealing how noisier or
more dynamic locations demand different regularisation strengths and measures how accurately
the loss function supports predictions at an entirely unseen point. This method not only uncovers

the spatial sensitivity of A but also demonstrates the loss function’s ability to maintain robust
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performance across the full sensor network.

We tune the spatial smoothness penalty parameter by leave-one-sensor-out cross-validation
(LOSO-CV), selecting a single global value A* and using it for all the other sensors. It is noted
that the neighbour matrix W is rebuilt inside each fold using only training sensors to avoid using
the held-out sensors information. Rows of W are normalised to sum to one, and the diagonal is
zeroed, ensuring the penalty scales comparably across sensors. Because the penalty trades bias
for variance, training RMSE typically increases with A, while test RMSE follows a characteristic
U-shape; the chosen A* lies near the curve.

Naive model for the spatial cross-validation

In the spatial naive benchmark, the soil moisture at the heldout sensor is assumed to equal the

value interpolated from neighbouring sensors at the same time:

anaive __
Vs =Y Sinterp *

The prediction error is

_ anaive __
€s =Ys — Vs _ys_ysimerp’

And its accuracy is measured by the RMSE:

1 N
RMSE,ive = \/ﬁ Z (yi _yiinterp)z'
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Figure 6.8: Leave-one-sensor-out cross-validation RMSE at each sensor location, comparing three
settings: (1) Default XGBoost, which uses the built-in loss function and default hyperparameters;
(2) Global A, which applies a custom loss with a single, fixed regularization parameter A chosen
to minimize the average error across all days and sensors; and (3) Naive baseline, a simple
model that predicts the training mean for each day. The default-loss XGBoost achieves the lowest
RMSE at almost every site, whereas the global-A model performs on par with the naive baseline,
indicating that one fixed A cannot accommodate the spatial sparsity of our network.
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Figure 6.9: Cross-validated RMSE (VWC) of the custom spatially regularised loss as a function
of the Laplacian weight A. The vertical dashed line marks the selected A*, and the horizontal
dotted line shows the baseline RMSE from the default loss. Small positive A improves accuracy,
while large A over-smooths and degrades performance.

Based on the RMSE on held-out data shown in Figure 6.8, the default loss function XGBoost
model achieves the lowest error at nearly every sensor location, indicating better predictive
performance. In contrast, the global custom loss model shows little improvement in RMSE
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over the naive baseline, which shows limited benefits from the global A setting. This suggests
that our sensor network is too spatially sparse: removing any one sensor changes the local data
distribution dramatically, and enforcing a single global A fails to explain these localised changes.
When the same A is applied for the whole cross-validation, the model is either under-regularised

at some sites or over-regularised at others, degrading every single sensor prediction accuracy.

To allow location-specific regularisation, we remove all data from the held-out sensor i and tune

A using only the remaining sensors via validation:

val val
Al —arganelREZRMSE (), RMSE;; (1) \/IVzkI Z

where each V; is a validation block drawn from sensors # i. We then refit on the non-i data with
A and evaluate once on sensor i.

B Default Loss
1.2{ M Custom Loss (tuned)
B Naive Baseline

LOO-CV Test RMSE (VWC)
=

I
N
N

0.0 -

o — o~ m < n o ~ [ce] o o — o~ m < n o ~ o) o o
— - — — —~ — — — — — o~
Sensor ID

Figure 6.10: Leave-one-sensor-out cross-validation RMSE at each sensor location, comparing
three settings: (1) Default XGBoost, which uses the built-in loss function and default hyper-
parameters; (2) Selected A, which applies a custom loss with a different A for per sensor to
minimise the average error across all days; and (3) Naive baseline, a simple model that predicts
the training mean for each day. The customised loss XGBoost achieves the lowest RMSE at
nearly every site, whereas the XGBoost with the default loss function model outperforms the
naive baseline, indicating that different A for each time window can accommodate the spatial
sparsity of our network.
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Figure 6.11: Optimal value of the spatial regularisation parameter A* for each sensor location in
the fitted model (e.g. with a graph-Laplacian penalty). Each point corresponds to one sensor, with
larger values of A* indicating stronger spatial smoothing imposed on predictions at that location.

Figure 6.11 displays the optimal regularisation parameter A at every sensor location, with values
fluctuating from day to day. This variability indicates that tuning a separate A for each days
dataset is more appropriate than using a single global A. The RMSE results confirm that XGBoost
with the customised loss and individual A values achieves the lowest errors, outperforming both
the naive baseline and standard XGBoost with its default loss function.

6.6 Spatio-temporal conformal prediction

Mao et al. (2024) introduce conformal schemes for spatial data, which are global spatial confor-
mal prediction (GSCP) (marginal validity when locations are random), local spatial conformal
prediction (LSCP) (local conditional validity via nearest neighbours), and a smoothed LSCP
using spatial kernel weights @; o< exp(—||s; — s*[|?/(2n?)). We extend this to spatio-temporal by
introducing a product kernel in space and time, using studentised scores with local bias correction
and using effective-sample blending to avoid intervals when N is small. To quantify uncertainty
in our fine-resolution soil-moisture prediction maps, we wrap our predictor f(XGBoost AVWC
model) in a conformal prediction framework. Validity relies on the calibration scores, not on the

predictor.

Ordinary conformal prediction assumes that residuals are exchangeable. Still, soil moisture
exhibits strong spatial and temporal dependence, so past errors from faraway locations or long-
ago days can not represent today’s uncertainty. We introduce a smoothed, spatio-temporal
weighting kernel over the calibration residuals, smoothing them by both spatial distance (via
a Gaussian bandwidth hg) and temporal lag (via exponential decay h;). After out-of-sample
tuning of the parameters (kcaiib, /s, /) on calibration days (Lee et al., 2025), this procedure yields
prediction intervals

[9i%4;]
that adapt locally to heteroscedasticity in space and time, and guarantee 80 % coverage on average
on future days under approximate local exchangeability assumption.
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Algorithm 1 Spatio-temporal weighted quantile

Require: Calibration nonconformity scores {r;}ic.s .-
1:  locations {s;,#;} in calib, test point (s*,¢*), miscoverage o,
2:  spatial bandwidth A, temporal bandwidth 4,

Ensure: Weighted quantile § at (s*,¢*)

3: m < | Faliv|

4: fori=1,...,mdo

5: di < ||si —s*|| > Euclidean distance (m)
6: At < |t; —t* | > Time lag (days)
7: wi < exp(—d?/(2h?%)) exp(—At;/h;)

8: end for

9: Sort the pairs {(r;,w;)} by increasing r;, yielding {(r(1),w(1)),-- -, (F(m), W(m)) }

10: thOt < ZTZIW(]‘)’ C+0
11: for j=1,...,mdo

12: C(—C-I-W(j)

13: if C > (1 — a) Wi, then

14: g<rj
15: break
16: end if

17: end for

Algorithm 2 Spatio-temporal conformal prediction

Require: Full dataset {(X;,y;,s:,#;)}Y_,, trained model f,

I: testinputs {(X},57,17)} je s>

2:  miscoverage level «, calibration window kcajip,

3:  spatial bandwidth &g, temporal bandwidth 4,
Ensure: Prediction intervals [ﬁj + qﬂ for each j € Heg
t Jhrain < {108 <" —kearip |
Fealib — {1:1" —keatip < 1; <t*}

+ Fit f on {(Xi, yi) ie A
: Compute calibration residuals

N

rp = |yl'_f(Xi)| VZ.Ecﬁcalib

oo

: for all j € i do
5; — f(X5)
10: Compute g by calling Algorithm 1 at (s7,7)

2

E N S

11: Output interval [ﬁj —q;, Y+ Clﬂ
12: end for

6.6.1 Spatio-temporal smoothed conformal prediction (stLSCP)

We extend LSCP (Mao et al., 2024) to the spatio-temporal setting and propose a method spatio-
temporal smoothed conformal prediction (ST-LSCP).
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Let S € D C R4 (d=2) denote space and T € R be time. We observe
Zi = (Sivﬂaxiayi) - (Si7E;X(Si7E)7Y(Si7E))7 = 17 YL

with features X and response variable Y (volumetric water content, VWC). We fit an XGBoost pre-
dictor 7 for the next-day change AY (S,T)=Y(S,T+1)—Y(S,T) and produce point prediction

at a target location and time (s*,1*):

F(s*,1) = V(55,0 — 1) + f(X(s*,1" = 1)).

Spatio-temporal localisation (weights).

To ensure that calibration scores are most relevant for prediction at a given spatio-temporal
location (s*,¢*), we localise the conformal procedure by re-weighting the calibration residuals
according to the spatio-temporal proximity. To be specific, rather than treating all calibration
residuals equally, we assign higher weights to calibration points that are close in both space and

time to test point (s*,#*). This is done with a product kernel in space and time:

*||2 *
g | — ti—1*|
@i (s* 1) o _Hsl SH _‘l
i(s%,17) eXP< )P\ e )

Let @; denote the unnormalised weight. We normalise by

D;
J
;= w;=1.
j & 2, j
Zieﬂ i, jen

where hg and h; are spatial and temporal bandwidths; n is the number of calibration observations
(nonconformity scores) before the test time point, which is the location and time point pair in the
calibration window. In this way, the calibration scores are effectively adapted to local conditions,
making the prediction intervals reflect the spatio-temporal condition of the test point. When
h; — oo, it recovers spatial LSCP. hg, h;, — oo recovers global spatial CP (GSCP) (Mao et al.,
2024).

Non-conformity (studentised residuals) and weighted quantile.

After defining how calibration points are weighted, the next step is to compute the non-conformity
scores, which measure predictive error. On a calibration window before test point ¢*, we compute
signed residuals for the change (Lei et al., 2018),

R =AY~ f(X;),  Ri=|R'™".

Since raw residuals can vary in scale across space and time, we stabilise them by robust studenti-
sation. To be specific, we studentise via a median absolute deviation (MAD) (Rousseeuw and
Croux, 1993), which is a robust measure of spread at (s*,7*):

b*(s*,1*) = wMed{ R'®", ay(s*,1*)}
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MAD* (s*,1*) = wMed{ |R¥&" — b* (s* 1), a;(s*,1") }

where the b* estimates the systematic local bias of the predictor around (s*,#*) and define studen-
_ IR b (s )|

= MAD (s 1) 1e’ € > (0 with a small € > 0.

tised scores R;(s*,t*)

The weighted empirical CDF and (1 — o) quantile at (s*,¢*) are

o (" VR < 7L, Gials ) =inf{r: By(r |57, > 1-a).

-

Fy(r|s"1") =
1

We convert it back to the original scale via ¢* = g _¢ - MAD*(s*,1%).

Interval construction.

From the localised half-width ¢*, we can now form the prediction interval at (s*,7*).

ybC(S*,l‘*) :y(s*,t*) +b*(S*,t*)

Lo (57,07 = [P(s,0%) — ¢, 3%(s",1") +¢" .

Training and calibration steps.
For each test day ¢*:

1. Training set: all samples with 7' < ¢* — k¢, — 1. Fit f(we use XGBoost on AY).
2. Calibration set: the k., days immediately before t*: t* — kcyp, ..., 0" — 1.

3. Compute residuals R; (and R;) on the calibration set only and build IS (s*,7*) using the
weighted quantile above.

Assumptions.

As for the theoretical properties. The spatio-only GSCP/LSCP theory shows: (i) with randomly
sampled locations, GSCP has finite-sample marginal coverage; (ii) under spatial infill (locations
become dense near s*), LSCP has asymptotic conditional coverage at s* (Mao et al., 2024). Our
stLSCP extends this to spatio-temporal data. Under a spatio-temporal infill regime (the spatial
domain D C R and time interval 7 C R are fixed while sampling becomes increasingly dense in
DxT)onD x T, with hy — 0, hy — 0 and nhf h; — oo. The calibration scores with non-negligible
weight concentrate in a vanishing neighbourhood of (s*,7*) and become approximately exchange-
able with the test score. Thus, the weighted empirical quantile g;_(s*,1*) consistently estimates

the conditional (1 — o) quantile of the test score, yielding asymptotic conditional validity at
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(s*,1%).

It is noted that the spatio-temporal weighting breaks the strict exchangeability assumption, so the
resulting intervals do not have finite-sample marginal coverage guarantees. Instead, we validated
calibration empirically by an expanded window over multiple days, selecting (kcajip, A5, fir, &) tO
target 1 — ¢ = 0.80 and obtaining mean coverage ~ 0.80 on held-out days. These hyperparame-
ters were then frozen before applying to the test day.

Effective-sample blending

While the asymptotic coverage holds for the spatio-temporal scenario, in practice, our calibration
windows are finite. Residuals are dependent, and we assume approximate local exchangeability
of residuals within each calibration window. To investigate instability, we use the effective

sample blending. If the effective number of calibration points is too small, local intervals may be

Nefr
Negt+No

unreliable. We compute Nggr = 5. and blend local and global half-widths via T =

S S
Z?:1 (Wi)

and gfinal = T Glocal + (1 — T) Gglobal, Where gglopal is the studentised (1 — ¢) quantile with equal
weights for all the points (Quifionero-Candela et al., 2022; Reddi et al., 2015).

Hyperparameter selection.

Finally, the method needs to choose the bandwidths (hy, &), calibration window length k.1, and
blending constant Ny. We select these hyperparameters by rolling temporal cross-validation
across multiple days. For each candidate window, we compute empirical coverage and average
the interval width. The chosen setting minimises the coverage gap [cov — (1 — /)|, maintains
reasonable width and enforces a floor on N.g, which prevents calibration being driven by a few
highly weighted points. This ensures that the resulting intervals are both valid on average and not

very wide.

Conformal prediction (CP) is model-agnostic, and the key assumption is exchangeability. In
spatio-temporal data, we approximate local exchangeability within a neighbourhood of (s*,*)
(for approximate exchangeability). This makes CP suitable even when error scales vary across
space and time. The soil moisture data exhibit both strong spatial heterogeneity (different sensor
locations have different error distributions) and temporal non-stationarity (error scales change
over time), so we use two complementary conformal prediction settings to provide conformal
coverage both within a day (across sensors on a fixed day) and between days (across successive
days at a fixed location):

* Temporal conformal calibration Provides marginal validity over time across all locations.
For any test day 7', we hold out the k£ days immediately before T to calibrate a global half-
width g, ensuring that across many days our intervals cover 100(1 — o) % of observations

in time.
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* Per-sensor conformal prediction Provides conditional validity at each fixed sensor loca-
tion. We leave each sensor out in turn (LOSO) to tune and calibrate intervals that guarantee

roughly 1 — & coverage at that particular site on the same day.

We compare these two validation strategies: the former ensures overall temporal coverage across

the entire grid, while the latter gives stronger local guarantees at sensor sites.

6.6.2 Temporal conformal calibration

To account for temporal dependence in VWC prediction, we use a rolling split-conformal scheme
over the last k days. For each test day T':

1. Select test day 7. We set uncertainty bands for VWC on day 7.
2. Define calibration window.

The k days immediately before T define the calibration set.

Gr={T—k T—k+1,.., T—1}

3. Train on earlier days.

Fit the spatiotemporal predictor f using only data from days < T —k — 1. Let §; denote its
predictions on 47 and y; the truths.

4. Compute calibration residuals.

ri= |yl‘—)’/\i’ fori € €r.

5. Choose the conformal half-width.
Global (unweighted) split-CP:

q = Quantile; o {ri: i €¢r}.
Weighted (to anticipate stLSCP):

Assign proximity weights w;(T') (e.g. wi(T) o< exp(—|t; —T|/h;) for temporal or w;(s*,T) o<
exp(—||si — s*||?/2h2) exp(—|t; — T|/h;) for spatio-temporal), normalise p; = w;/ ¥ ;w;,
and take the weighted (1 — o) quantile g.

6. Predict with intervals on day 7.

For each location, form the point predict y,ew and the interval

[ynew_q ) 9new+Q}~
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Bias-corrected version used in stLSCP: Define the local bias
b* = wMed{y; —9;, wi(s*,T)},

and the bias-corrected centre

then report
(3%, T) =g, 3(s", T) +4].

Rolling split-CP yields exact finite-sample marginal coverage 1 — & under exchangeability be-
tween Cr and day T. With temporal dependence, we validate coverage empirically through
back testing. The window length £ is tuned by rolling CV to minimise the coverage gap and,
secondarily, mean interval width.

This step guarantees, under mild exchangeability in time, across many days, the intervals will
cover the true VWC approximately 100(1 — &)% of the time. In spatio-temporal extension, we

give a weight to each residual based on its spatial and temporal proximity to each test point.

100 A

80 1
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Coverage (%)

20 1

0 ==~ Target 80%

T T T T T T
2022-02-15 2022-03-01 2022-03-15 2022-04-01 2022-04-15 2022-05-01
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Figure 6.12: Temporal cross-validation coverage. Daily coverage across sensors for each test day
using a 30-day rolling training window, 14-day calibration window, and spatio-temporal weighted
conformal intervals (hy=5 km, h;=12 d) with different 7 selected for each training window. The
dots represent daily coverage, while the dashed line indicates the 80% coverage target. The
averaged coverage = 84.0% (95% CI [82.2%, 85.9%], N =1522); mean interval width =2.415
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Figure 6.13: Mean interval width. Daily average conformal interval width across sensors for each
test day, using a 30-day rolling training window, 14-day calibration window, and spatio-temporal
weighted conformal intervals (h,=5 km, h,=12 d).

Figure 6.12 demonstrates that daily coverage is usually above 80% target, with a long-term
coverage of 84.0% (95% CI [82.2%, 85.9%]) among the 1522 data points. Figure 6.13 shows the
mean CI interval width, which explains that on most of the days, the width of the CIs is around
1% to 3%, which matches with the high coverage rates (85% to 100%) in Figure 6.12. When
the model detects high local uncertainty or a change in the residual distribution, the CI width
expands (e.g., in early April, the width goes up to approximately 9%). The few non-covered
test days (e.g., 2022-04-05) occur when the VWC has a rapid change compared to the 14-day
calibration window. The sudden increase in the width of the CIs suggests that the spatio-temporal
weighting is actually doing its job. It is noted that the width of the CIs and the coverage rates
are related, but not in a one-to-one case, because the small number of sensors will impact the
coverage rate. The width is calculated based on the calibration data. However, the test day might
have a swift change, and the mean width is an average of the sensors. Some sensors that are hard
to predict can reduce the coverage rate, even though the mean width appears normal. Therefore,
days with a wide width often have high coverage. The wide width with low coverage flags the
rapid change or bias that the quantile didn’t capture. The narrow width with high coverage means

those are easy days.

6.6.3 Per sensor conformal prediction

To obtain conditional validity at each fixed sensor location, we perform a leave-one-sensor-out
(LOSO) conformal calibration. In each fold, the entire time series of one sensor is held out for
calibration, and a separate interval is constructed for that sensor. Repeating this over all sensors

provides per-site guarantees of approximately 100(1 — &)% coverage.

1. Custom loss model at tuned A Using the training sensors (all except the heldout one), fit
the XGBoost model with the spatial penalty objective obj(-;1).
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2. Predict on heldout sensor

3. Compute absolute residuals

r= |ytrue -y
4. Calibrate quantile
g = quantile;_,{r} (e.g. 80" percentile for o = 0.2).
5. Form prediction interval
|: )’}\ -4, 5} + q ] ’

which (empirically) covers (1 — o) x 100% of held-out sensor values.
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Figure 6.14: Spatial LOSO-CV for each sensor coverage (30-day training window and 14-day
calibration window, o = 0.20). Each dot is a sensors empirical coverage across all leave-one-out
test days. The bars are 95% Cls for that coverage. Sensors are sorted left-to-right by coverage.
The dashed line marks the 80% target (1-cx).

Figure 6.14 demonstrates the percentage of each sensors test days when the true VWC fell into
the conformal interval when that sensor was held out of training. The error bar reflects sampling
uncertainty from the number of test days for each sensor. If the entire CI is below 0.80, the
prediction of that sensor is not reliable. Points clearly above 0.80 indicate a reliable prediction at
that site. The low-coverage sensors usually match high local variability, typically on the edge or

in very sparse areas.
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Figure 6.15: Mean conformal CI width for each sensor under LOSO-CV (30-day training window,
14-day calibration window, o = 0.20).

Figure 6.15 demonstrates that the wider bars indicate locations where the method gives higher
uncertainty, which suggests either higher local variability or poor support from nearby calibration

residuals.
LOOCV: Sensors with coverage < 80%
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< 80% (n=7
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Figure 6.16: Distribution of all sensors under LOSO-CV using a 30-day training window and
14-day calibration window (o = 0.20). Circles show sensor locations, and the background points
are sensors meeting the 80% target.



Chapter 6. Spatio-temporally constrained ensemble learning with conformal
prediction: A distribution-free approach to uncertainty-aware data fusion 195

Figure 6.16 shows patterns for the low-coverage sensors. There is a spatial cluster, several edge-
of-domain sites, locations with very few nearby neighbours, and a few isolated under-coverage
points. These patterns suggest that the low coverage may be driven by boundary effects, sparse

local support, sensors close to the rivers, or missing covariates, rather than random error alone.

6.6.4 Spatio-temporal smoothed conformal prediction
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Figure 6.17: Fine-resolution (100 x 100) prediction of near-surface volumetric water content
(VWC) across the study catchment for 1 April 2022, obtained from the fitted spatio-temporal
model. The map highlights spatial variability in soil moisture at a fine spatial scale, with higher
predicted VWC corresponding to wetter soils and lower values indicating drier areas.

Figure 6.17 demonstrates the 100 x 100 prediction map of VWC for 1 April 2022 across the
study catchment. The broad gradients across the space suggest large-scale covariates such as
elevation and SWI, while smaller patterns around some areas suggest a stronger influence from
nearby sensors via the KNN weighting. Subtle stripe patterns may suggest where coarse grid
covariates change or where the K-nearest-neighbour set switches. These are input impacts rather
than physical discontinuities.
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6.7 Comparison between the INLA-SPDE and the XGBoost

conformal prediction

We compare one-day-ahead VWC predictions from a Bayesian INLA-SPDE data fusion model
(Chapter 5) and a gradient boosted tree ensemble (XGBoost) calibrated with spatio-temporal
locally weighted conformal prediction (Chapter 6). Figure 6.18 shows LOSO-CV RMSE on 2022-
04-01. XGBoost obtains lower RMSE because it flexibly learns non-linear effects and interactions
among features (including previous-day VWC and gridded covariates), with little shrinkage.
INLA-SPDE estimates a latent Gaussian field with a Matérn covariance matrix and fuses point
and gridded data. This includes spatial smoothing, which is advantageous in sparse regions, but
can slightly smooth out local changes, thereby increasing point error in heterogeneous areas.
Figure 6.19 compares uncertainty between the predictions from these two models. INLA-SPDE
intervals are Bayesian posterior predictive intervals that combine latent process, measurement,
and parameter uncertainty (and handle covariate misalignment), and are therefore often broader.
Conformal intervals around the XGBoost prediction are distribution-free predictive intervals
with nominal marginal coverage. The spatio-temporal weighting adapts the widths to local data
support, which narrows near dense areas, recent information, and widens when support is weak.
In summary, XGBoost with CP focuses on empirical point accuracy with calibrated, locally
adaptive coverage, whereas INLA-SPDE provides a Bayesian hierarchical data fusion framework
whose accuracy depends on the hierarchical assumptions and priors, and which can outperform

in sparse regions and smoothly different regions.

1.4 Mmm XGBoost with Custom Loss (tuned)
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Figure 6.18: Root mean squared error (RMSE) from leave-one-sensor-out cross-validation
(LOSO-CV) comparing a Bayesian hierarchical INLA-SPDE model and a gradient-boosted
tree ensemble (XGBoost) for one-day-ahead volumetric water content (VWC) prediction on
2022-04-01. Lower RMSE values indicate better predictive performance.



Chapter 6. Spatio-temporally constrained ensemble learning with conformal
prediction: A distribution-free approach to uncertainty-aware data fusion 197

14
mmm stLSCP

I INLA-SPDE
12 A

10 A

Interval width (%)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Sensor ID

Figure 6.19: Interval widths (&t = 0.2) for Conformal Prediction (CP) and INLA-SPDE by sensor
for 2022-04-01. CP widths are derived from next-day, locally calibrated conformal residuals,
while INLA-SPDE widths come from the spatial models predictive intervals computed from the
posterior.

6.8 Conclusion

This chapter introduces a spatio-temporally weighted conformal prediction framework (stLSCP)
built on an XGBoost data fusion model that combines point data and gridded data. For the
XGBoost data fusion model, we modify XGBoost by introducing a graph Laplacian penalty term
controlled by A in a custom loss function to encourage spatial and temporal smoothness. We
tune A via cross-validation across multiple time points and leave-one-sensor-out cross-validation
(LOSO-CV). The custom loss function shows consistent improvement from both spatial and

temporal perspectives compared to the default loss function.

The spatio-temporally weighted conformal prediction framework (stLSCP) is used to quantify
the uncertainty of the XGBoost data fusion model. To overcome the avoidance of the exchange-
ability assumption in ordinary conformal prediction, we introduce a smoothed, spatio-temporal
weighting kernel over the calibration residuals, which down-weights the residuals by both spatial
distance (via a Gaussian bandwidth hg) and temporal lag (via an exponential decay /;). The
stLSCP is also being validated using spatial and temporal cross-validation.

One-day-ahead VWC predictions performance is compared between a Bayesian INLA-SPDE
data fusion model (Chapter 5) and a gradient boosted tree ensemble (XGBoost) calibrated with
spatio-temporal locally weighted conformal prediction (Chapter 6). In LOSO-CV on 1 April
2022, XGBoost obtains a lower RMSE than the Bayesian INLA-SPDE model. For uncertainty,
INLA-SPDE obtains posterior predictive intervals which rely on the model assumptions. Our
conformal intervals obtain marginal coverage and are adapted to local support, although they are
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predictive and can be wider in regions of low support. Overall, the proposed method offers a
practical way to accurately predict a next-day soil moisture map calibrated with locally adaptive
uncertainty, which complements INLA-SPDE’s fully probabilistic model under parametric as-

sumptions.

In summary, this chapter develops a spatio-temporally constrained ensemble data fusion model
with conformal prediction, which integrates spatio-temporal structure to connect modern ML
with established statistical modelling. We include a comparison between a Bayesian hierarchical
data fusion model (INLA-SPDE) and XGBoost with conformal prediction. Since the main aim
of this work is to present a novel data fusion model and compare the performance between two
different model structures, the investigation of how these two models perform on multiple days is
left for future work. Thus, this should not be seen as a general measure of goodness-of-fit, as
performance varies by day. It is noted that the model structure is different: XGBoost conditions
directly on previous-day point data (via KNN), whereas INLA-SPDE incorporates it through a
continuous latent field, which typically produces wider predictive intervals.



Chapter 7. Conclusions and discussion 199

Chapter 7
Conclusions and discussion

This thesis introduces three INLA-based data fusion methods: spatio-temporal regression with
misaligned covariates, a spatial data fusion method, and a spatio-temporal data fusion method,
together with an XGBoost based constrained ensemble method with conformal prediction. These
all developed to merge in-situ point and satellite gridded data under different spatio-temporal
supports. The research question is motivated by the in-situ soil moisture data provided by SEPA
in Elliot Water and the satellite images provided by Copernicus. It is necessary to develop a
data fusion method of point data and gridded data, so that the accuracy of the in-situ data can be
combined with spatial and temporal information from satellite data to generate a fine-resolution

map with uncertainty quantification.

The literature review discusses the methodology from the existing data fusion literature that is
relevant to my thesis. Statistical data fusion method mainly follows two mainstream frameworks:
Bayesian hierarchical models (BHM) and machine learning (ML). BHMs provide uncertainty
propagation and explicit spatio-temporal structure, but they can be computationally expensive
and sensitive to prior and model structural choices. ML scales well and can capture nonlinear
relationships, but often treats observations as independent and lacks uncertainty quantification.
Although there are many existing data fusion studies, there are several gaps that need to be
addressed: Firstly, the change of support between point sensors and satellite grids is not always
handled properly. Secondly, spatial and temporal dependence are not included in the ML
framework. Finally, uncertainty quantification is usually missing. This thesis addresses these gaps
by developing and comparing a geostatistical (INLA-SPDE) model and a spatially regularised
ML (XGBoost) data fusion framework that combines in-situ and satellite data to generate high-
resolution soil moisture maps and one-day-ahead predictions with uncertainty quantification.
Taken together, the methods and case studies in this thesis provide frameworks for fusing spatially
misaligned point and gridded data in environmental applications. Beyond the specific Elliot Water
case study, the work shows how INLA-SPDE models and spatially regularised XGBoost can be
used in a complementary way to combine in-situ sensors with satellite products, handle change

of support, and deliver high-resolution predictions with calibrated uncertainty. The simulation
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studies quantify how sensor density, grid resolution and missingness influence performance,
offering practical guidance for the design of monitoring networks. These advances are directly
relevant to soil moisture mapping but can also be transferred to other environmental variables

where multiple imperfect data sources must be combined.

7.1 Exploratory data analysis

Chapter 2 explores in-situ volumetric water content (VWC), the satellite data soil water index
(SWI), and COSMOS data to characterise spatio-temporal patterns in soil moisture and other
relevant covariates. After data preprocessing, the exploratory analysis shows a strong seasonal
pattern and temporal autocorrelation. For example, VWC changes positively with recent pre-
cipitation and negatively with air temperature. Spatial autocorrelation indicates that neighbour
locations share similar hydrological behaviour, while temporal autocorrelation shows long-term
and short-term memory in soil moisture, which suggests that it is necessary to consider both

spatial and temporal autocorrelation.

The relationship between point VWC and gridded SWI is similar but nonstationary. Pearson
correlations (0.61 to 0.72 across sites) suggest a moderate linear relationship, and the rolling
(15-day) correlations suggest time-varying dependence that is strong during wet periods and
weak during dry periods. Cross-correlation analysis suggests that VWC leads SWI by roughly 2

to 3 days at several locations, which gives insights into the data fusion model.

These findings motivate several key points for the data fusion modelling. First, the change of
support must be handled to connect the point and gridded processes. Second, models should
capture persistence and seasonality via low-order autoregressive components and covariates,
while allowing nonlinear effects and interactions. Third, spatial structure should be included
to consider neighbourhood information. Finally, because the data fusion model incorporates

multiple data sources, uncertainty quantification is important for reliable inference and prediction.

In summary, the EDA demonstrates characteristics of in-situ, COSMOS, and satellite datasets.
These characteristics directly inspire the two main model frameworks in the thesis: a spatio-
temporal INLA-SPDE model and a spatially regularised machine-learning prediction with locally
calibrated uncertainty. Both of them are designed to introduce spatio-temporal dependence into
the data fusion model and deliver high-resolution soil moisture predictions with uncertainty

quantification.
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7.2 Spatio-temporal regression with misaligned covariates

Part of this work (Spatial regression with misaligned covariates for soil moisture mapping)
is published in the Proceedings of the 38th International Workshop on Statistical Modelling
(IWSM), Durham, UK, 14-19 July 2024.

Chapter 3 develops a spatial regression framework for soil moisture mapping that incorporates
misaligned covariates within the INLA-SPDE data fusion framework. The model links rainfall
(misaligned), soil temperature (aligned), and VWC (response) through Matérn Gaussian random
fields. VWC is modelled as a function of a fixed effect elevation covariate and on scaled copies
of the latent spatial effects from rainfall and temperature. Simulation study shows that fixed
effects are estimated well, whereas range parameters and some scaling coefficients are sometimes

weakly identified, and both coverage and accuracy improve as the number of locations increases.

A purely spatial data fusion model in Eq.(3.6) is compared with its spatio-temporal extension
in Eq.(3.7). This study shows that introducing multiple time points improves inference and
prediction at unknown locations: moving from a single time point (k = 1) to multiple time
points (e.g., k = 30) generates narrower intervals and reduced bias, demonstrating how temporal
information can compensate for sparse spatial coverage by borrowing information over time. In
the real-data application, however, the predicted mean surface shows limited spatial variation
away from sensors. This is likely because in areas without sensors, the model relies on covariates
like elevation, so elevation dominates the spatial pattern.

To increase spatial support, the gridded satellite data are incorporated in a joint change-of-support
framework (INLA-SPDE fusion of point and gridded data) in the next chapter.

7.3 Data fusion method for the spatial-only model

Chapter 4 evaluates a spatial-only INLA-SPDE data fusion framework for combining point and
gridded data, using two simulation studies and a real-data application. Firstly, the spatial-only
INLA-SPDE data fusion model is extended to a spatio-temporal model that fuses point and
gridded data by mapping observations to a Gaussian Markov Random Field (GMRF) via a
novel projection matrix (Moraga et al., 2017). Secondly, it shows how different factors impact
parameter estimation and model prediction. Across different latent-field smoothness levels, the
point models RMSPE, is greater than that of the grid and joint models when sensor density
is low, but the difference disappears as the number of sensors increases. Thirdly, the joint
models advantage becomes more beneficial with dense point data. Performance drops when
grid data availability decreases from 80% to 10%, and remains stable above 80%, which shows
the model is robust to moderate missingness of the gridded data. Fourthly, the benefit of the

joint model depends on grid resolution: at fine grid resolution, gridded data already capture
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small-scale structure, so point data adds little contribution. At a coarser grid resolution, point data
contributes more information and improves predictions. Moreover, differences in measurement
error between point and grid data sources affect the data fusion prediction results, which suggests
it is necessary to model error structure explicitly. Finally, mesh construction influences both
prediction accuracy and computational cost, and should be selected to balance between model
fitting and computational cost. The next chapter extends this data fusion framework to the
spatio-temporal setting, borrowing information across multiple time points and incorporating

different measurement errors within a spatio-temporal data fusion model.

7.4 Spatio-temporal data fusion model

Chapter 5 generalises the spatial-only framework to a spatio-temporal data fusion model that
integrates multiple days of data. The latent process uses Matérn spatial covariance extended in
time via an AR(1) temporal dependence structure. A simulation study varying the number of
days (k € {3,7,10,30}) shows that more temporal points enhance estimation and prediction for
oy, 0, B, B2. The RMSE(B)) decreases by 35% from 3 to 30 days. The joint (point and grid)
model consistently outperforms point and grid models (at k = 30, RMSE reduction of around
15-20% for scaling parameters and around 10-15% for spatial variances) and is more robust
under sparse data. However, persistent biases in &3 and range p remain across different k, and
while 95% credible intervals narrow with more time points, they do not overcome these structural
errors, which suggests modelling choices such as spatio-temporal covariances separability, fixed

smoothness, and simple AR(1) temporal dependence structure.

7.5 Spatio-temporally constrained ensemble learning with
conformal prediction: A distribution-free approach to

uncertainty-aware data fusion

Chapter 6 introduces a spatio-temporally weighted conformal prediction (stLSCP) framework
built on an XGBoost point and grid data fusion model with a custom loss function including graph-
Laplacian penalty (tuned via cross-validation), which obtains consistent accuracy improvement
over the default loss function and provides locally adaptive, distribution-free uncertainty through
spatio-temporal residual weighting. Spatial and temporal cross-validation confirmed reliable
empirical coverage. In a LOSO-CV comparison, XGBoost with stLSCP attained a lower RMSE
than the Bayesian INLA-SPDE model. However, this comparison is just an example rather
than a general performance, as performance varies from day to day. It is noted that the models
have different model structures, and the XGBoost conditions directly on previous day point data
(via KNN), whereas INLA-SPDE propagates information through a continuous latent field and
an AR(1) process in Eq.(5.1), so INLA-SPDE produces broader, spatially smooth predictive
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intervals that arise from partial pooling via the latent field. To be specific, the latent Gaussian field
has spatial correlation, so each sites estimate is partially pooled with nearby sites (via Matérn
covariance structure). This leads to spatially coherent estimates and wider but well calibrated
intervals in sparse areas, while the purely local methods may have narrower but uneven intervals

(sharp jumps rather than smooth change).

7.6 Discussion, limitations and future work

Based on the previous chapters results and limitations, several things are identified for future
work. It is noted that different temporal supports can be handled inherently in the spatio-temporal
INLA-SPDE data fusion model. However, the in-situ sensor data are averaged from 15-minute
to daily resolution to align with the satellite gridded data. Future research may investigate how
changes in temporal support affect model performance, but the main aim of this thesis is to

develop a new data fusion framework rather than explore every possible model structure.

The conclusions in this thesis are also conditional on the modelling assumptions used in the
simulation studies and applications. Many of the simulations are based on Gaussian random fields
with Matérn covariance and relatively simple temporal dependence. In real applications, soil
moisture fields may exhibit non-Gaussian features, non-stationarity and more complex temporal
structure. In such settings, I would expect the main impacts to appear in parameter estimation and
uncertainty calibration rather than in point predictions: Gaussian latent-field models are robust
for estimating large-scale structure, but credible intervals may not be calibrated where the true
process deviates strongly from the assumed form. Similarly, the XGBoost-conformal framework
should retain good predictive accuracy, but may require more careful calibration if covariate shift
or strong temporal dependence violate the approximate exchangeability assumptions underlying
conformal prediction. A natural direction for future work in terms of the assumption is to conduct
targeted sensitivity analyses, for example, by simulating from non-Gaussian or non-stationary
fields, or by applying the proposed methods to more complex real datasets, to quantify how

performance changes as these assumptions are relaxed.

Future work can also relax the model structure (non-separable spatio-temporal covariances,
spatially varying ranges, higher-order temporal dependence), assess performance under irregular
sampling, and address computational scalability for practical use. In the INLA prior setting,
the PC prior is used for most simulations and real-data applications. The choice of priors can
significantly impact model parameter estimation, making it one of the most critical aspects of the
Bayesian Hierarchical Model (BHM). However, this is not the main focus of the current work

and may be revisited in future work.

A related point concerns the use of Augmented Dickey-Fuller (ADF) tests in the exploratory
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analysis. These tests are known to have low power in short time series and can behave poorly
in the presence of structural breaks or strong seasonality, so their output should not be over-
interpreted. In this thesis, the ADF results were used only as a rough guide to the presence of
unit-root behaviour and to motivate simple differencing and low-order autoregressive compo-
nents, rather than as a formal decision rule for model specification. I therefore do not expect
the unusual findings from the ADF tests to materially affect the main conclusions, which are
based on simulation studies and cross-validation rather than strict assumptions. However, a more
systematic assessment of temporal dependence using alternative tests or model-based diagnostics

would be a useful extension in future work.

Another important point is the data quality of the soil moisture measurements. The monitor-
ing network for the in-situ sensor data is sparse and unevenly distributed throughout the study
catchment. Specifically, this study’s catchment only has 22 volumetric water content (VWC)
sensors, and not all of them are operational at all times. Additionally, there are only 10 rainfall
sensors, which are distributed along the river rather than evenly across the catchment, potentially
introducing bias. An optimal deployment of the sensors could be achieved through a better sam-
pling design. According to simulation studies, doubling the number of sensors would improve
model performance, as indicated by a reduction in root mean square error (RMSE). This suggests
that the current number of sensors is not enough for this study’s catchment. It is noted that the
recommendation to "double the number of sensors" should be interpreted as an ideal scenario
rather than a strict requirement. In practice, substantially increasing the number of soil moisture
sensors in a catchment may be unrealistic because of cost, maintenance and access constraints. If
the network cannot be expanded to this extent, the main implication is that prediction uncertainty
will remain higher in poorly instrumented parts of the catchment, especially where satellite
products are also uncertain. However, there are several ways to partially compensate without a
large increase in sensor numbers. One is to add a smaller number of additional sensors in a more
targeted way, focusing on areas where the current uncertainty is largest. Another is to exploit
additional covariates and data sources (for example, rainfall radar and land-cover) within the
same fusion framework to strengthen spatial support. Finally, more flexible model structures,
such as the spatially regularised XGBoost and conformal prediction framework developed in
Chapter 6, can help to stabilise predictions and quantify uncertainty even when the physical
sensor network is relatively sparse. Exploring these trade-offs and designing near-optimal sensor

configurations is a natural direction for future work.

Furthermore, rainfall impacts soil moisture in a complex way, which indicates that a more physi-
cally based approach to modelling the rainfall covariate should be considered. For the satellite
data, rainfall and air temperature measurements are not available in this study catchment, but their
inclusion would be beneficial. Finally, the computational time required for the spatio-temporal
data fusion model is huge, especially with a large number of time points, so it may be worthwhile
to explore ways to improve efficiency.
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The previous chapters point to several clear directions for future work. For the INLA-SPDE
data-fusion framework, it will make the Bayesian data-fusion model more flexible. More flexible
priors are tried and explored for the mesh design to balance accuracy and cost. Alternative tem-
poral structures, including simple non-separable spatio-temporal forms, have also been explored
(Cressie and Huang, 1999).

For the XGBoost with spatio-temporal locally weighted conformal prediction (stLSCP), the
smoothing and weighting parameters (7, %, /) are tuned jointly and learn the neighbour graph
from data rather than fixing it in advance. Conformal calibration will be made more adaptive
by letting intervals respond to covariates and by choosing bandwidths to meet a target effective
sample size. Finally, this model will be evaluated over longer periods (including dry and wet
extremes) with spatially and temporally blocked cross-validation, reported coverage and interval

width, and tested transfer to new catchments with limited re-tuning.

The simple physics rules can also be incorporated into both learning and calibration. First, a
penalty term will be included in the training loss function that discourages predictions that go
against basic soil moisture behaviour. In practice, a simple diffusion residual on the grid (e.g.,
Richards’ equation (Richards, 1931) or a reaction-diffusion equation (Tartakovsky et al., 2020))
can be computed, and its squared value can be added to the loss function with a weight. Simple
bounds will be added: non-negative bounds (0 < VWC < 1). The weight will be chosen by

cross-validation.

Finally, performance across multiple seasons (dry and wet extremes) will be evaluated and use
spatially and temporally blocked cross-validation, rather than a single day as an example, to
obtain a more general measure of goodness of fit. It is also worth testing how the model transfers

to other catchments with limited re-tuning to understand how well the model transfers.
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