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Abstract

Scotland is being transformed as renewable energy resources are being
exploited through new developments and infrastructure as part of an energy transition.
Scotland has a significant amount of potential onshore and offshore renewable energy
available for capture largely located in rural and isolated regions. Some of this
potential renewable energy has been developed and contributes to the increasing
amount of energy from low carbon sources in the UK, aiding in the UK reaching its

greenhouse gas (GHG) emission targets.

This thesis responds to four research questions. The first proposes an
analytical framework that incorporates the concept of resource peripheries and
processes of peripheralization and centralization in the multilevel perspective (MLP)
from the sociotechnical transitions literature. The second discusses the transition
dynamics during the renewable energy transition in Scotland that are being shaped by
a number of drivers including the shift to community ownership in Scotland and a
range of policies, targets, and legislation. The third address the relationship dynamics
between cores and peripheries created through processes of peripheralization that
include relational, multi-dimensional processes that are also multi-scalar. The fourth
discusses the uneven multi-scalar dynamics created as a transition occurs with
processes of peripheralization and centralization creating resource peripheries as
‘transition-periphery dynamics’. By better understanding these dynamics and
relationships during transitions the renewable energy transition can be better informed
to deal with possible implications and ensure possible benefits are secured for a more

sustainable future.

Keywords:  sociotechnical transitions; geography; resource periphery; renewable

energy; policy
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Chapter 1.
Introduction

Energy systems are continuously changing and adapting. They are shaped as
pressures and influences change over time such as availability, prices, technological
innovations, political and social environment. These energy systems are central to
everyday life. A major challenge and pressure currently on the energy system is that of
reducing Greenhouse Gas (GHG) emissions. This has come about due to the consensus
among scientists over anthropogenic climate change that, “warming of the climate system
is unequivocal” (IPCC 2013, p.4). This consensus is contributing to calls and policy to
reduce GHG emissions, particularly in the energy sector. International agreements and
national targets have been set in order to make global commitments and reduce GHG
emissions. There are many different possible pathways this transition in the energy sector
can take in order to adapt to these new targets and policies, and shape future ones.
Whichever pathway this transition follows it is inevitable that it will involve major
changes not only to technology and infrastructure but also in society, creating a

sociotechnical transition.

Many parts of Scotland are being transformed as renewable energy resources,
often located in the rural areas, are being exploited through new developments and
infrastructure. These developments are having a range of impacts on communities from
economic to social and political. There are complex relationships and interactions
between these developments and associated communities as well as broader pressures
that are being imposed as a nationally-driven shift to renewable energy is taking place to
meet GHG emission targets. These dynamics and relationships need to be better
understood in order to inform this transition to deal with possible implications and ensure

potential benefits are secured.

This study examines particular typess of dynamics and relationships of a

sociotechnical transition. More specifically, the study focuses on the dynamics created



through processes of peripheralization and centralization between peripheral areas and
cores (often urban centres) as there is a shift towards renewable energy by examining
Scotland. A case study approach is used with three cases that represent three parts of the
electricity sociotechnical system linking urban and rural areas: production, transmission,
and storage. These case study sites vary both in terms of renewable energy source (tidal
and hydro), as well as geographically within Scotland. Interviews were conducted in
these case study sites along with additional interviews around policy and industry for
more contextual information and to frame the case study sites. This study links the
literature and debate around sociotechnical transitions with resource peripheries to create

a stronger combined approach to understanding the shift to renewable energy.

This introduction begins with a summary of contextual information about the
energy industry in Scotland, UK, and Europe. This is followed by a description of the
issues and the significance of sociotechnical transitions that this study addresses. Then
there is a short summary of the literature relevant to this study. This is followed by a brief
outline of this study’s research objective and research questions. Then there is a summary

of the methods used to address the objectives. Lastly there is an outline of the thesis.

1.1. Context: The Existing Energy System

Over time the energy sector has transformed and gone through many radical
changes. Humans have changed their energy sources and energy consumption rates have
also changed, increasing as regions economically ‘develop’. These transitions include the
steam powered industrial revolution in the 18" and 19" centuries, and the early
development of windmills. These transitions are sociotechnical which means they are

intrinsically social as well as technical.

Changing political paradigms have shaped and transformed the energy industry.
For example, the Thatcher government in the UK during the 1980s ended the public
ownership of a number of energy networks including electricity and gas through
privatization and liberalization. The UK electricity industry was privatized in 1990 and in
1998 the markets were further liberalized (Geels et al. 2015). This involved the



independent energy regulator Ofgem (Office of Gas and Electricity Markets) taking
charge of many policy issues and government taking a more ‘hands-off approach’ to
increase competition and market-principles within the electricity system (Geels et al.
2015). The aim was to create competition within the energy industry and between energy
supply companies in order to create a more efficient system (Foxon et al. 2010). This was
considered important because the energy supply and distribution systems have been
viewed to be ‘natural monopolies’ because it is practical and efficient to only have one

electrical cable or gas pipeline network (Hammond 2000).

The UK relies on five main energy sources: coal and manufactured fuels, gas, oil,
electricity, and bioenergy (and heat). As shown in Table 1, oil is the largest consumed fuel
type followed by gas, then electricity, next bioenergy and heat, and lastly coal and

manufactured fuels.

Table 1 Consumption of fuel types in the UK in 2013 by million tonnes of oil equivalent (Data
Source: DECC 2014c, p.8).

Industry Domestic | Transport | Services | Total
Coal & manufactured 2.0 0.7 0.0 0.0 2.8
fuels
Gas 8.0 29.6 - 10.3 47.9
QOil 4.4 2.8 52.0 1.2 60.3
Electricity 8.4 9.8 0.4 8.7 27.3
Bioenergy and heat 1.4 0.9 1.1 0.7 4.2
Total 24.2 43.8 53.4 21.0 142.5

Table 1 also shows that the transport sector uses the largest amount of energy measured
by million tonnes of oil equivalent, followed by domestic use, then industry, and lastly
services which include agriculture. The energy industries make a significant contribution
to the economy in the UK, making up 3.3% of the Gross Domestic Product (GDP) in
2013 (DECC 2014c). However, employment in the UK energy sector has decreased
drastically since the 1980s and 1990s largely due to coal mine closures, although
employment has slowly increased since 2005 largely in the electricity sector (DECC
2014c). The UK has shifted over time from a net importer of energy in the 1970s, to a net
exporter in 1981 due to North Sea oil and gas development, and back to a net importer in

2004 (DECC 2014c). The main sources of current energy imports are from Russia (coal),



Norway (crude oil and gas), and the Netherlands (petroleum products). As seen in Figure
1 production of primary fuels has decreased in the UK since 2000 for primary oil, natural
gas, and coal, whereas primary electricity production has remained fairly stable.
Electricity consumption is expected in the long-term to increase due to increased number
of consumer electronics, electrification of transport, and heat from electricity (e.g.
electric heat pumps) even though overall electricity use in the UK has levelled off (Geels
et al. 2015).
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Figure 1 UK primary fuel production from 1980 to 2013 (Source: DECC 2014c, p.6).

The electricity system in the UK involves a highly regulated and infrastructure
intensive, centralized national grid system. Figure 2 shows a simplified model of this
system in the UK. Energy is initially mined/refined or captured in order to generate
electricity, and then is distributed to consumers for end uses. It is important to note that
during each stage energy is inevitably ‘lost” such as through resistance of transmission
cables. During electric power transmission and distribution the UK loses 8% of its output
(in 2011) (The World Bank 2014). Within this Figure 2 renewable energies such as wind,
solar, and tidal, are considered to be within the ‘Hydro/Renewables’ category at the
bottom of the diagram which are also in a sense ‘mined’ or ‘captured’ from the
environment. Electricity production in the UK is primarily from coal, natural gas, nuclear

power, and a small amount of renewable such as from wind (DECC 2014c). The



baseload® electricity includes nuclear, coal, gas, biomass, geothermal, and hydro while
the dispatchable? electricity is sourced from coal, gas, hydro, oil, geothermal, and
biomass. This energy is centrally generated and then transmitted and distributed to homes
and businesses. The overall efficiency of this system, from electricity production to the
supply for the final consumer, has remained relatively constant from the mid-1960s,
varying by only 2% (Hammond 2000). However there has been changes for rural areas
and cities as Calvert (2015) describes, “the deployment of distributed renewable energy
systems is transforming urban areas from spaces of energy consumption into spaces of

energy production” (Calvert 2015, p.12).
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Figure 2 Diagram of the energy flow from production to consumption (Source: Hammond 2000,
p.308).

! Baseload is electricity that is produced at a constant rate and whose power output is not quickly adjustable
as compared to dispatchable electricity sources (e.g. nuclear power stations).

2 Dispatchable is electricity sources that can be generated at varying power outputs. For example at times of
high electricity demand these sources can be adjusted to increase or decrease output relatively quickly (e.g.
hydro electricity).



The UK has a wholesale electricity market that was created between electricity
generators and suppliers through The British Electricity Trading and Transmission
Arrangements (BETTA). BETTA came into effect in April 2005, covering England,
Scotland, Wales, and Northern Ireland. BETTA is a market trading system where parties
are able to trade off energy imbalances close to real time. The purpose of this system is to
promote competition and efficiency, delivering sufficient capacity for consumers from a
large, single-price energy market and linked high-voltage transmission system.
Scotland’s system is run by Scottish Power, and Scottish and Southern Electricity (SSE)
which is connected by the England/Scotland interconnectors. The electricity supply
industry in the UK is currently dominated by a number of large power producers that are
connected to the national, high voltage transmission network that distributes electricity to
communities. These distribution systems become weaker the farther they distribute power
and vulnerable as they traverse greater distances. Communities rely on this electricity to
power lights, various appliances (fridges, freezers, kettles, computers, phones, etc.), and
heating in some cases. The transmission infrastructure is aging and requires upgrades and
reinforcement. Much of Scotland’s transmission network was built after world war two

during the electrification of Scotland.

The ‘dash for gas’ in the 1990s and high gas prices increasing in the early 2000s
have resulted in a need for diversification away from over-reliance on gas. This has
contributed to coal remaining a significant contributor to electricity generation in the UK
even though it produces a relatively large amount of Greenhouse Gas (GHG) emissions
for each unit of electricity produced (DECC 2014c). Coal-generated electricity made up
22.6% of the electricity generated in the UK in 2015 (DECC 2016). Carbon capture and
storage is argued to be a useful way to offset the carbon emitted from coal by storing
emitted carbon underground. Coal use for electricity generation has gradually decreased
since its peak in 2006 (DECC 2014c). Coal production in the UK has been steadily
decreasing, falling to 13 million tonnes in 2013 (DECC 2014c). A number of UK mines
with deep mine production closed in 2013 (Maltby, Daw Mill, and Unity) along with a
surface mining company (Scottish Coal Company) liquidated. To compensate for this
decrease in production coal imports began in 1970 growing to exceed UK production for
the first time in 2001. These imports peaked in 2006 at 51 million tonnes (75% of total



UK coal supply) to largely decrease since then with a small increase since 2011 due to

changing demands from electricity generators (DECC 2014c).

Oil and gas production in the UK is declining (DECC 2014c). In the past the UK
has been self-sufficient in petroleum supplies such as in 1981 after developing its North
Sea oil during the 1970s and 1980s, however this is no longer the case (Hammond 2000).
The UK Continental Shelf reserves are also depleting, with gas production down by 6%
between 2012 and 2013, which is 66% lower than the 2000 record production levels
(DECC 2014c). There is uncertainty as to the size of the remaining fossil fuel reserves
which are often considered ‘finite” (Hammond 2000). However the perceived level of
‘finiteness’ of fossil fuels is continuously changing as new reserves are uncovered such

as through fracking; the extraction of gas from shale rock.

Natural gas consumption in the UK grew, along with natural gas production, from
the early 1970s until its peak in 2004 (at 1,125 TWh) (DECC 2014c). Since the 2004
peak, consumption has declined by roughly 25% as of 2013 (DECC 2014c). Gas-
generated electricity made up 29.6% of the electricity generated in the UK in 2015
(DECC 2016). The production of natural gas in the UK has also been declining since its
peak in 2000. To compensate for this production decline net imports have increased to
50% of the UK natural gas demand (DECC 2014c). These imports largely come from the
diverse pipeline infrastructure the UK shares with Belgium, the Netherlands, and
Norway. Natural gas is being framed by some such as the Intergovernmental Panel on
Climate Change (IPCC) as a ‘bridging fuel’ as part of the transition to renewable energy
sources (IPCC 2007). Stephenson et al. (2012) describes how this approach to natural gas
is part of the ‘climate solution” based on the argument that, “natural gas is relatively
inexpensive, burns cleaner and more efficiently than coal or oil, and is a leading option
for backing up intermittent renewable sources with easily dispatchable, scalable
generators” (p.452). However this has been questioned as problematic due to its contested
production impacts (Stephenson et al. 2012). The UK is exploring fracking to determine
the potential in the UK (DECC 2012). Fracking is controversial because of environmental
impacts and pollution risks. Geels (2014) argues that since 2013 for fracking, “the

government pushed ahead, dismissing opponents as uninformed NIMBY -activists (‘not in



my back-yard’), and attempting to ‘bribe’ local authorities by promising them 1 per cent
of revenues” (Geels 2014, p.35).2 Supporters view fracking as a step forward in

developing a more secure energy source for the UK.

Commercial nuclear power plants were first constructed in the 1950s (Pocock
1977). Nuclear generated electricity made up 20.8% of the electricity generated in the
UK in 2015 (DECC 2016). There are public concerns over the safety of nuclear power
which has been reinforced by events such as Chernobyl (USSR/Ukraine) in 1986 and
more recently Fukushima (Japan) in 2011. A disadvantage to nuclear power is the
radioactive waste that is produced and its disposal. The initial capital costs are also
relatively high for nuclear power as well as with decommissioning of the plants which
have limited life-spans (typically a design life of 25 years and often extended to nearer 40
years) (Hammond 2000). Nuclear power plants have a high energy density in that they
produce large amounts of energy relative to the amount of space the plants require.
Nuclear power is often considered a low carbon energy source however, it is not
generally classified as renewable because the most common nuclear fuel source, uranium,
does not regenerate indefinitely. The further deployment of nuclear energy is highly
dependent on public opinion because of the concerns over safety (Hammond 2000).
Government also plays an important role as they create policies and support mechanisms.
In Scotland the Scottish National Party (SNP) is against the construction of any new
nuclear power plants. In England there is support for new nuclear power stations as

shown by the development of the Hinkley Point C Nuclear Power Station (3.2GW?%).

Hydroelectric power has been widely deployed in Scotland. There was some
private development of hydro power in the 1920s to support the aluminium smelting
industry (Payne 1988). However there was a large expansion during the post-war years
(1940s-1950s) in an effort to create economic development and social support (Munro &
Ross 2011). Between 1950 to 1965, 74 hydropower installations were constructed, which
totalled over 950MW of installed capacity (Nelson 2013). This was in part due to efforts

3 The concept of NIMBY has been criticized by academics for being overly simplistic and as being used to
discredit local residents” objections (Devine-Wright 2011b).

43.2GW is equivalent to roughly 7% of Britain’s electricity demand (UK Government 2016).



by the North of Scotland Hydro-Electric Board (NoSHEB) which was established under
the Hydro-Electric Development (Scotland) Act 1943. This expansion was met with a
certain amount of protest and debate between those wishing to protect the ‘natural’ state
of the region as opposed to the ‘public good’ argument for economic development in
areas in decline (Munro & Ross 2011). This period of hydropower development ended as
there were fewer suitable and economical sites for development along with other energy
generation technologies such as conventional thermal and nuclear power became more
cost-effective and efficient (Payne 1988). These large historic, conventional hydro
schemes make up the majority of current Scottish hydropower (Nelson 2013). Britain’s
electricity industry was privatized in the 1990s (Institution of Mechanical Engineers
2012). Scottish and Southern Energy (SSE) took ownership of much of the NoSHEB’s
hydro power at this time of privatization (Nelson 2013). Hydro-generated electricity
made up 1.9% of the electricity generated in the UK in 2015 (DECC 2016). The most
favourable sites for large-sale hydropower and pumped storage schemes have already
been developed and those that have not tend to be located in National Scenic Areas and
National Parks, therefore in the UK further development is limited (Hammond 2000).

The UK energy system is complex as it relies on a number of different energy
sources. Each energy source has a range of implications with respect to economic
viability, security, and environmental and social impact. As oil and gas prices rise and
problems with international gas supplies emerge, energy security and affordability are
issues that have come to the forefront (Geels 2014). These concerns are shifting the focus
from renewable energy as the solution to climate change as seen in the 2003 White Paper,
Our Energy Future: Creating a Low-Carbon Economy. Geels (2014) argues this shift in
focus has benefitted existing energy regimes rather than alternatives,

The 2003 White Paper portrayed climate change as the central problem and
renewable energy as the main solution. Since about 2005, however, energy
security and affordability (low costs) have been emphasized as additional,
and perhaps even more important, problems. These changes were partly
related to rising oil and gas prices ... and Russian gas supply problems
(related to a 2005 conflict between Russia and Ukraine), but also benefitted
existing regimes. (Geels 2014, p.30)



The issue of energy ‘affordability” has been an issue prior to 2005 with the discussion
around the term ‘fuel poverty’ since 1997 by official Government policy (Boardman
2004). Existing energy regimes have benefited because industries such as coal have
repositioned themselves as being able to deliver energy affordability and security while
also promising carbon capture and storage development to decrease GHG emissions
(Geels 2014). Nuclear power, along with natural gas and shale gas, have also repositioned
themselves as low carbon energy, the answer to climate change and energy security
(Geels 2014). Geels (2014) argues that this, “resistance and resilience of coal, gas and
nuclear production regimes currently negates the benefits from increasing renewable
deployment” (p.21) and that, “policymakers and many transition-scholars have too high
hopes that ‘green’ innovation will be sufficient to bring about low-carbon transitions”

(p.21). These energy industries will continue to adapt in order to resist being replaced.

Scotland’s energy is governed by a multi-level governance structure with the
main levels being the European Union (EU), UK, and Scotland. The UK is a member of
the EU however, as a result of a referrendum the UK is negotiating its depearture from
the EU. The EU holds powers to set binding targets for members. For example the EU’s
2009 Renewables Directive (2009/28/EC) set a binding target of 20% share of energy
from renewable sources by 2020. The EU also has set longer term targets to 2030 and
2050 with associated roadmap documents to accompany these targets (Energy Roadmap
2050). The UK Parliament reserves the power to make laws around energy. A range of
powers such as local government, environment, and tourism, have been transferred from
the UK Parliament through devolution to the Scottish Parlaimant since its creation by the
Scotland Act 1998. Scotland’s devolved powers were further extended by the Scotland
Act 2012. Energy policy is a reserved power specifically for the UK Parliament as part of
the Scotland Act 1998. However, Scotland is able to influence the energy sector through
policies that can set targets, such as the 2020 Routemap for Renewable Energy Scotland
(2013a) (an updated extension from the Scotland Renewables Action Plan (2009)), that
sets a target for 2020 of equivalent of 100% of electricity demand in Scotland to be from
renewable sources. The Scottish Government holds the powers to approve and refuse

planning applications for new energy developments (Dalglish et al. 2017).
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1.2.  Problem and Significance

Atmospheric GHG levels will increase if the billions of tonnes of annual GHG
emissions continue. The expected outcome is in climate change that will result in sea
level rise, ocean acidification, precipitation pattern change, Earth’s average temperature
increase, and reduce snow and ice cover. Average global temperature is predicted by the
IPCC’s Fifth Assessment Report to increase by 0.3°C to 4.8°C by 2100 depending on
future GHG emission levels and the climate model (IPCC 2013). The UK is one of the
countries working to decrease its GHG emissions through targets. These targets include a
GHG emission reduction of 34% by 2020 and a further 80% by 2050 based on 1990
levels as set out in the UK Climate Change Act (2008) (DECC 2009b). This UK Act
positioned the UK as the first country in the world to have a legally binding framework to

cut carbon emissions (Hodson et al. 2015).

The UK has decreased its GHG emissions since 1990 as shown in Figure 3. The
UK has reduced its GHG emissions by 33% between 1990 and 2014 (Committee on
Climate Change 2016). It is estimated that 2013 emission levels of the six gases included
in the Kyoto Protocol (carbon dioxide, methane, nitrous oxide, hydrofluorocarbons,
perfluorinated chemicals, and sulphur hexafluoride) were 1.9% lower in 2013 as
compared to 2012 in the UK (DECC 2014c). These 2013 emission levels at 569.9 million
tonnes of carbon dioxide equivalent are 27% lower than emission levels in 1990 (777.6
million tonnes) (DECC 2014c). However with these measures it is important to note that
emissions are being off-shored by countries through importing goods that involve large
GHG emissions and pollutants to produce. GHG emissions are currently widely measured
by where they are released into the atmosphere rather than as embodied within products.
Research is beginning to examine how to calculate this embodied energy in international
imports and exports, such as by Tang et al. (2013) who found that the UK is a net
embodied fossil energy importer since 1997, at levels less than direct energy imports, but
still significant. Barrett et al. (2013) argue that a consumption-based emissions measure

would be more appropriate particularly for policies.
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Figure 3 Greenhouse gas emissions by gas in the UK from 1990 to 2013 (Source: DECC 2014c,
p.13).

The renewable energy sector has developed and expanded in the UK and this has
contributed to the decarbonisation of the energy industry and GHG emission targets. This
expansion has been made possible through mechanisms and policy instruments such as
the Renewables Obligation (RO) (a tradable certificates scheme) (DECC 2009a) and the
Feed-In-Tariffs (FITs) (contract pricing scheme favouring renewable energy sources)
(DECC 2015). These initiatives have resulted in an increase in low carbon energy sources
such as wind and bioenergy being utilized in the UK as shown in Table 2. Nearly 13% of
the UK’s primary energy came from low carbon sources in 2013, of which nuclear power
contributes a significant portion of just under 60% (DECC 2014c). Renewable-generated
electricity has grown to 24.7% of the electricity generated in the UK in 2015 (DECC
2016). For Scottish gross electricity 59% of consumption was met by renewably sourced
electricity in 2015 (Scottish Government 2017b). This shift in energy production to low
carbon sources will transform the production, consumption, and governance of energy,
and suggests reconfiguration of the current sociotechnical system (Murphy & Smith
2013; Rip & Kemp 1998).
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Table 2 Percentage of primary energy in the UK in 2013 from low carbon sources (Data Source:
DECC 2014c, p.11).

2000 2009 2010 2011 2012 2013
Nuclear 8.4% 7.2% 6.4% | 7.7% 7.3% 7.5%
Wind 0.0% 0.4% 04% |0.7% 0.8% 1.2%
Hydro 0.2% 0.2% 0.1% | 0.2% 0.2% 0.2%
Bioenergy 0.9% 2.1% 2.3% | 2.6% 2.8% 3.3%
Transport fuels 0.0% 0.5% 0.6% 0.6% 0.5% 0.5%
Other 0.0% 0.0% 0.1% |0.1% 0.2% 0.2%
Total 9.4% 10.4% |9.8% |11.9% |11.8% |12.9%

Scotland has a large amount of potential onshore and offshore wind, wave, tidal
current, biomass, solar energy, and geothermal energy available for capture largely
located in rural regions (Bergmann & Hanley 2012; Toke et al. 2013). Some of this
potential renewable energy has been developed and contribute to the increasing amount
of energy from low carbon sources in the UK, aiding in the UK reaching its GHG
emission targets. Scotland has reduced its GHG emissions by 39.5% between 1990 and
2014 (compared to the UK with 33% reduction) (Committee on Climate Change 2016).
However, the development and exploitation of renewable energy in many parts of
Scotland are having a range of impacts for communities as these areas are transformed by
these developments. Complex relationships and interactions exist between these
developments and associated communities. Large amounts of infrastructure linked with
these developments are required to transfer this newly captured energy from the rural
areas where it can be generated, to cores where the energy is consumed. Since renewable
energy is primarily located in rural regions, different areas than where current energy is
largely produced, a ‘re-wiring of Scotland’ is taking place. For example, the Beauly-
Denny power line upgrade is currently under construction, a 600-pylon network of
220km (137mi), to increase capacity to transfer renewable power from the Highlands to
central Scotland. It is argued that further interconnectors and infrastructure upgrades will
be required in other regions of Scotland, such as the Outer Hebrides, in order for further

renewable energy development to occur.

There are broad pressures being imposed on rural areas, where renewable energy

is generally located and captured, as a nationally-driven shift to renewable energy is
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taking place. It is these dynamics and relationships that deserve attention and need to be
better understood in order to better deal with possible implications and best secure

possible benefits of renewable energy.

1.3. Prior Research

This study brings together two bodies of literature: that of sociotechnical
transitions and resource peripheries. These areas of study have remained relatively
separate. The term sociotechnical transition refers to the shift from the use of one
technology to another by a society that involves a transformation in society through
infrastructure, knowledge, and ways of life. This work stems from the sub-disciplines of
sociology of technology and innovation studies (Geels 2002). The earliest literature in
this area was on technological transitions or shifts and began in the 1990s (Kemp 1994;
Kemp et al. 1998; Rip & Kemp 1998; Schot et al. 1994; Schot & Rip 1996). Interest has
grown and a shift was made to the use of the term sociotechnical transition since the
2000s (Elzen et al. 2004; Geels 2002; Geels & Schot 2007; Murphy & Smith 2013;
Rotmans et al. 2001; Scrase & Smith 2009; Turnheim & Geels 2012). This research takes
a systems and evolutionary perspective to examine various sociotechnical systems such
as food, water, transport, technology, and energy. A focus in this literature has been on
radical innovation emergence (niches) rather than other aspects of transitions such as the
destabilisation of existing regimes (Turnheim & Geels 2012). Historical case studies have
also been favoured as they are generally completed events that have the advantage of
being able to be examined in their entirety (Turnheim & Geels 2012). There are two main
approaches within the sociotechnical transitions literature: the multilevel perspective
(MLP) and transition management (TM). TM examines how transitions can be managed
through strategies for public decision-makers and private actors with a more process-
oriented approach (Rotmans et al. 2001). The TM approach, “subscribe to models of
agency and intervention” in that the, “main point is that very idea of transition
management supposes that deliberate intervention in pursuit of specific goals, like those
of sustainability, is possible and potentially effective”(Shove & Walker 2007, p.764).
However, the level to which transitions can be ‘managed’ is debatable and therefore this

study does not adopt the TM approach.
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This research utilizes the multilevel perspective (MLP) which is one of the main
approaches to understanding sociotechnical transitions (Geels 2002; Genus & Coles
2008; Markard & Truffer 2008; Rip & Kemp 1998; Smith & Stirling 2010). In the MLP
approach there are three levels of a sociotechnical transition: niche (micro level), regime
(meso level), and landscape (macro level). Niches protect and nurture radical innovations
from the regime (Geels 2010). Regimes are the dominant practices, rules, and shared
assumptions that guide activities within communities (Rotmans et al. 2001). Landscape is
the context and external factors in which interactions and changes take place (Geels
2002). Actors and organisational networks are embedded within the sociotechnical
system, in the landscape context and their perceptions and actions are guided by the
regime and rules (Genus & Coles 2008). The three levels have a nested character with
niches embedded within regimes, and regimes within landscapes (Geels 2002). A
sociotechnical transition is the change from one sociotechnical regime to another (Geels
& Schot 2007). The transition is the product of developments within and between the
three levels that create new alignments (Geels & Schot 2007). Transitions have a range of
possible pathways in terms of direction, scale, and speed (Rotmans et al. 2001).

The MLP is often treated as a global (macro) model to understand the entire
transition process; however it can also be applied to other scales (Geels & Schot 2007).
The dynamics at the local level, niche dynamics, can be examined through case studies
(Geels & Schot 2007). However, the literature has emphasized large-scale, long-term
change rather than local-scale, unique processes and outcomes (Murphy & Smith 2013).
A challenging aspect of the MLP is that it is difficult to create boundaries with the
analysis of regimes due to their broad and overlapping nature (Geels 2002). Suggestions
have also been made such as to focus more on power and politics involved in developing
policy as well as ‘multi-level governance’ (Geels 2014; Hodson & Marvin 2009). The
sociotechnical transitions literature and MLP approach are discussed in more depth in

Chapter 2 Sociotechnical Transitions.

The influence and importance of geography has been neglected by sociotechnical
transition research until relatively recently (Coenen et al. 2012; Lawhon & Murphy 2011;

Murphy 2015; Hansen & Coenen 2015). In the past focus has been on the temporal
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aspects of transition (‘causality of time’) rather than on the geography of space and time
(Bridge et al. 2013; Coenen et al. 2012; Hacking & Eames 2012). Including
considerations of geography is important because it allows for better understandings of
why, where, and when transitions occur unevenly across space (Lawhon & Murphy
2011). Over the past few years there has been an emerging interest in incorporating and
understanding the geographical dimension of transition processes (Markard et al. 2012;
Smith et al. 2010; Chandrashekeran 2016). Spatial context should play a larger role in
identifying and being a part of theory and causal explanation (Coenen et al. 2012). The
literature has identified that more research is needed, particularly using case study
analyses, to address this gap in the sociotechnical transition literature to incorporate

geography which is what this study addresses (Hacking & Eames 2012).

Resource periphery is a concept that has been implicitly and explicitly applied to
a range of settings (Murphy & Smith 2013). It is linked to world systems theory and
dependency theory. Resource peripheries are part of core-periphery relationships.
Friedmann (1966) developed theory with respect to the processes of development which
cause cores and peripheries to be created. Cores are areas that have developed faster than
peripheries and tend to exploit peripheries. Core-periphery theory has been frequently
applied to both international relations to explain why certain countries have developed
relatively faster than others, and to resource-based communities that tend to be exploited
to supply cores with resources (Smith and Steel 1995). It has also been used to explain
the process whereby urban centres become to dominate decision making for rural
resource-based communities (Smith and Steel 1995). It has been suggested that resource
peripheries are more deeply contested than cores because of economic geography issues
in resource peripheries that are due to resource production, including extraction with
minimal processing, occurring within the local area before export (Hayter et al. 2003).
Past research has focused on cores rather than peripheries particularly within economic
geography (Hayter et al. 2003). This focus has created a need for further research on
peripheries which has been noted in the literature (Murphy & Smith 2013).

Related literature and debate has emerged around various forms of resource

seizures. A new form of legitimization used to justify land and resource appropriation is
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the new global green agenda (Fairhead et al. 2012). In these cases the concerns for the
livelihoods of the rural people are outweighed by the green agenda and the elites/firms
who will profit. This green agenda can be expressed in various ways such as through
national targets or certification requirements. The concept of ‘green grabbing’ has
emerged in the literature and refers to land and resource appropriation for environmental
reasons (Fairhead et al. 2012). Appropriation can be in the form of changes to access,
management, or use through rules and authority alterations that can cause alienating
impacts (Fairhead et al. 2012). Increasingly nature is being commodified and
appropriated by a large range of actors (Fairhead et al. 2012). People who live in resource
peripheries are vulnerable because of the potential for their resources and lands to be
appropriated for economic, larger scale ‘greater good’, and environmental justifications
(Fairhead et al. 2012). However, there are alternative types of developments to the more
traditional large-scale, private resource extraction projects. These have taken many
different forms, for example in Scotland some of these local initiatives have taken the
form of community land buyouts and then in some cases resource development of the
community-owned land (Mackenzie 2006b; Mackenzie 2006a). This community-
ownership results in direct management by the community of the land and resource that
allows control for different forms of development to occur. These concepts and literature
around resource peripheries are discussed in more depth in Chapter 3 Resource
Peripheries.

As stated earlier the literature on the sociotechnical transitions approach has
tended to neglect geographical influences (Coenen et al. 2012; Lawhon & Murphy 2011).
Murphy and Smith (2013) suggest that this lack of consideration for geography in the
sociotechnical transitions approach can be aided by being combined with the concept of
resource peripheries. How can the approaches of sociotechnical transitions and core-
peripheries be linked? Murphy and Smith (2013) connect and extend these concepts of
sociotechnical transitions and resource peripheries by providing an application of the
concepts to wind energy projects on the Isle of Lewis in Scotland. The approaches of
sociotechnical transitions and resource geographies are quite different but complementary
to each other. Each of these perspectives can contribute to the other, creating a stronger

overall approach when combined. Resource peripheries are centered on geography
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because resource extraction occurs in a specific place and focuses on relations and
dynamics between peripheries and cores. The sociotechnical transitions approach is
focused on the overall transition that occurs from one sociotechnical regime to another.
Therefore by bringing the two approaches together, a focus can be directed to the
geographical relationship dynamics present during a sociotechnical transition. The
processes that occur in resource peripheries during sociotechnical transitions can be
characterized by highly complex transition-periphery dynamics. Therefore, this combined
approach of sociotechnical transitions and core-periphery dynamics is particularly useful

for understanding new resource peripheries and associated sociotechnical transitions.

1.4.  Objectives/Research Questions

The overarching aim of this study is to enhance understandings around the
geographical aspects of sociotechnical transitions. More specifically, the study focuses on
the core-periphery dynamics of the transition towards renewable energy taking place in

Scotland. To address this objective there are a set of research questions:

1. How can the multilevel perspective (MLP) on sociotechnical
transitions be incorporated with the concept of resource periphery to
create a more geographically sensitive model for understanding
new resource peripheries?

2. What are the sociotechnical transition dynamics during a
sociotechnical transition?

3. What are the core-periphery dynamics during a sociotechnical
transition?

4. How are sociotechnical transition dynamics interlinked with core-
periphery dynamics in the case of Scotland’s transition to
renewable electricity?

Each of these research questions are addressed in this study. Chapter 4 Analytical

Framework addresses the first research question. The second, third, and fourth research

questions are addressed in the Chapter 10 Analysis and Chapter 11 Discussion.
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1.5.  Approach

In order to address the overall objective of this study that examines the
geographical dynamics of a renewable energy sociotechnical transition, | collected data
through a collective case study approach with three cases. An inductive and normative
approach was used as is common in this research area (Shove & Walker 2007; Smith et
al. 2010).°> An initial literature review was conducted on sociotechnical transitions and
resource peripheries in order to contextualize the study in the literature. The focus of this
study is on Scotland, however, in order to include the various influences and systems
involved, the unit of analysis includes differing levels of jurisdiction including the EU,
UK, and Scotland governing authorities as well as the UK market and infrastructure. The
case study approach was used in combination with semi-structured interviews because of
the ability of these methods to offer explanatory data that can contribute to subsequent
generalizations. The case study approach has also been widely used in past research in
both the fields of sociotechnical transitions (Foxon et al. 2010; Geels 2002; Murphy &
Smith 2013; Smith 2007; Solomon & Krishna 2011; Turnheim & Geels 2012) and core-
periphery dynamics (Borras et al. 2012; Edwards 2011; Leach et al. 2012; Murphy &
Smith 2013).

The case study method allows for a holistic, in-depth investigation of the nature
and complexity of a particular case (Stake 1995). The type of case study utilized in this
study is Collective, as defined by Stake (1995) because there is a group of three cases. By
using multiple cases there is an increase in the explanatory power and thus
generalisability from the collected data (Miles & Huberman 1994). This study’s case
study can also be considered Instrumental because the purpose of these cases is to create
understandings beyond the cases themselves which is to understand the wider
phenomenon of the sociotechnical transition to renewable energy (Stake 1995). The case
study selection process used purposive sampling of part of Scotland’s electricity system.

The selection of these case study sites was based on having cases for three parts of the

5 An inductive approach, also called the ‘bottom up’ approach, works from specific observations where
patterns are identified, that then build to broader generalizations and theories. The normative approach makes
statements about the way things should be.
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electricity sociotechnical system: production, transmission, and storage. The selection of
cases was aided by a three week scoping trip | conducted within peripheral Scotland
during June and July of 2014. The purpose of the scoping trip was for reconnaissance to
collect preliminary information to aid in case study site selection and understand the local
geographic context for the study. No formal data collection took place during the scoping
trip. The trip covered the peripheral generation of renewable energy and the associated
transmission in Scotland. The route of the scoping trip was based on selecting a variety of
locations that were of particular interest relating to renewable energy.

Semi-structured interviews were the main form of data collection and were used
within the case study sites. Additional semi-structured interviews were conducted to give
landscape and regime level (MLP levels) context to the case study sites from various
parts of the electricity system. Semi-structured interviews were chosen for this study
because of their flexible nature. Interviews were with actors who can be considered key
informants such as industry experts, renewable energy policy makers, and decision
makers. Interviewees were selected based on Marshall’s (1996) criteria: their role within
the community, knowledge base, willingness to cooperate/participate, good
communication skills, level of bias and objectivity. A total of 22 interviews were
conducted as well as observation notes taken during the time | spent at each site. An
interview protocol was developed as a flexible guide for these interviews that included a
set of open-ended questions that were predetermined and address the study’s objective
and research questions. During interviews there were additional questions to the
predetermined questions that emerged from the interviewer and interviewee dialogue
(DiCicco-Bloom & Crabtree 2006). This data was collected after ethics approval was
obtained from the University of Glasgow’s College of Social Sciences Research Ethics
Committee. The recordings from the interviews were transcribed and analyzed for
common themes through identification of key phrases, ideas, and concepts (Krueger &
Casey 1994). To aid in this data analysis the software program NVivo was used. Findings
from the study were made available to the interviewee participants and communities if
requested when the study was completed. A more detailed description of the methods of

this study is provided in Chapter 5 Methods.
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1.6. Outline of the Thesis

This thesis consists of twelve chapters beginning with this introduction. The next
section Chapter 2 Sociotechnical Transitions consists of a summary of the sociotechnical
transitions literature. The origins and theories developed in the literature to understand
sociotechnical transitions are described with particular focus on the MLP. This is
followed by an outline of the research conducted on energy transitions. Lastly this
chapter considers the lack of consideration for geography within the sociotechnical

literature and theoretical approach, and the attempts thus far to incorporate geography.

Chapter 3 Resource Peripheries summarizes the literature on resource peripheries.
In particular it examines research conducted on core-periphery relationships. This is
followed by a general look at the understanding of nature and resources in the rural
context. This leads into a summary of the literature on the concept of green grabbing,
where environmental justifications rationalize resource seizures. The literature on
community land buyouts is then described as it is an alternative to mainstream, large-

scale resource developments.

Chapter 4 Towards an Analytical Framework presents an analytical framework
for the study based on bringing together the previous chapter on sociotechnical transitions
(Chapter 2) and the chapter on resource peripheries (Chapter 3). This chapter addresses
the first of this study’s research questions. A combined approach of the concepts of
sociotechnical transitions and core-periphery dynamics is proposed as a highly useful
approach in better understanding resource periphery development and associated

sociotechnical transitions.

Chapter 5 Methods outlines the methods utilized in this study. There is a
description of the objective and the research questions are listed. The reasoning behind
the use of the case study method is explained as well as the use of semi-structured
interviews. The case study selection process is then outlined. This is followed by a
detailed description of the analysis methods. There is then a brief discussion of the

limitations of this study.
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Chapter 6 General renewable energy gives a broad context for this study by
summarizing recent developments around renewable energy technology and policy in the
context of Scotland. The chapter is structured around the MLP framework by organizing
it into the three levels: (1) landscape, (2) regime, and (3) niche. This is followed by a

discussion of the general implications of renewable energy development in Scotland.

Chapter 7, 8, and 9 details the three case study sites: North Yell Tidal Scheme,
Shetland Interconnector, and Coire Glas (and Cruachan). These chapters include
descriptions of the relevant histories of the case study sites and renewable energy
developments. Also, relevant policy information and a selection of quotes from the

interviews are discussed.

Chapter 10 Analysis describes the analysis and findings from this study. It begins
with an analysis of the case study sites in relation to the analytical framework. The
remainder of the chapter is organized around the key themes identified from the analysis:
transition dynamics, core-periphery dynamics, and transition-periphery dynamics. These
key themes are also associated with the second, third, and fourth research questions of
this study.

Chapter 11 Discussion details the interpretations from the study’s findings and is
organized around the same three themes from the previous Chapter 10 Analysis. The
transition dynamics section examines the political qualities of technology and also
employs the concepts of path dependency and lock-in to discuss the study’s results. The
core-periphery dynamics section is structured around and utilizes the concepts of
resource making and green grabbing (concepts examined in more detail in Chapter 3
Resource Peripheries). The transition-periphery dynamics section discusses resource
development, the role of infrastructure, and the future in terms of what the renewable

energy transition is moving towards.

Chapter 12 Conclusion discusses and answers each of the research questions in
turn. The theoretical and policy implications of the findings are described. This includes a
number of policy recommendations. There is also a brief discussion of the limitations of

the study. Recommendations for further research are presented. The chapter concludes
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with a brief wider discussion of cases from other parts of the world from that of this

study’s focus of Scotland.
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Chapter 2.
Sociotechnical Transitions

This chapter presents a literature review of the sociotechnical transitions literature
relating to this study. This is the first of two literature review chapters. The chapter
begins by discussing the fields of Science and Technology Studies (STS) and innovation
studies. These fields are important because sociotechnical transitions literature stems
from sociology of technology and innovation studies (Geels 2002). The sociotechnical
transitions literature is then discussed. This is followed by a summary of the literature
that focuses specifically on energy related sociotechnical transitions. The next section
considers the role of geography and how much consideration it has been given within the
fields of STS and innovation studies as well as within transition studies. The limited
amount of literature that examines the geographical aspects of sociotechnical transitions
is described. This study aims to contribute to this limited area of study by furthering the

theory and understandings around geographical aspects of sociotechnical transitions.

2.1. Science, Technology, and Innovation Studies

Science and Technology Studies (STS)® and innovation studies are fields of study
that have both contributed to the sociotechnical transitions concepts and literature
(Hansen & Coenen 2015; Hansen & Coenen 2013). These fields have different
approaches and focuses with various strengths and weaknesses. STS focus on the social
aspects of technology in that both are shaped by one another. Innovation studies tend to
emphasize innovation and the processes of knowledge generation to commercialization of

technology.

8STS is also considered to stand for Science, Technology and Society however it is the same research area as
Science and Technology Studies (Winner 1995).
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2.1.1. Science and Technology Studies (STS)

Science and Technology Studies (STS), also known as Science, Technology and
Society, is an academic field that emerged in the mid-1960s and has grown since then
(Jasanoff et al. 1995). STS understands technology as, “never purely technological: it is
also social. The social is never purely social: it is also technological” (Bijker & Law
1992, p.305). Technologies are understood as to be inseparable from the social, in that
technologies, “only exist by being embedded into the social” (Ellis et al. 2009, p.544).
Technologies only evolve or change because they are socially shaped in a certain way, as
described by Bijker and Law (1992), and that there is no, “impetus of some necessary
inner technological or scientific logic” (p.5). Technology shapes and is shaped by a

number of factors,

Technology does not spring, ab initio, from some disinterested fount of
innovation. Rather, it is born of the social, the economic and the technical
relations that are already in place. A product of the existing structure of
opportunities and constraints, it extends, shapes, reworks, or reproduces that
structure in ways that are more or less unpredictable. And, in so doing, it
distributes, or redistributes, opportunities and constraints equally or
unequally, fairly or unfairly. (Bijker & Law 1992, p.11)

Technology’ is often perceived in society to be neutral tools and aspects are not

considered such as how, “a given device might have been designed and built in such a
way that it produces a set of consequences logically and temporally prior to any of its
professed uses” (Winner 1995, p.32). However, technologies can have, “encompassed

purposes far beyond their immediate use” (Winner 1995, p.32).

2.1.2. Determinism

Two concepts that have been used to explain technology and power are ‘social
determination of technology’ and ‘technological determinism’. With social determination

of technology, “what matters is not technology itself, but the social or economic system

" In this context Winner (1995) uses the term technology as meaning “all of modern practical artifice, but to
avoid confusion I prefer to speak of technologies, smaller or larger pieces of systems of hardware of a specific
kind” (Winner 1995, p.30).
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in which it is embedded” (Winner 1995, p.28). This draws from social constructionism
where reality is understood as a social construction in which knowledge is socially and
culturally constructed through human interaction (Kim 2001). Technological determinism
(as known as technical determinism) is the concept that, “technology develops as the sole
result of an internal dynamic, and then, unmediated by any other influence, molds society
to fit its patterns” (Winner 1995, p.29). It is also described as where, “technologies
change, either because of scientific advance or following a logic of their own; and they
then have effects on society” (Mackenzie & Wajcman 1999, p.3). This is a common
approach to understanding the relationships between society and technology however it is
too narrow. It is also the dominant approach used in newspapers and other mass media
(Mackenzie & Wajcman 1999). Mackenzie and Wajcman (1999) argue that technological
determinism, “contains a partial truth” (p.3) but that it is more complex. In a response to
technological determinism, Pinch and Bijker (2012) argue for the Social Construction of

Technology (SCOT) approach where human action shapes technology.

A theory that draws on both social determinism and technological determinism is
that of technological momentum, a theory originally developed by Thomas P. Hughes
(1983), according to which sociotechnical systems have mass movement and direction.
According to the theory there is an initial social determinism to the technological
momentum that then shifts over time into a more technological determinism. This is a far
more balanced theory in that it recognizes the influences of both social determinism and
technological determinism. The relationship between society and technology is complex

as this study shows with society shaping technology and technology shaping society.

2.1.3. Systems Perspective

Technologies tend to be part of larger systems. These technologies and technical
systems have political qualities and embody certain powers. These systems influence
technology design since, “the need for a part to integrate into the whole imposes major
constraints on how that part should be designed” (Mackenzie & Wajcman 1999, p.11).
The example presented by Mackenzie and Wajcman (1999) was that the light-bulb was

not designed, “as an isolated device but as part of a system of electricity generation and
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distribution, and the needs of the system are clearly to be seen in the design of the bulb”

(p.12).

Winner (1995) describes two types of political qualities of technologies in relation

to systems.® The first is ‘technical arrangements as forms of order’ which are,

Ways in which specific features in the design or arrangement of a device or
system could provide a convenient means of establishing patterns of power
and authority in a given setting. Technologies of this kind have a range of
flexibility in the dimensions of their material form. It is precisely because
they are flexible that their consequences for society must be understood with
reference to the social actors able to influence which designs and
arrangements are chosen. (Winner 1995, p.38)

The second is ‘inherently political technologies’,

In which the intractable properties of certain kinds of technology are

strongly, perhaps unavoidably, linked to particular institutionalized patterns

of power and authority... here, the initial choice about whether or not to

adopt something is decisive in regard to its consequences. (Winner 1995,

p.38)
This means that, “certain kinds of technology do not allow such flexibility, and that to
choose them is to choose a particular form of political life” (Winner 1995, p.32). This
link between a technology and certain “political lives’ has been argued to exist because
technologies ‘require’ certain social and material conditions due to practical necessities.
This follow the reasoning that, “the adoption of a given technical system actually
requires the creation and maintenance of a particular set of social conditions as the
operating environment of that system” (Winner 1995, p.33). However others argue that it
is because certain technologies are strongly ‘compatible’ with certain systems (Markard
& Truffer 2006). Winner (1995) critiques this argument in that, “a given technology is
strongly compatible with, but does not strictly require social and political relationships of
a particular stripe” (Winner 1995, p.33). The implications of technology are not always
purposeful or have ‘conscious conspiracies or malicious intentions’ such as with the

example of the long standing neglect of accessible infrastructure for handicapped persons

8 Winner (1995) uses the term politics to mean, “arrangements of power and authority in human associations
as well as the activities that take place within those arrangements” (Winner 1995, p.30).
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in public places (Winner 1995). The critiqued argument of Winner (1995) is more
accurate in that it is overly restrictive to state that certain technologies ‘require’ rather
than are simply ‘compatible’ with specific social or political relationships and system
configurations. There are often many different ways technologies can be adopted even

though in practice they may only be adopted in a small number of different ways.

2.1.4. Innovation Studies

Innovation studies is a field of research concerned with the, “economics, policy
and management of technological innovation” (Godin 2010, p.3). Although technological
innovation has been studied for over a hundred years, that specific field of ‘innovation
studies’ emerged roughly twenty five years ago (Godin 2010). Three key innovation
studies concepts for transitions studies are discussed in this section: radical and
incremental innovations, Large Technical Systems (LTS), and path dependency and lock-

in.
Radical and Incremental Innovations

There are two types of innovations: radical and incremental. Radical innovations,
“involve discontinuous change and the introduction of new technologies and techniques”
(Gouldson & Murphy 1998, p.25). In contrast incremental innovations, “involve
continuous improvement to existing technologies and techniques” (Gouldson & Murphy
1998, p.25). The difference between a radical innovation and an incremental innovation
is that incremental innovations are, “minor changes in existing products, whereas radical
innovations represent an entirely new class of products or technological devices based on
a novel set of engineering and scientific principles” (Markard & Truffer 2006, p.612).
However, radical innovations often rely on incremental innovations in order to be

successfully diffused as described by Gouldson and Murphy (1998),

While radical innovations often rely on incremental improvement for their
success, it is apparent that incremental innovation must eventually
encounter diminishing marginal returns as it encounters both economic and
technical limits. The limits are maintained by those elements of the existing
system that remain fixed. The periodic introduction of radical or
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discontinuous change is thus a prerequisite for subsequent phases of
incremental innovation. (Gouldson & Murphy 1998, p.26)

Innovation is an important part of sociotechnical transitions and takes place in
niches (one of the three levels of the MLP described in the next section). Radical
innovations occur in niches because there is temporary protection for a new product or
technology from the prevailing regimes standards and selection rules (Markard & Truffer
2006). The diffusion of a radical innovation, which can also be understood as a
sociotechnical transition, is dependent on a number of factors as described by Gouldson
and Murphy (1998),

The initial adoption and subsequent diffusion of a radical innovation depend
not only on its inherent characteristics but also on the nature of the selection
environment. Thus, innovations which display some complementarity with
existing systems are more likely to be adopted than those which do not. In
this respect, even radical innovations are likely to reflect some of the path-
dependences. (Gouldson & Murphy 1998, p.29)

As this quote describes, radical innovations tend to follow certain amounts of path

dependency.

Large Technical Systems (LTS)

Large Technical Systems (LTS) can be characterized as being highly stable and
having inertia. The type of innovations in these large technical systems, “tend to be
incremental in nature and existing products and technologies undergo processes of slight,
continuous improvement rather than radical change” (Markard & Truffer 2006, p.611).
This tendency towards incremental innovation in LTSs is in contrast to a radical

innovation is explained by Gouldson and Murphy (1998),

Innovations depend upon a system or network of relations without which
their adoption would be impossible. As a consequence, new technologies
and techniques must be introduced into systems which have often been
developed for and adapted to older technologies and techniques. The
introduction of an invention into one part of an existing system may require
far-reaching changes to other parts of the system to ensure compatibility
with the system as a whole. Considerable resistance and inertia may be
apparent in this respect. (Gouldson & Murphy 1998, p.27-28)
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Energy systems tend to be large technical systems. For example, there are many
technological regimes in the electricity supply sector that exist because it is a large,
complex technical system including various sources including for example: wind,
hydropower, nuclear power, and fossil fuel-based power (Markard & Truffer 2006).
These technological regimes can then be understood from an aggregated level as a sector
regime because of the dominant structure with large centralized power plants connected
by long-distance transmission lines (Markard & Truffer 2006). Within this sector regime,
“technological regimes may either equally co-exist within a large technical system, e.g.
with similar market shares, or there may be a dominant regime and niches, respectively”
(Markard & Truffer 2006, p.611). The technological regimes within the sector regime can
co-evolve with more mature technologies becoming more powerful, rigid and diffuse
(Markard & Truffer 2006). For example, wind energy is a minor component in the

electricity supply system but it is growing (Markard & Truffer 2006).

Winner (1995) finds that, “certain devices and systems almost invariably linked to
specific ways of organizing power and authority” (p.34). Large technical systems, such as
electricity production systems, tend to be centralized because, “many large, sophisticated
technological systems are in fact highly compatible with centralized, hierarchical
managerial control” (Winner 1995, p.36). The argument was made by Chandler (1977)
(in The Visible Hand) that certain technologies require certain scales with their associated
social form of large-scale centralized, hierarchical organization to be administered by
skilled managers in order to be plausible, such as transportation, production (electricity),
and communication.® Building from Chandler’s argument Winner (1995) states that it is
the, “properties of many modern technologies — oil pipelines and refineries, for example
— are such that overwhelmingly impressive economies of scale and speed are possible”
(p.33). By choosing a specific technology, this means certain types of systems and
infrastructures are required to operate it and at specific scales, therefore many

implications are created and more than just an energy source has been committed to.

9 Chandler (1977)’s book The Visible Hand was in response to Adam Smith’s concept of the ‘invisible hand’
which referred to market forces and their ability to self regulate the economy. The ‘visible hand’ is the visible
hand of management that Chandler argues has replaced what was the ‘invisible hand’.
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Path Dependency and Lock-in

Path dependency and lock-in can act as barriers to the introduction of innovations
and are often characteristic of large systems. Path dependency occurs due to lock-in
mechanisms that are mutually reinforcing and intricate. These mechanisms can include:
investments, infrastructure, technical knowledge base, core beliefs, vested interests,
behavioural patterns, subsidies, and regulations (Turnheim & Geels 2012; Unruh 2000).
Path dependency and lock are rooted in evolutionary economics however are often
discussed in sociotechnical transitions literature (Smith et al. 2010; Upham et al. 2014;
Seyfang & Haxeltine 2012).

For technical arrangements as forms of order, the crucial point for change is when
the initial choice of an artefact is made because the original flexibility disappears because
the commitment has been made and there is a lock-in affect and path dependency. As
Winner (1995) describes,

By far the greatest latitude of choice exists the very first time a particular
instrument, system, or technique is introduced. Because choices tend to
become strongly fixed in material equipment, economic investment, and
social habit, the original flexibility vanishes for all practical purposes once
the initial commitments are made. In that sense technological innovations
are similar to legislative acts or political foundings that establish a
framework for public order that will endure over many generations. For that
reason, the same careful attention one would give to the rules, roles, and
relationships of politics must also be given to such things as the building of
highways, the creation of television networks, and the tailoring of
seemingly insignificant features on new machines. (Winner 1995, p.32-33)

This path dependency and lock-in mean that, “local, short-term contingencies can

exercise lasting effects” (Mackenzie & Wajcman 1999, p.20).

In the case of the electricity supply system, Markard and Truffer (2006) describe
how it is exhibiting, “strong path dependencies and high barriers for radical innovations”
(p.609). The electricity supply system tends to be strongly path dependent because, “most
system components are closely interrelated and various kinds of technical norms,

organizational practices and institutions procedures have emerged to guarantee a smooth
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joint operation of all these components” (Markard & Truffer 2006, p.609). The
complexity of the electricity supply system is a characteristic linked to path dependency

as noted by Mackenzie and Wajcman (1999),

Complexity and uncertainty, however, increase rather than diminish the
importance of path-dependence. If there is an unequivocally superior
alternative to what historical processes of technological change have left us
with, then, as noted above, there will often be reasons for modest confidence
that it will be adopted. If, on the other hand, the characteristics of
alternatives are uncertain and contested, then the low-risk course will be the
path-dependent one of starting from what history has given us and seeking
to improve it. (Mackenzie & Wajcman 1999, p.21)
This has implications for a transition in the electricity sector towards low carbon sources

as Calvert and Mabee (2014) describe,

The social and environmental imperatives to replace non-renewable with
renewable energy (RE) resources are strong, and the technological means
by which to achieve this goal are available and improving. The problem
however, is that a systemic and self-referential preference for fossil energy
resources has been deeply entrenched within social and political-economic
activities as well as their underlying institutional and physical structures
over the last three centuries. (Calvert & Mabee 2014, p.2)

Fossil fuel related industries are likely to resist the shift towards renewable energy and
therefore it will be a gradual abandonment of the current regime in relation to the
increase of social, political, and economic pressures (Turnheim & Geels 2012). These
cause incremental alterations to be encouraged over radical changes (Geels 2002). The
emergence of a new sociotechnical system requires large changes to all aspects of the

existing system.

2.2. Sociotechnical Transitions

Sociotechnical systems change over time and evolve into new systems. This
process has come to be referred to as a transition. In the past it has also been termed a
technological transition with a formal definition of where, “major technological

transformations in the way societal functions such as transportation, communication,

32



housing, feeding, are fulfilled” (Geels 2002, p.1257). This approach stems from the

sociology of technology and innovation studies (Geels 2002).

The amount of research and literature on sociotechnical transitions is growing.
However it still remains an area that deserves further study not least because of climate
change and the sociotechnical transitions required to adapt to it. The earliest work in this
area discussed technological regime transitions or shifts (Kemp 1994; Kemp et al. 1998;
Rip & Kemp 1998; Schot et al. 1994; Schot & Rip 1996) however work did not ‘take off’
until the 2000s (Elzen et al. 2004; Geels 2002; Geels & Schot 2007; Murphy & Smith
2013; Rotmans et al. 2001; Scrase & Smith 2009; Turnheim & Geels 2012). This
research has examined sociotechnical systems with respect to food, water, transport,
technology, and energy (Elzen et al. 2004; Geels 2002; Murphy & Smith 2013; Scrase &
Smith 2009).

Sociotechnical transitions utilize a systems approach that examines the
interactions and relationships between social and technical elements. The primary focus
of the work has been on radical innovation emergence as opposed to other aspects such as
the destabilisation of existing regimes (Turnheim & Geels 2012). Historical case studies
are frequently used and have the advantage that they generally are completed historical
events thus allowing the entire process to be examined (Turnheim & Geels 2012). There
are two main (and linked) approaches within the sociotechnical transitions literature: the
multilevel perspective (MLP) and transition management (TM). This section examines
the MLP because MLP research focuses on understanding the transition process whereas
TM is largely concerned with how to ‘actively steer’ technology innovation and uptake
(Genus & Coles 2008). It is questionable whether it is possible to truly manage and

‘actively steer’ a transition.

The MLP has been applied to sociotechnical transitions and has attracted a fair
amount of attention (Geels 2002; Genus & Coles 2008; Markard & Truffer 2008; Rip &
Kemp 1998; Smith & Stirling 2010). This perspective is a middle range theory and aims
to examine the complex dynamics of sociotechnical changes through analytical and
heuristic concepts from various literatures (Geels 2010; Murphy & Smith 2013). The
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MLP and socio-technical systems are important heuristic devices in the way they
structure and bring attention to the different levels of niche, regime, and landscape
(Hodson et al. 2015). The MLP is operationalized in Chapter 6 Existing Energy System
as a heuristic device by using the three levels of the MLP to outline recent developments
around renewable energy technology and policy in Scotland. The MLP levels are
particularly useful because of the complexities involved in sociotechnical systems. They
are particularly valuable for, “structuring the usually messy accounts of complex system
dynamics” (Spéth & Rohracher 2012, p.465). It allows for different aspects of a system to
be understood over time such as, “to assess transition dynamics and activities which aim
to bring about radical or incremental systemic change” (Hodson et al. 2015, p.2).
Although it can be challenging to separate and define the systems and their levels;

therefore this requires extra clarity and attention.

The MLP has three levels to examine sociotechnical transitions: niche (micro
level), regime (meso level), and landscape (macro level). The three levels have a nested
character because niches are embedded within regimes, and regimes within landscapes
(Geels 2002). Niches are required for radical innovations to be nurtured by dedicated
actors because they need protection from the regime to survive (Geels 2010). This
protection is necessary because radical innovations tend to be expensive and cumbersome
and would not be supported by the regime (Geels 2002). Hodson et al. (2015) describe
the relationship between the three parts of the MLP as follows,

Niche activities can be but not necessarily are responses to landscape
pressures and may aim to put pressure on different regimes in more or less
strategic ways. Processes of experimental configuration, strategy and
learning are important to niche construction as is the extent to which niches
generate momentum and, for this, the relationship of niches to regimes.
(Hodson et al. 2015, p.3)

Niches can be formed by policy makers with goals to develop novel technologies or by
actors that are well-resourced (Markard & Truffer 2006). Market niches can also form
due to, “demand of specific customer segments or particular application contexts in
which a novel technology might be superior to the established technology” (Markard &

Truffer 2006, p.612). Fringe actors or outsiders in small networks tend to be the ones to
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carry and develop niche-innovations (Geels & Schot 2007). The shift of a technology
from one niche to another is challenging and involves experimentation, adjustments,

reconfigurations, and learning (Geels 2002).

Regimes are the dominant practices, rules, and shared assumptions that guide
activities within communities (Rotmans et al. 2001). Geels (2002) identifies seven
dimensions within the sociotechnical regime: technology, user practices and application
domains (markets), symbolic meaning of technology, infrastructure, industry structure,
policy, and techno-scientific knowledge. These dimensions are linked with internal
dynamics and co-evolve over time. Regimes shift gradually through processes of
reconfiguration and cascade dynamics where one element change triggers others on all
dimensions (Geels 2002). Regimes are stabilised and locked-in through numerous
mechanisms and commitments: cultural-cognitive institutions (focus), missions and
identities, existing technical competencies, and commitments from industry actors to
industry-specific regulatory institutions (Turnheim & Geels 2012). For example, Geels
(2014) argues that regime stability is the result of incumbent actor's active resistance.
However, radical innovation can be created or supported by incumbents, not just new
entrants (Mazur et al. 2015).

Landscape is the context and external factors in which interactions and changes
take place (Geels 2002). The timing of landscape pressures on regimes will affect the
outcome of the development of niche-innovations, creating different transition paths
(Geels and Schot 2007). Landscapes take longer to alter than regimes (Geels 2002).
Examples of types of landscape change include population demographics, broad political
changes, and cultural changes. However, extreme events or shocks can either halt or
accelerate regime destabilisation (Turnheim & Geels 2012). Crises provide a ‘sense of
urgency’ which in turn increases public and political pressure. Macro-economic events
affect market demand, future expectations, and competitive positions. Landscape cannot

be influenced by actors in the short run (Geels and Schot 2007).

Actors and organisational networks are embedded in the sociotechnical system

within a landscape context and their perceptions and actions are guided by the regimes
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and rules (Genus & Coles 2008). Government and policy makers set the rules and
regulations for industry. Governments, “support and shape economic sectors in specific
ways, e.g. through tariff protection, loans, cash grants, government purchases, patents,
tax concessions, information and research services” (Geels 2014, p.26). Policy also plays
an important role in supporting (e.g. subsidies) or destabilising industries. They achieve
this through mechanisms such as subsidies to support specific industries and through
altering economic frame conditions such as taxes, import restrictions, and regulations
(Turnheim & Geels 2012). However, industry tends to have close contact with
policymakers since industry is often consulted, and therefore ideas and interests can
possibly be internalized by policymakers, as well as direct lobbying or information

strategies or incentives.

The MLP views transitions as the product of developments within and between
the three levels that create new alignments (Geels & Schot 2007). The MLP understands
transitions, “as arising from the interplay between multi-dimensional developments at
three analytical levels” (niche, regime, landscape) (Geels 2014, p.22). A sociotechnical
transition is the change from one sociotechnical regime to another (Geels & Schot 2007).
The process begins with radical niche innovations that build momentum and support from
powerful groups as well as price and performance improvements. Landscape level
pressures on the regime destabilize it, creating opportunities for the radical innovations to
break out of the niche and become dominant. A transition is complete when the new
sociotechnical regime has become ‘socially embedded’ (Genus & Coles 2008). This
process is represented in Figure 4 from Geels (2002) where the arrows represent changes
over time and overall interactions between the three levels. Translation, whereby radical
innovations become a part of the regime from the niche is, “rarely a process between
equals” as stated by Smith (2007). Regimes are a result of relatively large time scales
where there are interactions between users, technologies, knowledge, and institutions,
which are highly embedded and influential. In contrast niches are poorly embedded
(Smith 2007).
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Figure 4 Multilevel perspective dynamics (Source: Geels 2002, p.1263).

Rotmans et al. (2001) suggests that transitions can also be conceptualized to occur
in four phases: predevelopment, take-off, breakthrough, and stabilization. These stages
are identified in Figure 5 with the level of social development through time. From left to
right: initially the dynamics equilibrium is intact, then the take-off process of change
begins with increasing development and accelerates, breaks through the regime, and
finally stabilizes at an increased level of social development. Transitions can vary by
three system dimensions: speed of change, size of change, and time period of change
(Rotmans et al. 2001). Transitions are the result of short term flow developments and
long-term stock developments (Rotmans et al. 2001). These transitions occur within
different domains and each domain has different speeds at which it changes (e.g.
economics quickly, ecological systems slowly, institutional and technological in the mid-
range) (Rotmans et al. 2001).
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Figure 5 Four phases of transition (Source: Rotmans et al. 2001, p.17).

The four stages of the sociotechnical transition described by Rotmans et al. (2001) have
similarities with Rostow’s (1959) Stages of Growth model. Rostow’s (1959) model
generalizes economic development. Both models begin with equilibrium that is followed
by a “take-off” stage of rapid development, and then development slows to a new state of
equilibrium. With Rostow’s (1959) model this equilibrium state is mass consumption and
with Rotmans et al. (2001) model it is a new stable level of social development. Rostow’s
model has been fairly criticized for the assumption that economic development fits into a
linear system because empirical evidence shows countries do not always follow the
model with some ‘taking off” and then ‘slipping back’. It has also been criticized for
being biased towards a western model of development rather than an international model
(Stubbart & Smaley, Roger 1999).

Transitions have a range of possible pathways in terms of direction, scale, and
speed (Rotmans et al. 2001). The pathway taken is dependent on the nature of the radical
innovation and the characteristics of the niche, regime, and landscape. The timing of
landscape pressure on regimes will affect the outcome of the development of niche-
innovations, creating different transition paths (Geels & Schot 2007). Geels and Schot
(2007) identify four transition pathways: transformation, reconfiguration, technological

substitution, and de-alignment and re-alignment. The event sequences of the four
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transition pathways are not automatic nor do they always follow their ‘pure forms’ but
they can create a pattern of sequential crossovers. Geels and Schot (2007)’s transition
pathways provide a more nuanced approach to understanding the stages of a transition as
compared to Rotmans et al. (2001)’s simplistic phases of the transition model (shown in
Figure 5).

The MLP is often treated as a global (macro) (between countries) or national
(within countries) model to understand the entire transition process (Geels & Schot 2007,
Hodson et al. 2015). Raven et al. (2012) conducted a literature review to examine the
proportion of empirical transition studies at each scale and, as shown in Figure 6. It found
a large emphasis on the national and conceptual/not articulated papers. This focus on the
national scale of empirical transition studies is not in line with processes of globalisation
and regionalisation in science, innovation, and technology (Raven et al. 2012). There is a
fair amount of research on the role of cities or the urban in sociotechnical transitions
research (Bulkeley 2006; Bulkeley et al. 2010; Castan Broto & Bulkeley 2012; Wolfram
& Frantzeskaki 2016; Frantzeskaki et al. 2014). This is in contrast to the lack of
identification shown in Figure 6 of research on specifically the rural. However, the
dynamics at the local level, “can be shown in elaborate single case studies” (Geels &
Schot 2007, p.414). This research contributes to this currently lacking area of research on
the rural identified by Raven et al. (2012) as well as well as other scales and utilizes a
number of cases to achieve this.
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Figure 6 Diagram of published papers from 1994-2011 in transitions studies delineated by
geographical focus (Source: Raven et al. 2012, p.64).%°

The difficulty with the MLP is that it is complex and requires a large amount of
data, and it is difficult to create boundaries with the analysis of regimes due to their broad
nature (Geels 2002). A criticism of the MLP is the lack of focus on political power and
agency (Geels 2014; Genus & Coles 2008; Smith et al. 2005). It has also been suggested
that the approach would benefit from the inclusion of an appreciation for ‘multi-level
governance’ and scale of politics (Hodson & Marvin 2009). The influence and
importance of geography has also been neglected by sociotechnical transition research
(Coenen et al. 2012; Lawhon & Murphy 2011; Chandrashekeran 2016). There is a lack of
contributions in the sustainable transitions literature that explicitly deal with the
importance of local resource endowments (Hansen & Coenen 2015). Additionally the
literature has emphasised large-scale, long-term change rather than local-scale, unique
processes and outcomes (Murphy & Smith 2013). Nonetheless, the MLP has been a
highly effective framework for generating understandings of sociotechnical transitions
(Murphy & Smith 2013). This study addresses some of these critiques particularly around

geography by developing the MLP to become a more geographically sensitive and multi-

10 Global includes studies focused on the world, continents, or ‘developing countries’. National includes
analysis of a country. Regional is a sub-national focus. Urban is the focus of specific cities. The
Conceptual/not articulated category are papers that are mainly theory with no overt geographical delineation.
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scalar model as shown through the analytical framework developed in Chapter 4 Towards

an Analytical Framework.
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2.3.  Sociotechnical Transitions and Energy

There has emerged a scientific and policy consensus that climate change is
occurring and that it is anthropogenic. The need to drastically reduce greenhouse gas
(GHG) emissions has also become widely accepted. Goals have been set by many
countries such as in the UK through the UK Climate Change Act (2008) with a
mandatory target of GHG emission reduction levels of 34% by 2020 and 80% by 2050
(based on 1990 levels) (DECC 2009c). To meet these targets the UK has reduced its
GHG emissions by 33% between 1990 and 2014 (Scotland has made a 39.5% reduction)
(Committee on Climate Change 2016). These are reduction goals that will likely require a
major shift to low carbon energy sources therefore it is a question of what kind of
transition it will be rather than if it will occur (Hodson et al. 2015). This shift will
transform the production, consumption, and governance of energy, and include a
reconfiguration of the current sociotechnical system (Murphy & Smith 2013; Rip &
Kemp 1998).

In response to the increasing awareness of the need for sustainability, the field of
‘sustainability transitions’ has grown significantly over the past 10-15 years with an
output of 60-100 academic papers published per year (Markard et al. 2012).
Sustainability transitions are, “long-term, multi-dimensional, and fundamental
transformation processes through which established socio-technical systems shift to more
sustainable modes of production and consumption” (Markard et al. 2012, p.956). It is
important to note that what is considered more ‘sustainable’ is subjective and likely to
change over time. This sustainability transitions literature is broad in terms of topics
(energy, transportation, water, etc.), approaches, methodologies, and fields of study it
crosses (management studies, sociology, policy studies, economic geography, modelling,
etc.) (Farla et al. 2012; Markard et al. 2012). However, the topic of energy in this field
has acquired a significant amount of attention. Sovacool (2014) conducted a content
analysis of published articles (1999-2013) within the field of energy studies and found
that the social sciences aspect of energy (including fields of history, sociology,
philosophy, political science, and psychology) has been treated as secondary or
peripheral to that of the “hard’ aspects of energy (including economics, statistics,
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mathematics, physics, and engineering). The topic of geographic space and scale was the
least favoured topic found in the analysis with only 1.1% of articles on the topic
(Sovacool 2014). This study contributes to this limited geographic field of literature in

the field of energy studies.

Thus far energy transitions towards sustainability, such as to renewable energy
sources, have received more attention in the literature than water, food, and other
domains (Markard et al. 2012). An energy transition is described by Calvert and Mabee
(2014) to be, “measured through time as a gradual shift from one mix of resources and
technologies to another” (p.2). Although accurate, this description by Calvert and Mabee
(2014) focuses on technology and neglects the important aspect of the social such as the
charateristic increase in energy consumption with a transition. The term ‘low-carbon
transitions’ is used in some of this literature which Geels (2014) argues has focused too
much on green niche-innovation (Geels 2014). The energy system is complex with
networks of actors, societal norms, infrastructure, and institutions (rules). The many
actors involved include businesses, policy-makers, research institutes, regulators,
investors, and end-users (Scrase & Smith 2009). Market mechanisms and policy
measures establish the rules and standard practices for the industry. However, change in
the system is constrained by material infrastructures and existing actors’ commitments
(Scrase & Smith 2009). It is also constrained by ‘trust in the system’ which can, “make it
extremely difficult to re-direct regimes toward more sustainable outcomes” even when

there are, “safer and/or more sustainable alternatives” (Murphy 2015, p.8-9).

The complexity of the renewable energy shift makes it useful to apply the
sociotechnical transition approach to understand the transition (Murphy & Smith 2013;
Scrase & Smith 2009; Turnheim & Geels 2012; Verbong & Geels 2010). A large amount
of this research focuses on historical energy shifts to make recommendations for the
renewable energy transition (Allen 2012; Bennett 2012; Fouquet 2012; Fouquet &
Pearson 2012; Solomon & Krishna 2011; Wilson 2012). Research on past technological
transitions is useful because these transitions have been found to follow similar patterns
with different features depending on the context, actors, and technologies involved

(Bennett 2012). However it is important to research current energy transitions as this

43



study does by examining the renewable energy transition in Scotland in order to inform

current transitions.

The public awareness of climate change is considered to be the main landscape
pressure that will cause a renewable transition to occur (Geels & Schot 2007; Murphy &
Smith 2013). Attention on climate change grew rapidly in the early 2000’s, however this
attention has shifted since the financial-economic crisis towards jobs, competitiveness,
and energy prices (Geels et al. 2015). The annual number of national UK newspaper
articles including the word ‘climate change’ can be seen in Figure 7 from Turnheim and
Geels (2012).
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Figure 7 Annual number of national UK newspaper articles including the words ‘climate change’
(Source: Turnheim & Geels 2012, p.47).

There are inevitable challenges involved with a transition and the processes of
reconfiguration because a new sociotechnical system is created from an existing system
that is deeply embedded and initially dominant (Unruh 2000). This difficulty is clear in
the case of the development of renewable energy projects because the current energy
system is built mainly on fossil fuel generated energy and is organized to maximize the

production, distribution, and consumption of fossil fuel sources (Murphy & Smith 2013).
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In order to transition to renewable energy sources new infrastructure and distribution
systems must be built which requires large capital investments, skilled workers,
specialized knowledge, and a profitable market. The levels of change required in the
various parts of a system depend on the radical innovation. This is exemplified by
Markard and Truffer (2006)’s diagram of the electricity system (Figure 8). This diagram
represents the electricity supply value chain with five major components: exploitation of
primary energy carriers, their transport, their conversion into electricity, power
transmission and distribution, and power markets and sales. The figure also displays the
level of innovation or ‘degree of horizontal novelty’ required at each of these components
of the electricity supply value chain for: nuclear power, combined cycle gas turbine
(CCGT), wind power, and fuel cells. Wind power is particularly interesting because it
requires high levels of horizontal novelty for nearly all the components of the value
chain. Wind power therefore, “leads to a competition of regimes in the field of power
generation and on the level of the sector because, like other distributed energy sources,
wind power is largely incompatible with the dominant regime of centralized generation”
(Markard & Truffer 2006, p.611). The existing regime will also resist a transition as
argued by Geels (2014) who states that the coal, gas, and nuclear production regimes in
the UK are currently resisting and are resilient. This negates benefits that could be made

from renewable energy production deployment.
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Figure 8 Markard and Truffer (2006) ’s model of the realized and potential changes in the
traditional value chain of electrical power supply due to the introduction of new technologies
(Source: Markard & Truffer 2006, p.613).

Geels et al. (2015) presents a diagram of the electricity generation sociotechnical system
(Figure 9). This diagram shows a basic overview of the electricity system from

generation, transmission, and consumption.
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Figure 9 Geels et al. ’s (2015) diagram of the sociotechnical system in electricity (Source: Geels
et al. 2015, p.7).

The electricity supply system can be understood as, “a set of different actors, institutions
and technical components and their relationships that serve the purpose to supply
consumers with electrical power” (Markard & Truffer 2006, p.613). The system involves
capital-intensive infrastructure with a range of technologies and components as well as a
range of actors and institutions (Markard & Truffer 2006). Although the diagram above is

highly simplified it is a useful way to conceptualize the electricity supply system.

Past energy transitions suggest that they are characterized by significant increases
in energy consumption (Fouquet 2009; Grubler 2012). Fouquet (2009) describes how the
transitions to coal, then oil, then natural gas have all also involved increases in energy
consumption over time. This characteristic is of concern for the shift to renewable energy
because if larger energy consumption accompanies the shift to lower GHG emission
energy sources, then the desired decrease in total GHG emissions would be more difficult

to achieve (Fouquet & Pearson 2012).

In understanding a current sociotechnical transition it is important to recognize at

which stage of a potential transition we are at. Turnheim and Geels (2012) describe the
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state of the current shift to renewable energy to be between phase 2 and 3 of their
destabilisation phase model (shown in Table 3). According to Turnheim and Geels (2012)
phase 1 occurred in the 1990s when fossil fuel firms contested the existence of climate
change. Phase 2 was achieved when the industry acknowledged there was a problem
(climate change) and incremental innovations began to be implemented in response to
public concern. The diversification of Phase 3 can be seen in the increase of renewable
energy use. However there is a lack of commitment thus far due to concerns about the
economic viability of these alternatives. In order to move into the next phase, Turnheim
and Geels (2012) suggests there needs to be: increased public support, stronger
supportive policies, increased pressure from radical alternatives, and industrial problems.
Hodson et al. (2015) emphasizes the role of institutions in the low carbon transition
because, “institutions at a national level transform wider-landscape economic, ecological
and political pressures into policies and, through their historically generated priorities, set
conditions that enable, favour or disenable particular forms of low carbon activity at other
levels, mostly through economic priorities, standards and regulation” (Hodson et al.
2015, p.4). A crisis or series of crisis events may be needed in order to move into the

fourth phase.

Table 3 Phase model of destabilisation (Data Source: Turnheim & Geels 2012, p.38).

(1) Blindness and  External pressures are initially weakly articulated. Industry actors initially deny performance
denial problems or see them as temporary. They downplay problems and follow a 'business as usual
mode, with strong regime commitment.

(2) Incremental External pressures become better articulated and linked to performance problems. Industry

responses to actors recognize the problems, but strategies remain defensive, focusing on tighter controls,

problems incremental innovation strategies, and early diversification. Regime commitments remain
strong.

(3) Increasing Increasing pressures and problems create performance gaps, which lead industry actors to

doubts and begin doubting the viability of (elements of) the existing regime. Industry actors begin

diversification exploring solutions outside the bounds of the existing regime. These diversification and

exploration activities signal weakening commitment.

(4) Decline and Problems turn into crises which raise the sense of urgency. Industry actors lose faith in the

destabilisation existing regime and implement drastic turnaround strategies. Depending on the severity of
problems and the ability of industry actors to enact radical change, they can implement two
types of change (Tushman and Romanelli 1985):
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(4a) Reorientation  Substantial change in some regime elements (technology, knowledge base, regulations)
focusing on the development of new means for survival.

(4b) Re-creation Deeper changes to core regime elements (mission, identity, core beliefs), focusing on the
development of new hopes for survival around a fundamentally changed industry.

(5) Dissolution If these two types of change fail to address the mounting problems, actors lose faith and
abandon the prospects for survival. Industries then try to make the most of decline: avoiding
a full collapse and 'milking' the assets.

Historic energy transitions have occurred from over the span of decades up to
more than a century in length and have been prompted by resource scarcity, high labour
costs, and technological innovations (Grubler 2012; Solomon & Krishna 2011). It is
expected that for low carbon transitions to occur in a timely manner, as is necessary to
limit the impacts of climate change, a large amount of government encouragement will be
required (Fouquet & Pearson 2012). However, the UK’s Met Office has announced that
global temperatures in 2015 (from data collected between January to September) have
warmed by 1.02°C above the 1850 and 1900 average temperatures (MET Office 2015).
Radical policy reform can accelerate regime destabilisation because policy can alter the
economic conditions and suggest long-term signals (Turnheim & Geels 2012). Smaller
systems or markets take a shorter period of time to change (Grubler 2012). Transitions
tend to take longer if the incumbent system’s infrastructure is intensive and if there are
high levels of technological interrelatedness (Grubler 2012) which is related to the
technological momentum of the system (Hughes 1983). The pre-existence of niches to
develop new technologies speeds up the process as well as size of the comparative
advantage of the new technology (Grubler 2012). Innovative technologies that eventually
break into the regime take a long time to mature (Allen 2012). Will the transition to
renewable energy be able to be sped up relative to past transitions? Geels (2014) suggests
that, “politically-inspired regime destabilization may be necessary to create opportunities
for the wider diffusion of renewables, which now face uphill struggles against resistant
regimes” (p.37). Therefore, for the transition to renewable energy production to occur

will there need to also be active regime destabilization politically?

A range of recommendations and pathways for the renewable energy transition

have been made in the literature. Scrase and Smith (2009) suggest the best approach is for
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energy supplies to be centralized (such as by large offshore wind farms) so that energy
can feed into national transmission networks very similarly to current more dominant
energy sources. Allen (2012) also argues that decentralized decision making will not be
the most effective way to transition away from high carbon producing energy sources
because of the unaccounted externalities when people choose fuels or technologies.
However, Scrase and Smith (2009) argue for a more decentralised system because they
state it is more appropriate and effective for the expansion of renewable energy (Scrase &
Smith 2009). Markard and Truffer (2006) describe the implications of different scales of

wind power development,

As long as wind power covers just some percent of electricity supply, its
intermittent nature can be balanced with other power plants, i.e. a co-
existence of the different regimes is technologically feasible. With a higher
degree of diffusion, however, incompatibilities become increasingly costly,
thus making the struggle of the regimes more and more virulent. Wind
power, in other words, has a potential to foster a regime shift in the
electricity supply system. (Markard & Truffer 2006, p.617)

It is possible for renewable energy to be developed in centralized and decentralized forms
and examples of both approaches can be seen throughout the UK with many small-scale
dispersed wind turbines as well as large-scale onshore and offshore wind farms. With any
approach planning and coordination are crucial (Allen 2012). Additionally energy
policies need to be persistent and continuous because energy transitions take place over
large periods of time and technological innovation/knowledge needs to be nurtured

continuously (Grubler 2012).

By better understanding the renewable energy transition, it will be possible to
foster the shift that will help achieve the time sensitive GHG emission reductions
necessary to limit the impacts of climate change. However, how much can or should

policy makers and decision makers encourage the transition?
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2.4.  Sociotechnical Transitions: What About Geography?

Sociotechnical transition studies have tended to neglect the examination of
geographical influences (Coenen et al. 2012; Hansen & Coenen 2013; Lawhon &
Murphy 2011; Chandrashekeran 2016). Spatial context is too frequently considered a
‘passive background variable’ (Coenen & Truffer 2012). However over the past few
years there has been an emerging interest in incorporating and understanding the
geographical dimension of transition processes (Markard et al. 2012; Smith et al. 2010;
Chandrashekeran 2016). Sociotechnical transition scholars have begun to engage with
geography and some geographers have become involved in sociotechnical transitions
research although there is much more work needed. Geographical dimensions of
sociotechnical transitions are important for understanding how spatial contexts matter,
institutional contingencies, and spatial unevenness that affect transition pathways
(Coenen & Truffer 2012; Coenen et al. 2012).

2.4.1. Science, Technology and Innovation Studies and Geography

A limited amount of work has been done by STS and innovation scholars who
have discussed geography and attempted to incorporate geographic concepts into the
transitions concepts. Sengers and Raven (2015) incorporate geographic concepts and a
more scalar and spatially nuanced model for niches by incorporating these concepts into
the notion of the ‘local-global’ niche along with other geographic concepts such as buzz-
pipelines, global production networks, and policy mobilities. Local in the ‘local-global’
niche notion refers to the specific location of the niche whereas the global is the
connectedness through the locally specific lessons becoming generic mobile concepts
through actor-networks translating the locally specific lessons. Wieczorek et al. (2015)
also is part of an emerging literature addressing the geographical aspect of sustainable
transitions by examining transnational sustainability transitions and embracing a multi-

scalar approach to understanding the transition processes.

Scholars of innovation studies and STS have begun to incorporate geographic

aspects into the MLP, some with the help of geographers. There is a need for better
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conceptualizations of geography and scale in the MLP framework (Lawhon & Murphy
2011; Chandrashekeran 2016). Spéth and Rocracher (2012) note that, “concepts such as
the multi-level perspective on socio-technical change have not given sufficient attention
to space and place so far” (p.461). However, Hodson et al. (2015) argue that, “the MLP
provides very important inroads to understanding the stability and dynamics of
sociotechnical systems and that it can be improved to also reflect the spatiality of
transitions” (p.3). Raven et al. (2012) criticize the MLP in that, “empirically the three
levels (niche, regime and landscape) are often implicitly conflated with specific territorial
boundaries: regimes tend to be depicted with national features (these being the focus of
much empirical research); landscape dynamics with international features; and niches
with (sub-)national or local features” (p.64). However Raven et al. (2012) also argue that
this association of specific territorial boundaries with certain MLP levels is theoretically
unnecessary because, “transitions do not simply occur within a certain territorially
bounded space (e.g. a country), but emerge out of the tensions created in multi-scalar
interactions between spatially distributed actors embedded in multi-level structures with
different temporal dynamics” (Raven et al. 2012, p.70). Rather it is suggested that the
MLP levels are associated with processes that have different structural modes and

temporal dimensions that can hold a variety of different spatial positioning.

Raven et al. (2012) present a second generation of the MLP model to explicitly
incorporate spatial scale. Table 4 describes the structural and spatial aspects of each part
of the MLP. The MLP and its levels can be understood to have two main aspects:
temporal and structural (Raven et al. 2012). It also includes the concept of relational scale
which is constituted through networks of actors across space and time that produce the
niche, regime, and landscape levels, and “emphasising networks that are enacted and
structured across different levels of spatial scale” (p.69). Raven et al. (2012)’s spatially
more sensitive MLP approach highlights the spatial aspects of the MLP levels but is only
a starting point for incorporating these concepts which need to be integrated more

thoroughly.

52



Table 4 Scales of the multi-scalar MLP as presented by Raven et al. (2012) (Data Source: Raven

etal. 2012, p.72).

MLP level Time Structure

Space

Landscape Long durée Exogenous environment
[duration], sometimes
rapid change caused
by disruptive events

Regime Decades Endogenous structures
enacted by extensive
organisational networks
and embedded in
institutions and
infrastructures

Niche 0-10 years Protective space that
enables development of
alternative structures

Typical landscape
networks exhibit
high degrees of
proximity and power
across incumbent
socio-technical
system

Typical regime
networks exhibit
high degrees of
proximity and power
within an incumbent
socio-technical
system

Typical niche
networks exhibit
low degrees of
proximity and power
within an emerging
socio-technical
system

Hodson et al. (2015) present a diagram (Figure 10) to show the ways in which

transition activity can be understood as ‘scalar’; from a top-down versus bottom-up

approach (vertical axis) and the way in which transition activity reconfigures systems and

spaces (horizontal axis). Spatial configuration, “is primarily concerned with constructing

spatially or contextually embedded priorities for change” (Hodson et al. 2015, p.10).

System configuration, “is primarily concerned with the purposive vision of low carbon

transitions and with ensuring the public complies in playing their role as a delivery

mechanism by adopting the new roles assigned to users” (Hodson et al. 2015, p.10).

Hodson et al. (2015)’s diagram presents an interesting way of conceptualizing the scalar

53



nature of transition activity however it does not address the scalar aspects of the various

levels of the MLP (niche, regime, and landscape).
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Figure 10 Hodson et al. (2015)’s diagram of the scalar interrelationships in transitions activities

and chains of intermediary spaces (Source: Hodson et al. 2015, p.11).

STS scholars have also discussed the question of whether certain technologies

have certain intrinsic political and geographical qualities. For example renewable energy

has been connected to claims that some of these technologies are ‘intrinsically

democratic, egalitarian, and communitarian’ (Winner 1995). For example, Winner (1995)

describes the case of solar energy,

Many advocates of solar energy now hold that technologies of that variety
are more compatible with a democratic, egalitarian society than energy
systems based on coal, oil, and nuclear power; at the same time they do not
maintain that anything about solar energy requires democracy. Their case
is, briefly, that solar energy is decentralizing in both a technical and political
sense: technically speaking, it is vastly more reasonable to build solar
systems in a disaggregated, widely distributed manner than in large-scale
centralized plants; politically speaking, solar energy accommodates the
attempts of individuals and local communities to manage their affairs
effectively because they are dealing with systems that are more accessible,

54



comprehensible, and controllable than huge centralized sources. (Winner
1995, p.34)

However, Winner (1995) argues that, “the social consequences of building renewable
energy systems will surely depend on the specific configurations of both hardware and
the social institutions created to bring that energy to us” (p.38). The flexible nature of
renewable energy technologies mean that there are many potential ways the renewable
energy system could be formed. Depending on the system’s structure, Calvert (2015)
argues that these technologies can achieve ‘greater energy democracy’ by, “hyper-
distributed and less capital intensive energy production systems is not an inherent
characteristic of a renewable energy socio-material assemblage, but is part of the tensions
shaping the trajectory of these new assemblages” (p.12). Although there has been some
effort for STS to incorporate geographical concepts into STS approaches as shown in this
section of this chapter, there has not yet been enough weight given to geography such as

with aspects of place and work to explore this.

2.4.2. Geographers and Transition Studies

Geographers have engaged with transitions studies and brought with them key
geographic concepts of place, space, and scale. As described by Calvert (2015), by
“building on socio-techical transitions theory, geographers are helping to unpack the
ways in which local political, economic, cultural, and ecological trajectories shape
technology diffusion and uptake in order to better understand the geographic conditions
under which energy transitions specifically, but sustainability transitions more generally,
are most likely to occur” (p.11). Including considerations of geography will allow for
better understandings of why, where and when transitions occur unevenly across space
(Lawhon & Murphy 2011). Also, examining more closely the configurations and patterns
of these transitions will allow for better understanding of the underlying processes at
play. Some research has explicitly begun to bring together geographical understandings
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with sociotechnical transitions such as relating to sustainability.* This section is

organized into the three key aspects of geography: space, place, and scale.

The various parts of the sociotechnical transition have different spatial aspects.
Spaces (e.qg. cities, regions, neighbourhoods) as well as scales (e.qg. city, regional,
national) are, “continually being made, negotiated and remade” (Hodson et al. 2015, p.1).
The importance of the spatial distribution of local resource endowments for considering
the geography of transitions is noted by Hansen and Coenen (2015). This spatial
distribution is particularly important when examining resource peripheries. Murphy
(2015) categorizes socio-spatial context features as either structural or cognitive
elements. Structural features are regulative elements that serve as norms, rules, roles,
expectations, hierarchies, and regulations. Cognitive elements are the representative and
constitutive factors which shape agencies of actors. For example, Spath and Rochracher
(2012) describe how energy regime activities, “are coordinated through various rules —
not only a regulative/legislative level, but also by cognitive and normative rule sets

(paradigms and cognitive frames, values and expectations)” (p.465).

Murphy (2015) finds that, “place is by-and-large taken for granted by transition
researchers, understood implicitly as a contiguous site, territory, or spatial container
wherein socio-technical systems are located” (p.11). Rather than understanding place’s
significant role to, “serve as critical contexts wherein the practices, norms, conventions,
rules, etc. associated with socio-technical regimes are situated, and because the actors
driving or affected by the development of a socio-technical system carry with them a
sense of, feelings about, and/or visions for the development of the place or places where
transition is desired” (Murphy 2015, p.11).12 Murphy (2015) notes, “the study of place
and place-making processes can reveal novel insights into the power relations and
political processes underlying transition processes, and thus enable transition researchers

to better account for the relationalities and context-specific forces determining the pace,

1 In part the ‘geography of sustainability transitions’ “captures the distribution of different transition
processes across space” (Hansen & Coenen 2015, p.4).

12 Murphy (2015) uses the term ‘context’ as a relational concept rather than a territorial phenomenon. The
concept can frequently be conceptualized as geographical units such as cities or nation-states.
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scale, and direction of socio-technical change” (p.11). Murphy (2015) contributes to the
geography of sustainability transitions research by examining the socio-spatial context
and interaction of anchoring processes as well as on place-making theory to better
understand the relational-political power dynamics of transition initiatives. This is done
through an analysis of the geographically embedded elements, socio-spatial contexts, and

processes.

Hansen and Coenen (2015) suggest the way to examine the geography of
sustainability transitions, is through the analysis of particular settings/places where
transitions evolve and are embedded while also looking to the spatial relations in terms of
geographical connections and interactions within and between places. Hansen and
Coenen (2015) identified in their review of geography of sustainable transitions literature
that policy and regulations are important pull factors, in particular in areas including
energy, climate, and infrastructure. Hansen and Coenen (2015) describe how, “niche
formation and formation processes in emergent technologies are contingent on place-
dependent factors such as local technological and industrial specialisation, local natural
resource endowments, local market formation, urban and regional visions and policies
and localised informal institutions” (p.14). They also describe how ‘place-specific norms
and values’ “have important influences on the geographically uneven landscape of

sustainability transitions” (Hansen & Coenen 2015, p.7).

An important concept relating to place is place attachment. Place attachment can
be understood as, “the bonding that occurs between individuals and their meaningful
environments” (Scannell & Gifford 2010, p.289). Giuliana (2002) note that place
attachment is both a process of attachment as well as the product of attaching. Place
attachment is important for resource development and transitions as these developments
occur in places and affect the way that actors and communities relate to these
developments. Devine-Wright (2009) draws from literature on place identity and place
attachment to draw connections between positive evaluations of technology proposals
that were perceived to ‘enhance’ the distinctiveness or continuity of places that they were

emotionally attached to or that people identified with. Van Veelen and Haggett (2016)
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found that place attachment can be an important motivator for community organisations

developing renewable energy projects.

The goegraphic aspect of scale has been somewhat incorporated into the MLP as
discussed earlier by STS and innovation studies scholars, with the help of geographers in
some cases. Scale has also been discussed specifically around renewable energy and the
inherent qualities of renewable energy and technology that lead to certain spatial
characteristics of a renwable energy transition. Calvert and Mabee (2014) argue that,
“resources cannot be centralized with the same scale and intensity as fossil and fissile
energy resources’” which therefore for renewable means there is, “a limitation that is
magnified where competing land-uses present energy sprawl and therefore scale-up”

(p.6). This is in part,

Because RE [renewable energy] production facilities cannot be centralized
in relatively few locations and dislocated ‘out of sight, out of mind’ as has
historically been the case for fossil and fissile energy systems, the
integration of RE resources into the fuel mix exposes an increasing number
of communities and individuals to energy production and conversion
activities. In other words, the boundaries between spaces of energy
production and spaces of energy consumption are dissolved through RE
development and implementation. (Calvert & Mabee 2014, p.7)

With the increase in the amount of communities and individuals affected by energy
production because of the nature of renewables, there is also an increase in the number of
siting decisions, adding to the geographic sensitivity of local factors. Calvert and Mabee
(2014) describe a problematic aspect of renewable energy in that, “while RE [renewable
energy] resource and distribution systems are necessarily localized their supportive social
networks, including the capital, knowledge, and technologies that are necessary to realize

the transition to RE, are not” (p.10).

Understanding the geographic dynamics involved in renewable energy transitions
is particularly important because as Calvert and Mabee (2014) argue, renewable energy is
particularly geographically sensitive because renewable energy production is site-specific
and site selective. The site-specific nature of renewable energy production means, “that

the scale, intensity and timing of energy production are absolutely limited by the physical
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constraints and primary productivity of a given area — including aspects related to
climate, land-cover, and terrain” (Calvert & Mabee 2014, p.12). Renewable energy is site
selective because the renewable energy source and infrastructure must meet these ‘place-
based’ initial socio-economic and technical conditions outlined by Calvert and Mabee
(2014),

(a) within a resonable distance of demand and / or;

(b) within a reasonable distance of distribution infrastructure that has the
capacity to transport energy products;

(c) politically accepted as designated for such purposes; and
(d) not currently supporting some other (higher) valued activity
(Calvert & Mabee 2014, p.13)

As Calvert and Mabee (2014) note, fossil fuel energy systems such as coal and gas also
are influenced by these factors, however, in contrast, coal and gas can be transported

before final conversion.

2.4.3. The Bridge

Work primarily by Bridge et al. (2013) connect STS approaches and geographic
approaches to sociotechnical transitions studies. Bridge et al. (2013) in contrast suggest
that ‘geographies’ of transitions have two aspects: the distribution of activities related to
the transition across space that produce certain patterns, and the interactions and

relationships that create connections between spaces.

In order for a new energy system based around these low carbon energy sources
to be developed, there will need to be a complete reconfiguration of the current energy
system. This reconfiguration will also be geographical because the current carbon
intensive system is also geographically embedded to optimize its energy sources, thus the
entire landscape will be transformed for a transition to occur. It is difficult to predict what
this geographical transformation will look like. However in the UK approximately 50%
of energy use is from personal transport and within home use. This is a far more

dispersed form of energy consumption compared to energy consumed during economic
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production. As Bridge et al. (2013) suggest, this distributed aspect of consumption may
mean that a more decentralized energy system would be more beneficial for the future as
compared to the current large-scale centralised system (Bridge et al. 2013). This spatial
aspect highlights why the field of sociotechnical energy transitions will benefit highly

from future research that is spatially-constituted (Bridge et al. 2013).

There are key geographical concepts to discussing geographical aspects of
sociotechnical transitions. Hodson et al. (2015) notes that there needs to be, “further
development of theoretical and conceptual contributions on scale, space and their
interrelationships in processes of transition” (p.12). Bridge et al. (2013) provides a
starting point for including a spatial perspective in sociotechnical energy transitions
research, which is applicable to all transitions research, by defining and discussing
geographical concepts (location, landscape, territoriality, spatial differentiation, scaling,
spatial embeddedness, and path dependency). The concepts of space, place, and scale
were discussed in the previous section (2.4.2 Geographers and Transition Studies). Path
dependency and lock-in was also discussed earlier in this chapter (in 2.1.4 Path
Dependency and Lock-in). A set of definitions are given for key geographical concepts in
relation to the analytical framework presented in Chapter 4 Towards an Analytical
Framework which include: place, space, landscape, scale, multi-scalarity, and spatial

embeddedness.

Social and geographical change has often accompanied transitions in the past, as
has been observed in various fuel and energy conversion technology shifts (Bridge et al.
2013). New geographies are created from transitions in production, working, and living
with energy (Bridge et al. 2013). Bridge et al. (2013) successfully illustrates, “how the
low-carbon energy transition is fundamentally a geographical process that involves
reconfiguring current spatial patterns of economic and social activity” (p.331). There is a
certain spatiality created by certain types of energy systems such as with the current
carbon-intensive system with the way in which it is configured to extract fossil fuels,
generate electricity, transport energy, and dispose of waste (Bridge et al. 2013). These
systems are embedded in geographies. For example the, “electricity networks not only

reflect the uneven geographies of cities but actively reproduce them” (Huber 2015, p.5).
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This reproduction of uneven geographies is part of geographical processes. Spath and
Rohracher (2012) describe how these conventional energy systems tend to be made up of,
“dominant technologies, practices and institutions at a national or even global level
framing the way energy is generated and used, there is considerable variation also of
“regime structures” at the regional/local level” however, “these variations are smaller in
closely coupled infrastructure networks, such as the electricity system” (p.475). The
alternative low carbon energy sources are also embedded within geographical settings.
Calvert and Mabee (2014) examine the geographraical implications of the renewable
energy transition and argue that the, “physical properties or ‘materialities’ of emerging
energy resources are at the root of disruptive change to physical and social landscapes,

and therefore of social resistance to policy efforts aimed at a sustainable energy future”
(p.1).

Spatial considerations and analyses allow for more accurate understandings and
explanation to transition processes. In the past focus has been on the temporal aspects of
transition (‘causality of time”) rather than on geography of when and what the spatial
circumstances were (Bridge et al. 2013; Coenen et al. 2012; Hacking & Eames 2012).
Spatial context is not simply the background context as it is often treated in
sociotechnical literature (Coenen et al. 2012). Spatial context should play a larger role in
identifying and being a part of theory and causal explanation (Coenen et al. 2012). By
including geographical approaches in transitions research there is a better understanding
of, “the spatial unevenness of transition dynamics, the embeddedness and durability of
incumbent regimes/systems, and the multi-scalar constellations of actors, materials,
structures, power asymmetries, flows, and relationalities shaping the prospects for, and
direction of, socio-technical change” (Murphy 2015, p.3). Without a spatial
understanding and incorporation, the literature cannot properly fully understand and
assess the conflicts, advantages, and tensions with transitions because they are embedded
within certain economic, institutional, social, and cultural territories (Coenen & Truffer
2012). These tensions and conflicts during a sociotechnical transition are in part also
because, “places can be “re-made” during a transition — a process that is often fraught
with conflict and which may lead to reconfigured power structures, institutions, and

positionalities of regime actors” (Murphy 2015, p.11). More research is needed,
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particularly using case study analyses as noted by Hacking and Eames (2012), to address
this gap in the sociotechnical transition literature to incorporate geography. Better
understandings in research will have more practical relevance which will more

effectively advise policy (Coenen et al. 2012).

2.5. Conclusion

This chapter is the first of two literature review chapters and it discusses the
sociotechnical transitions literature relevant to this study. The fields of Science and
Technology Studies (STS) and innovation studies are broadly discussed as they relate and
feed into sociotechnical transitions research. Sociotechnical transitions literature is
described along with more specifically energy transitions literature. This chapter
highlights the limited amount of work that has been conducted to connect and integrate
geographical concepts and understandings around sociotechnical transitions. This study
contributes to this limited area of study by furthering the theory and understandings

around geographical aspects of sociotechnical transitions in the subsequent chapters.
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Chapter 3.
Resource Peripheries

The “periphery’ as Kiihn (2015) explains, is a geographical notion, “synonymous
with distance to a centre and being situated on the fringes of a city, region or nation”
(Kihn 2015, p.367). Peripheries and cores develop over time through complex processes
that create core-periphery relationships. These peripheries tend to be characterized as
having relatively large amounts of resources where resource making and destruction
occur, therefore these areas can be understood as ‘resource peripheries’. The concept of
resource peripheries has been implicitly and explicitly applied to a range of settings
(Murphy & Smith 2013). Conflict over these resource peripheries occurs as the need for
development and external pressures are imposed, at times in the form of large resource
extraction project proposals. Energy projects for rural communities can be a source of
conflict and also provide benefits (van Veelen & Haggett 2016). There are alternatives to
the traditional, large-scale resource extraction projects which can produce more positive
relationships between developments and place attachment such as with community land

buyouts in Scotland.

This chapter begins by outlining the literature on theory of core-periphery
relationships. Next, four key concepts to understand nature and resources for resource
peripheries are discussed: resource making, resource curse, and green grabbing. Then
there is a section about resource peripheries with a subsection about energy as a resource.
This is followed by a summary around the alternatives to dominant forms of development
in resource peripheries, such as community-ownership. Lastly, the concepts of
sociotechnical transitions and resource peripheries are brought together to lead into the
chapter (Chapter 4 Towards an Analytical Framework) which combines them to form a
stronger approach to understanding large-scale shifts with respect to society and

technology.
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