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Abstract

Abstract

There has been a growing interest in Mobile Ad hmtworks (MANETS) motivated by the

advances in wireless technology and the range teintial applications that might be realised with
such technology. Due to the lack of an infrastrtetand their dynamic nature, MANETs demand
a new set of networking protocols to harness tiiebienefits of these versatile communication

systems.

Great deals of research activities have been dévotdevelop on-demand routing algorithms for
MANETS. The route discovery processes used in moestemand routing algorithms, such as the
Dynamic Source Routing (DSR) and Ad hoc On-demaistibce Vector (AODV), rely on simple

flooding as a broadcasting technique for routealiscy. Although simple flooding is simple to

implement, it dominates the routing overhead, legdo the well-known broadcast storm problem
that results in packet congestion and excessivésionls. A number of routing techniques have
been proposed to alleviate this problem, some a¢hvhim to improve the route discovery process
by restricting the broadcast of route request packe only the essential part of the network.
Ideally, a route discovery should stop when a réogi node reports a route to the required
destination. However, this cannot be achieved iefiity without the use of external resources;

such as GPS location devices.

In this thesis, a new locality-oriented route disety approach is proposed and exploited to
develop three new algorithms to improve the roucalery process in on-demand routing
protocols. The proposal of our algorithms is mdtidaby the fact that various patterns of traffic
locality occur quite naturally in MANETSs since gpmiof nodes communicate frequently with
each other to accomplish common tasks. Some oé thlgrithms manage to reduce end-to-end
delay while incurring lower routing overhead comgghto some of the existing algorithms such as
simple flooding used in AODV. The three algorithiex® based on a revised concept of traffic
locality in MANETSs which relies on identifying a dgmic zone around a source node where the
zone radius depends on the distribution of the sadih which that the source is “mostly”

communicating.
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The traffic locality concept developed in this r@sd form the basis of our Traffic Locality Route
Discovery Approach (TLRDA) that aims to improve tlmaiting discovery process in on-demand
routing protocols. A neighbourhood region is getextafor each active source node, containing
“most” of its destinations, thus the whole netwbeking divided into two non-overlapping regions,
neighbourhoodand beyond-neighbourhood;entred at the source node from that source node
prospective. Route requests are processed norinalhe neighbourhood region according to the
routing algorithm used. However, outside this regi@rious measures are taken to impede such
broadcasts and, ultimately, stop them when the lautlived their usefulness. The approach is
adaptive where the boundary of each source nodstghbourhood is continuously updated to

reflect the communication behaviour of the sourcéen

TLRDA is the basis for the new three route discg\agorithms; notably: Traffic Locality Route
Discovery Algorithm with Delay (TLRDA-D), Traffic acality Route Discovery Algorithm with
Chase (TLRDA-C), and Traffic Locality Expanding Bitsearch (TL-ERS). In TLRDA-D, any
route request that is currently travelling in itsusce node’s beyond-neighbourhood region is
deliberately delayed to give priority to unfulfileroute requests. In TLRDA-C, this approach is
augmented by using chase packets to target the meguests associated with them after the
requested route has been discovered. In TL-ERSs#laech is conducted by covering three
successive rings. The first ring covers the soanme neighbourhood region and unsatisfied route
requests in this ring trigger the generation of skeeond ring which is double that of the first.

Otherwise, the third ring covers the whole netwankl the algorithm finally resorts to flooding.

Detailed performance evaluations are provided usoty mathematical and simulation modelling
to investigate the performance behaviour of the DARD, TLRDA-C, and TL-ERS algorithms
and demonstrate their relative effectiveness ag#iesexisting approaches. Our results reveal that
TLRDA-D and TLRDA-C manage to minimize end-to-endcket delays while TLRDA-C and
TL-ERS exhibit low routing overhead. Moreover, tlesults indicate that equipping AODV with
our new route discovery algorithms greatly enhatie performance of AODV in terms of

end-to-end delay, routing overhead, and packet loss
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Chapter 1. Introduction

A computer network is a collection of independeatides that are interconnected together with
the aid of some communication facilities. Until tearly 1970s, computers were considered
separately from communication. A decade later, dvinetworks were well established as a result
of merging these two technologies [84]. Fixed neksoare useful but not suitable for mobile
situations. When mobile devices such as noteboo#igparsonal digital assistant (PDAs) became
widespread, this requirement generated intenseesttén wireless networking. Modern wireless
networks are: 1)nfrastructure oriented such as a communication satell[t20] or a cellular
network [68] 2)infrastructure-lessuch as Mobile Ad hoc NETwork (MANET) [25, 84, 11t
wireless mesh network [5]. A network can be wirgJesobile or both. A node in a wireless
network can be stationary e.g. a desktop equippddWi-Fi, while a mobile node with a limited

form of mobility can be part of a wired network. MIETs are both wireless and mobile.

One of the dominant initial motivations for MANE€&ahnology came from military applications
in infrastructure-less environments [103]. Howewehile such applications remain important;
MANETSs’ research has diversified into areas suchsessors networks, Vehicular Ad-Hoc
Network (VANET) such as taxi cab network, civilienvironments such as conference rooms or
sports stadiums, emergency operations such ashsaadcrescue operations or fire fighters, and

personal area networks [93, 117].

In this chapter, wireless networks in general at@méned briefly and MANETS in particular in

greater detail, focusing on research trends, rgutrategies, and classification. Afterwards, some
of the most recently proposed MANETS routing tegieis in the literature are discussed along
with their approaches to route discovery. We theatesthe thesis statement and the main

contributions made by this research. Finally, wevfate an outline for the rest of the dissertation.

1.1 WirelessNetworks

Nowadays, most mobile devices are equipped withtghage radio transmitters allowing them to

inter-communicate using radio frequencies to trahsiata and communicate with other devices
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on the same network. Wireless LANs are standardisetér the IEEE 802.11 series [55]. IEEE
802.11 standard defines two operational modesastructure and infrastructure-less (known as
the ad hocmode). Infrastructure-oriented organisation idised through fixed (typically wired)
gateways oaccess point$AP9 [68, 84, 117] that act as bridges to a fixedasfructure. A mobile
unit in such a network connects to the nearest ARlwis within its communication range in a
single-hop communication technique as depictedgnrgé 1-1. The AP can connect other wireless
nodes within its range with an existing wired natwvarhere the infrastructure mode is commonly
used to construct a hotspot which provides a wseebiccess to the Internet. In the ad hoc mode,
wireless nodes can communicate directly with eatfero Infrastructure-less networks are
commonly known as MANETSs [84, 93] when they includebile nodes. A MANET consists of a
collection of spatially distributed nodes that conmicate with each other over a wireless medium
using multi-hop communication techniques withou¢ theed for fixed routers. Access to the
Internet could be established with the help of sotteat are connected to the service thus these

nodes act as gateways for the other nodes in ti@rie

‘\ % Switch

(
b Access Point

-4 — p Wireless Link
Wired Link

Figure 1-1: Infrastructure wireless network.

IEEE 802.11 [1] legacy is the standard for wirelEssal area network (WLAN) communication
and has amendments such as 802.11a , 802.11b80antlg [55], as well as 802.11n [91]. The
IEEE 802.11 operates in the 2.4GHz band and suppatt rates up to 2Mbps. However, 802.11a
and 802.11g support a rate up to 54Mbps while 832 supports a rate up to 11Mbps. 802.11b

and 802.11g operate in the same 2.4GHz band awitieal standard while 802.11a operates in
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the 5 GHz band. A detailed description of thesemsibns can be found in [7, 88, 114]. A new
amendment 802.11n defines two 20 MHz bandwidtrasteein both the 2.4 and 5 GHz bands and
supports a rate up to 300Mbps. 802.11n uses netwrésasuch as a technology called multiple

input, multiple output (MIMO) which uses severatenmas to move multiple data streams [91].

1.2 MANETSs

In MANETS, each node is equipped with a wireleassmitter and receiver and is typically free to
move around in an arbitrary fashion. The self-ogunfation ability of MANETs makes them

suitable for a wide variety of applications [25,] 9&. communication within groups of people
through laptops and other hand-held devices. MANB#@ge gained a lot of attention from

researchers around the globe over the past fevg y2aP5, 81, 84, 104, 126].

MANETs require completely different protocols frothose used for wired networks and
infrastructure wireless networks [93]. This is b&sm MANETSs have their own constraints and
require protocols that take into consideration rityhibandwidth, and power consumption to
provide the needed communication. Moreover, theddmmental challenge in MANETS is the
design of functional spontaneous self-organised/ards with low power, lightweight, and cheap
components [45]. MANET characteristics differ framfrastructure networks since nodes can join
and leave the network at any time. There is norakmhanagement and topologies change
frequently and dynamically, so each node needstt@sa router to manage and provide routing

facilities. This additional duty may consume netkvogsources such as bandwidth and power.

121 Characteristicsof MANETS

Due to the lack of fixed infrastructure, MANETs yebn wireless communication and
collaboration among nodes as in Figure 1-2, inteiynew challenging research issues related to
routing, in particular where source and destinationles rely on intermediate nodes to help in
transmitting the packet to destination. This issaese a node can only send data to another directly
if they are within the transmission range of onether. Below we will briefly shed some light on

some of these issues.
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Figure 1-2: Connected MANET of 4 nodes with theangmission ranges depicted as circles.
Mobility:

As a mobile node moves, it may enter or leave thaesmission ranges of other nodes. The
establishment of routes depends on the relativatitot of the nodes and such routes may be
repeatedly invalidated in an irregular and arbjtriashion due to node mobility. Moreover, the
mobility of a single node may affect several routes pass through it. In fact, due to the natidre o
mobility a route that is considered active at atipalar time may disappear and information

concerning it become stale after a short time 59,

In a MANET, the rate of topology change dependghenextent of mobility of an average node
and its transmission range [77]. These multi-hgmlogies may change randomly and rapidly in
unpredictable fashion [84] because they are alghlyiinfluenced by nodes characteristics.
Therefore, any node may disappear from the topothgyto mobility, battery drainage, or simply
being switched off. Meanwhile, nodes maintain thmivn logical identifiers and most of their

resources as they move around.

Bandwidth Constraints:

MANETSs have significantly lower communication capgc¢han traditional wired networks due to
the fact that wireless links have limited bandwid#pacity [126]. This bandwidth limitation has
been the focus of a great deal of research workdiat alleviating the constraints placed on many
applications [93]. In fact, the need for high bardtv is expected to continue to increase as the

applications get more sophisticated.
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Power Constraints;

The mobile nodes in MANETS typically have good pbitity and flexibility. However, in many
cases they are equipped with limited capacity paeerces and are heavily constrained by battery
lifetime [25]. In some scenarios, a node may exh@aspower supply where a replacement of
power resources might be impossible. In many aatitins therefore, power conservation is a key
aim; however, increasing the power dedicated tmradnsmission and reception can broaden the
radio range improving connectivity and boostingwwek functionality. Clearly, there is often a
trade-off between the connectivity needed and theumt of energy consumed. Researchers have

put considerable effort into the design of powegsanprotocols [26].

122 Routingin MANETS

Routing protocols are invoked when a source noded:i€¢o send a packet to a particular
destination. Due to the lack of infrastructure,tiogi algorithms used in MANETS differ from their

counterparts used in other networks [56, 84, 9F].1The design of an efficient and reliable
routing strategy is a very challenging problem doethe limited resources available so each
intermediate node along the path from source tdéirdg®on acts as a router, as shown in Figure
1-3. Many multi-hop routing protocols have beengm®ed and investigated in the literature [3, 49,
60, 93, 94, 130]. The routing protocols can be d#idi broadly into three categories [2, 84]:

proactive reactive andhybrid based on the routing information update mechanism.

N _Transmission range of

. node A Q

Figure 1-3: Routing in MANET through relaying fromae A to node E.

In proactive routing protocols (table-driven), tioeites to all the destinations are determinedeat th



Chapter 1: Introduction

start up and maintained by using periodical taskaform all nodes about routes status. So nodes
maintain topology information in their routing tabl collected from the periodically exchanged
information which is flooded to the whole netwokny required route will be found from the
routing table within the node. Examples of thissslaf routing protocols are the Optimized Link
State Routing Protocol (OLSR) [3] and Destinatig@enced Distance-Vector routing (DSDV)

[95].

In reactive routing protocols (also known as-demandprotocols), routes are determined
dynamically when required by a source node usimuge discovery process. Its routing overhead
is lower than the proactive routing protocols if thetwork size is relatively small [32]. An

on-demand routing protocol has two phases.

* Theroute discovenphase is used to discover one or more routesngddia particular

destination. It is achieved using broadcastingri@ples.

* Theroute maintenanc@hase is used to maintain the route by monitoitimgperation
within the network and informing other nodes of anyting errors or intermediate link

failures.

Examplesof this class are the Dynamic Source Routing (DfBR), Ad hoc On-demand Distance
Vector (AODV) [94] and recently thédynamic MANET On-demand (DYMO) [22] routing

protocol.

Finally, hybrid routing protocols combine the bagimoperties of the above two classes of
protocols. The Zone Routing Protocol (ZRP) [49] ahe-based hierarchical link state (ZHLS)
[59] are examples where the network is divided Bnteas calledoneswhere a proactive routing

protocol operates inside each zone and a reaatdteqol between zones.

On-demand routing protocols search for the desioete only when needed and avoid the use of
periodical control packets for routing purposeaititise bandwidth and power which makes the

concept appealing for MANET scenarios [2, 33]. Whesource node needs to send packets to an
unknown destination, it initiates rute discoveryprocess to look for one or more routes, as a

backup, to that destination using broadcastingriggies. Once such a route is discovered, the
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source node starts transmitting data packets. {demmand routing protocols, the route discovery
phase dominates most of the routing overhead afraysi¢he data transmission. This research
concentrates on the route discovery phase in oraddnouting algorithms in an effort to improve

performance through the reduction of the route estjaverhead and route discovery time.

In MANETS, broadcastingis an essential part of routing. In on-demand inguprotocols, it is

used to discover a route or multiple routes. Foangale, both DSR and AODV use simple
flooding as a means of broadcasting, where eack nuay receive multiple copies of a unique
route request packet and retransmit it exactly odedortunately, as is well known, flooding leads
to packet redundancy that can cause congestioeaserand packet collisions in the network. This
phenomenon is widely known as tieoadcast storm problenfil31]. Moreover, flooding is

wasteful of node resources such as power and bdttdwiihe deleterious impact of this problem
can be reduced if the broadcasting is controlledekample by pruning the dissemination of the

route request as soon as possible upon the digcof/éne needed route [44, 89, 115].

In simple flooding, used in most existing on-demanatocols, when a source node needs to find a
route to a particular destination, it first seasciweits routing table where any discovered roate i
stored for future use; if this is unsuccessful,eavmoute discovery process is started whereby a
route request packet is broadcast from node to nodi it arrives at the destination, or an
intermediate relay node that has a route to théndgi®n. However, other nodes will continue to

broadcast it until the time to live (TTL) field relzes zero.

In MANETS, as in wired networks, the TTL field litaia datagram’s lifetime and is used to
prevent packets from persisting in the network [$8]practice it is in fact a hop count initialised
by the source to a predefined initial value. Eatlerimediate routing node that a packet crosses

decrements the TTL field by one until it hits zerbereupon the packet is discarded.

1.2.3 Improvements of the route discovery process

The route discovery process often floods the ndtwaith route request packets looking for a
specific route throughout the network. Unfortunateh given route request often keeps

propagating even after the route has been found tungesting the network and wasting
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resources. Route discovery protocols could be imgmoby minimising such overhead and
reducing or stopping the unnecessary propagatioouté request packets after the route has been
discovered. A number of approaches have been pedgosreduce this overhead by using limited

variations of broadcasting; examples can be fonrj@8, 60, 79, 115, 124, 130-132].

Typically, a route request packet contains a TTluadhat specifies the number of re-broadcasts
allowed for that route request. So, the broadch#he route request can be controlled using the
TTL field. Expanding Ring Search (ERS) [61, 1154mées for the target in a multi-ring rather
than a one-to-all scheme. This is achieved by pmifay several search attempts as rings by
increasing the TTL value for each successive riffge TTL value is increased from an initial
value, when used as the radius for the first rimga fixed amount until it reaches a predefined
threshold to expand the radius of the search lipedhe authors in [125] have found that the
pessimistic search provides the best performancause the initial ring is bigger enough to
include the needed route. Moreover, Hop-Wise Licthiteroadcast (HoWL) [78] is another
approach that limits the dissemination the routguest by predicting the destination node’s
location from old routes to that destination. Swgdproach does not always outperform ERS
because the historical data have a higher chanbeesf stale information which will result in poor

performance especially in high mobility environnmeent

An algorithm for route discovery optimisation theiminates the need for historical or location
information has been proposed in [44]. It achietlés by employingchase packetsvhich are
control packets that are broadcast after a routbaadesired destination has been found, to stop
the (now fulfilled) route request from further pegmation. Chase packets are discarded upon the
success of their mission. Limited-Hop Broadcastoflpm (LHBA) [132] uses the chase packet
technique from [44] where the chase packets aradwast by route finders to a predefined number
of hops to free this part of the network from thdifled route request. Blocking-Expanding Ring
Search [89] is another algorithm that aims to imprenergy consumption by introducing a delay
that is equal to twice the hop-count at each nédier this delay if the chase packet has been
received, the intermediate node discards the roegeest. Otherwise it rebroadcasts the route

request to its neighbours.
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1.3 Motivations and objectives

The concept ofocality is central to many processes in life where it fest$ itself in terms of
time, activity, and space. Locality is frequentlyserved in computing systems, for example in
program execution and storage management. In nkitvgpriocality of reference [65] is observed
through the fact that nodes in the same geograpdiea tend to receive communication from the
same source highlightingpatial locality. On the other hand, entities that have communicated
within the near past have high probability of rerrounicating again in the near future leading to
temporal locality. Certain MANET applications may exhibit traffic kmhour that follows
particular patterns in which the source node tendsommunicate with certain set of nodes more

than others regardless of their locations or tifheoonmunicationwe call this traffic locality. An

application might exhibit a combination of spati@mporal or traffic localities. This observation
has motivated here a new approach to traffic locali MANETs based on the working sets
concept that is widely adopted in memory and s®ragnagement [112] where the term “working
set” refers to the collection of pages that a pseds actively referencing in a given time period
and therefore on which it tends to concentrate nmgnmeferences. The working set can be
introduced in MANET as the set of nodes that the&rs® node is mostly communicating with (not
necessarily direct neighbours) more than otheris 3ét is not fixed and always updated to reflect

the current communications.

On-demand routing protocols generally have a loerleead compared to the proactive protocols
that use periodical control packets [33]. Howeitds still desirable to further reduce the overthea

as much as possible. Limiting the broadcast oftlute request has the potential to reduce routing
overhead and congestion level caused by the roatggyithm because the route discovery process

dominates most of the overhead.

In this research, we will proposelaptivealgorithms that improve the performance of theteou
discovery process for on-demand routing protoctis.these algorithms, each source node
maintains a “neighbourhood region” containing mo6tthe destinations that this node mostly
communicates with enabling the algorithms to beptide. Moreover, this ability improves with
time as they learn about the status of the netwamid adjust neighbourhood boundaries

accordingly. We will use the concept of traffic &ity as the base for the development of three

9
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new algorithms: Traffic Locality Route Discovery gdrithm with Delay (TLRDA-D), Traffic
Locality Route Discovery Algorithm with Chase (TLREC), and Traffic Locality Expanding

Ring Search (TL-ERS).

1.4 Thess Statement

In MANETS, the route discovery process is an esalepart of on-demand routing protocols and
usually relies on simple flooding as a broadcastimgchanism to disseminate route requests.
Unfortunately, simple flooding is expensive and deato the broadcast storm problem

Performance can be improved if appropriate measuames taken to stem route request
dissemination. One approach to such measures mlighe observation that, in many practical
scenarios, network traffic exhibits some kind otdlity where each source node tends to
communicate with a certain subset of nodes more tthers. Such a subset forms that source

node’sneighbourhood regian

In thisthesis, | make the following assertions.

T1: Route requests should propagate as fast as pogwior to the discovery of the route to
minimise the route discovery time. Our new Traffmcality oriented Route Discovery Approach
(TLRDA) divides the network into aeighbourhoodandbeyond-neighbourhootegion for each
prospective source node in applications that ekhiaffic locality in MANETS. In TLRDA, route
requests propagate as fast as possible within sloeirce node’s neighbourhood region to avoid

delaying the route discovery process.

T2: Unfulfilled route requests should always be giyeiority over fulfilled route requests. The
new algorithm, TLRDA-D, uses the neighbourhood apph as stated in T1 and adds a deliberate
additional delay to route requests that are brastdoatheir source node’s beyond-neighbourhood
region. Adding a delay to the route requests prapag within their source node’s
beyond-neighbourhoodegion gives priority to other route requests thg propagating within
their own source node’s neighbourhood regions. Suphiority gives the route requests a chance
to discover destinations earlier and reduces chHacom@ention leading to improvement in the
end-to-end delay. TLRDA-D improves the end-to-emdlag as it speeds up the propagation of

route requests that are broadcast within their sgurce node’s neighbourhood region.

10
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T3: Removing the fulfilled route requests from théwwrk reduces routing overhead. To this end,
the TLRDA-C algorithm useshasepacketsto stop the fulfilled route requests reducing eout
request overhead and improving network performanmitbout delaying the discovery process.
TLRDA-C improves the routing overhead while showthg same improvement of the end-to-end

delay as TLRDA-D.

T4: ERS reduces the routing overhead without increasiagend-to-end delay only if it succeeds
in finding the needed route in the first ring. Theggested TL-ERS algorithm improves the
existing ERS algorithm by employing the neighbowdh@pproach, introduced in T1, to increase
the success in finding the route within the fitegr Since the neighbourhood region includes most
of the destinations for the source node, the rdigeovery algorithm has a very high chance of
finding the destination in the neighbourhood regfoom the first attempt, reducinthe route
request overhead without increasing the end-toekstay. The maximum number of rings is kept
low to improve network performance in the worsteascenarios. TL-ERS reduces routing

overhead and improves the end-to-end delay compareRS.

1.5 Contributions

In this research, we propose new algorithms to awprthe performance of the route discovery
process of on-demand routing protocols. These i#fgos areadaptivein that they adjust each
source node neighbourhood boundary according t@uhent situation to improve performance.
There are four main contributions as stated abdnalowing, a brief summary of these

contributions:

Traffic locality oriented Route Discovery Approach (TLRDA)

In TLRDA, a neighbourhood region is establishedeach particular source node that includes the
most likely destinations. Nodes broadcast the roedgiest without adding any extra delay within
the route request source node’s neighbourhood mdgian effort to improve the route discovery
process in applications that exhibit traffic lobalior MANETS. This concept is the base for the

development of the other algorithms suggestedigrésearch.

11
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Traffic Locality oriented Route Discovery Algorithm with Delay
(TLRDA-D)

TLRDA-D utilises TLRDA to establish the neighboudtband beyond-neighbourhood regions for
each active source node. Nodes broadcast the regtest without adding any delay while it is
propagating within its source node’s neighbourhmeion. However, beyond this region the route
request is further broadcast with a deliberate tamdil delay until such broadcast fades away as
TTL reaches zero or the connected network is ftdlyered. The reason for adding this delay is to
give priority to route requests that are travellinighin their own source node’s neighbourhood
region since other route requests that are tranglh their source node’s beyond-neighbourhood
region have higher chance of being already futfill®ne of the main advantages of TLRDA-D is
improving the end-to-end delay because it doehimater route requests that are broadcast within
their own source node’s neighbourhood region. &pigroach improves route discovery as well as

the congestion level, by reducing channel conterttivoughout the network.

Traffic Locality oriented Route Discovery Algorithm with Chase
(TLRDA-C)
TLRDA-C is a new route discovery algorithm thatlisés the chase packet concept with
TLRDA-D. Upon receiving a route reply, the souraele transmits a chase packet to catch and
terminate the original route request. The chasegiatravels at full speed to terminate the
propagation of the fulfilled route request not ffieyond its neighbourhood region since the chase
packet travels faster than the route request ibé#y®nd-neighbourhood region; the route request
is subject to a slight delay while propagatinghis region. TLRDA-C minimises the overhead and
reduces the end-to-end delay compared to Limiteca@rasting [44] Blocking-ERS [89] and

simple flooding used in AODV [94].

Traffic Locality-Expanding Ring Search (TL-ERYS)

This algorithm is an improvement to the ExpandinggRSearch. It first broadcasts route requests
using the neighbourhood region as a first localeirgy, in which to search for the target. If route
discovery in this ring proves unsuccessful, theaigm then establishes a second ring, double the
size of the first, if route discovery here alsdddhe algorithm finally resorts to flooding. Intho

ERS and TL-ERS, there is a trade-off between ndtwegerhead and end-to-end delay.

12
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TLRDA-D and TLRDA-C are found to be suitable fomg sensitive applications such as instant
messaging applications while TLRDA-C is for applicas that are both time and overhead
sensitive such as fire fighters working in team@awdver, TL-ERS is suitable for overhead

sensitive applications such as groups of collegéestts exchanging email messages.

1.6 Thesisoutline

The rest of this thesis is organised as follows:

e Chapter 2 provides an overview of the related wamld background information which
are necessary for the subsequent chapters. Thisectsso provides the preliminaries for
the mathematical and simulation models used tosasHee performance of the new
algorithms presented in the subsequent chapterstafts with brief introduction of
on-demand routing algorithms taking AODV as an eplenfollowed by an overview of
the broadcasting approaches. After that, it dessrilelated route discovery optimisation
techniques. Finally, it reviews the notation, jfistition of the methods, simulation

environment, assumptions, parameters, and metrics.

e Chapter 3 is devoted to the development of thdidr&dcality concept in MANETSs and
utilising this concept to improve the route disagvprocess through the development of

Traffic Locality oriented Route Discovery Approal(fLRDA).

» Chapter 4 presents the Traffic Locality orienteduteoDiscovery Algorithm with Delay
(TLRDA-D) that utilises the TLRDA using delay withithe beyond-neighbourhood
region to give priority to other route requestsvéding within their source node’s
neighbourhood region. Queuing theory and simulatoa used to conduct in depth

investigation of its performance.

» Chapter 5 proposes the Traffic Locality orientedifRoDiscovery Algorithm with Chase
packets, TLRDA-C, that utilises TLRDA and TLRDA-htroduced in Chapter 3 and
Chapter 4, in addition to the chase packet cond¢eghows how exploring the concept of
traffic locality with other techniques can helpramluce route request overhead and route
request latency whilst keeping the same improverogdiscovery time as TLRDA-D. It

also presents a comparative performance study of newly proposed algorithms:

13
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TLRDA-C and TLRDA-D.

» Chapter 6 develops the Traffic Locality Expandingnd? Search, TL-ERS, as an
improvement to Expanding Ring Search (ERS) in @pfithns that exhibit traffic locality
for MANETSs. Also it presents a comparative perfonoa study of our newly proposed

algorithms: TL-ERS, TLRDA-C, and TLRDA-D.

» Chapter 7 concludes this thesis by summarisingrtam results and then outlines some

possible directions for future work.
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Chapter 2. Related Work and Preliminaries

2.1 Introduction

In MANETS, the design of an efficient routing protd that can cope with the system’s
constraints, such as mobility, bandwidth, and poisea very challenging task [84]. Applying

routing protocols that were designed to work in edir networks to resources-sensitive
environments such as MANETSs without proper modifaras is impractical [56, 84, 93, 117]. As a
result, various routing algorithms have been predder MANETS over the past years [3, 49, 60,

94, 130].

Broadcasting is used in many MANETs application8, [122] and is an essential operation of
many routing protocols in that it is used to dissowew routes between source and destination
pairs. In MANETS, conventional flooding is simplathcostly [131]. Broadcasting in MANETS
has been the subject of intensive research [60822, 44, 71, 79]. Controlling the broadcast of
route requests to cover part of the network [20Q,383 44, 66, 89], at least initially, as opposed t
unrestricted network coverage can help to alleviateh effects and improves network

performance in terms of overhead and congesticgidev

In this chapter, we will introduce related work ttHas been presented in the literature then
establish some necessary preliminaries and not#tiainwill be used throughout the rest of this

dissertation.

2.2 Reated Work

This section first describes the traditional on-dedhrouting protocol for MANETS; namely, the
Ad hoc On-demand Distance Vector (AODV) protoc@,[94] that uses simple flooding. It is one
of the well-known routing protocols that has beddaly investigated in the literature [2, 84, 93,
104, 117]. Due to its popularity, it will be useldrdughout this study for comparisons and
benchmarking purposes. As in all on-demand roypirgdocols, the operation of AODV protocol

consists of two phasesoute discoverandroute maintenance.
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When a source node needs to send data to a destinatit does not have a valid route to that
destination, it initiates the route discovery phasénd a valid route. The source node broadcasts
a route requegpacket to its neighbours which in turn forward thete request packet to their
neighbours and so on. Each node that forwards te reguest creates a reverse rdagek to the
source node itself. The route request packet iadmast until it either reaches the destination or a
node which contains a fresh route to the destinaitioits cache; the finder can be either the
destination or an intermediate node. Once a fresieris found, the finder node transmits a
unicast route replpacket to the source node using the reverse rBatch node that participates in
forwarding the route reply back to the source @wat forward routéo the destination, storing a
pointer to the next hop neighbour rather than stptihe entire path. AODV usesequence
numbersto ensure that routes are loop-free and fresh todastale information; and each node
maintains its own sequence number [94]. The somock includes its own sequence number and
the most recent destination sequence number irotite request packet. Intermediate nodes reply
to the route request query only if they have fresltes to the destination where the fresh route

sequence number is greater or equal to the onaioentin the route request packet.

The route maintenance phase is triggered when a detkcts a broken link. The node that has
detected the broken link sends a route epaxrket to the neighbours that are actively usirg th
route; to inform them about the invalid route. Fois purpose, AODV uses an active neighbour
list to keep track of first-hop neighbours that aséing a particular route. The node also removes
the routing entry from its table. This procedureeigeated by all nodes that receive the packet. The
source node may request a new route by broadcastimgw route request if it has more data

packets to send.

2.2.1 Broadcasting in on-demand routing protocols

Broadcasting is a crucial communication operatioMANETs and an essential part of most of its
routing protocols [2, 8, 72, 104, 131]. Broadcagtican be classified as deterministic and
probabilistic [119, 123]. The former can guaranteenplete coverage depending on the node
distribution while the latter may not because itwarage depends also on the choice of the

probability for forwarding route requests.
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The deterministic approach guarantees full coveiagg connected network so it is reliable; a
basic example is simple flooding [29, 93, 98]. lre sophisticated examples, a node uses
information gathered from its neighbours to lintietforwarding of a broadcast packet in an
attempt to reduce redundant transmissions. Forangst in Self Pruning [30, 72, 124],
intermediate node rebroadcasts only if it can resdditional nodes. While in Dominant Pruning
[72], each node chooses some or all of its 2-hdghbeurs as rebroadcast nodes. In MultiPoint
Relaying (MPR) [100] each node selects a set afigighbours as its MPRs so that all its 2-hop
neighbours can be reached through its MPR set. Aapo-Connected Dominating Set (TCDS)

[113] takes into account three-hop informationdtest the relay nodes for broadcasting.

The probabilistic approach is simple but unrelidhdzause each node broadcasts according to a
predetermined probability depending on specifitecia [74, 101]. This is achieved by inhibiting
some intermediate nodes from forwarding the reckipackets using some local topological
characteristics. However, the network coveragadseiased with the increment of the probability
factor in a connected network. Examples of the abilstic approach include Counter-based and
Distance-based methods [116, 131]. In the Courdseth scheme a node rebroadcasts a packet
only if it receives fewer redundant copies thamedpfined threshold within a random time length.
In Distance-based scheme, a node rebroadcastket mady if the shortest distance to its nearest
neighbour who sent a redundant copy is greater aharedefined threshold within a random time

interval; the distance is measured by the sigmahgth.

Most popular on-demand routing algorithms such &@DX [94] and DSR [60] use simple

flooding to discover new routes due to its simp)idR0, 34, 123]. When a source node needs a
route for a given destination, it broadcasts aeaauest packet to all reachable nodes in the
network with the help of intermediate nodes asysld&ach intermediate node participates in
delivering the route request by broadcasting iy amice and discards all redundant packets blindly
after that. Flooding consumes lots of resources siscbandwidth and power and this is the cause
of the broadcast storm problem [62, 116, 131]aet 1 broadcast storm is a combination of three

sub-problems:

» redundancya node might receive many copies of the samegpack
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* contention a node tries to broadcast but get delayed be@nseghbouring node is using

the shared media;

» collision, two neighbouring nodes start transmitting simndtzusly and the two packets

collide with each other.

In on-demand routing protocols, the broadcastingoote requests used in the route discovery
process dominates most of the routing overhead whking on simple flooding as a form of
broadcasting [92, 115, 122]. Several approaches baen proposed to reduce this overhead by
using a controlled variation of broadcasting wheihés flood-based or not as in [20, 24, 30, 39,

44, 89, 102, 131, 132].

Several methods have been suggested to alleviatbrtadcast storm problem associated with
flooding. Algorithms based on probabilistic broastcanitigate the broadcast storm problem by
reducing the number of redundant packets to redete@ork congestion. However, this problem
can be eased by preventing broadcast synchromsad¢itveen neighbouring nodes because when
they sense an idle channel, they may start seratitige same time resulting in a collision. This
prevention could be achieved by introducing arjittaiformly distributed between 0 and 10 ms
[18] before broadcasting at each node; the jitteknown later as Random Rebroadcast Delay
(RRD) [70, 110]. The Positional Attribute based the Next-hop Determination Approach
(PANDA) [71] uses location, velocity or power infoation at each relay node to set up RRD so

that a better candidate rebroadcasts first givigpiriority over other instances of the rebroaticas

2.2.2 Improvementsto route discovery process

The route discovery process can be improved byralling the route request dissemination to
avoid unnecessary network coverage. Methods forawipg the route discovery process which
are not flood-based can be categorised by the matked for controlling the broadcasting, i.e.

Time-To-live (TTL), chasepackets, location, and neighbour.

| mprovementsusing TTL

The broadcast of the route request can be cordraiting the TTL field in the route request

packet. Expanding Ring Search (ERS) is one ofdhéerrequest improvement techniques to incur
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lower overhead where source node searches forafyettin multi rings scheme instead of

one-to-all scheme where each ring is centred astlece node. ERS was adopted first in DSR
[61] using a two-ring scheme where the route reigigsdsroadcast to cover the first hop neighbour
by broadcasting the packet with TTL equal 1; ifustessful simple flooding is used. Later ERS
was proposed for AODV [115] but with a different chanism which uses a multi-ring scheme.

This is achieved by increasing the TTL value, bixad amount, at each ring to expand the radius
of the search linearly which may increase the endnd delay. More details about ERS can be

found in Section 6.1.1.

Researchers in [125] have tried to find the besialnvalue for TTL theoretically where each
source node can estimate the distance to the dgstinassuming that the destination node’s
mobility speed is available to the source node.yTheve found that the pessimistic search, where
the initial ring contains the required route prasdthe best performance. A study in [23] has
proposed two approaches: the first assumes thabilap distribution of the destination is known
prior to the discovery process, and the secondnassisuch a distribution is not known. The latter
reflects more realistically the unpredictability MIANETs and uses a sequence of random TTL
values to minimise the worst-case search costast been further investigated in [64] while
caching of previous routes is taking into consitlera They found out that this approach has

similar overhead but higher delay compared to @s#doroute discovery in DSR.

Hop-Wise Limited broadcast (HoWL) [78] is anothgpeoach that limits the route request by
predicting the destination location from old routkissends the route request packet with a TTL
equal to the average of hop counts of all old stalgtes to that particular destination plus a

constant value if the destination is known to theree node; otherwise it uses the simple flooding.

| mprovements using chase packets

A chase packet is a control packet that is brodadtes finding the desired route to stop a fudfill

route request from further propagation. Limited &toasting is an algorithm proposed in [44] for
route discovery process that eliminates the needi&torical or location information. It achieves
this by employing chase packets to control the agagion of the fulfilled route requests. When

the distance between the source and the destinatidas is unknown in a bidirectional network,
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nodes broadcast route requests using only ¥ ofhlthanel time to slowdown the route requests’
propagation while the rest of the channel timesisduto transmit route replies and broadcast chase
packets such that chase packets are three tintes flaan route requests to give the chase packets
a chance to catch the fulfilled route requestssTachnique will delay route requests and route
replies increasing the end-to-end delay. LimiteddBicasting will be explained in detail later in
Section 5.1. Moreover, in this algorithm the sendesolely responsible for initiating the chase
packet which might experience an extra delay ictiag the route request. This shortcoming of
Limited Broadcasting has been addressed in thetéd#ilop Broadcast Algorithm (LHBA)
proposed in [132]. LHBA allows any node that disexss/a route to initiate a chase packet. The
chase packet is broadcast by the route finders togKneighbours to free this part of the network
from the fulfilled route request. However, this @iighm may congest the network by generating
many chase packets when trying to stop the sante reguest which may cause a storm of chase

packets.

Blocking-ERS [89] is another algorithm that aims itaprove the energy consumption by
controlling route request dissemination. This alfpon uses chase packets to improve the route
request process. It works by introducing a delayaédo twice the hop-count at each node and
before discovering the route which may increase ghd-to-end delay. After this delay the
intermediate node may receive a chase packet categd_instruction” from the source node to
cover up to the ring where the finder of the neeede resides which may reduce the success rate
of the catching process in mobile situations. Upeceiving the chase packet, the intermediate
node discards the route request. If the chase padskeot received, the intermediate node
rebroadcasts the route request to cover a larger. & detailed explanation of Blocking-ERS is

presented in Section 5.1.

I mprovements using location information

Some researchers [71, 79, 130] have tried to retheceverhead of the discovery process with the
aid of location or distance information. The LooatiAided Routing (LAR) protocol [130] limits
the search for a new route to a limited zone cdhedequested zontrough the aid of the Global
Positioning System (GPS). In such a protocol theaticasting overhead is reduced but the

location information may not be available in sorser@rios due to unavailability of GPS or the
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weakness of its signal in indoor situations. Rdgeatstudy in [66] has proposed a novel approach

to adjust route discoveries dynamically in LAR lmyrbining it with the Distance-based scheme.

Selective Flooding (SF) [79] limits the broadcafstaute requests to a selected area. This selection
is based on the hop-counts for the destination hwhie stored in a source distance table within
each node. Nodes in SF must receive periodic paetighin a short time interval in order for this

algorithm to work properly.

| mprovements using neighbour information

The broadcast can be limited by using previouslghed historical route information. The
algorithm discussed in [20] broadcasts to a snagian defined by prior routes that have been
stored inside each node. The algorithm reducesdbte discovery overhead by reducing the
region to be flooded depending on this informathout it has a high chance of being stale.
However, it has been improved in [38] by storing émcounter time of the destination to select the
most recent route rather than the first route foumithe cache; both algorithms pay a high price in
scalable networks, where the network size mayhkbansands , because they require the storage

of large amount of historical data which consumenmey and power.

2.3 Prdiminaries

In this section, the necessary preliminaries usedughout this research are presented. We
introduce the notation used in the subsequent ergptrovide a justification of the methods used
in the performance analysis, and then describe dineulation environment, assumptions,

parameters, and metrics.

2.3.1 Notation

Let us consider a mobile ad hoc network represenyed graphG (V,E) consisting of a set of
nodesV and a set of edgeR, wherelV = {node,,node,,...,node,} and an edgdu,v) can
connectu, v € V, in some network of diametel,. The diameter of MANET is the path with the
smallest number of hops between the furthest twitrary nodes in the network [67]. An edge

(u,v) is present in the network if and only if the tramssion ofu is heard by successfully and
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vice versa.

Let s € V be a source node and define a functibpn,V — N, where hy(u) is the hop count
betweens and some other node € V and 0 < hy(u) < D and hy(s) = 0. Let us assume that
mand n are two positive integers whee< m < n < D. The subset of all nodes. V, for
whichm < hy(u) < n will be called a region with respect4oA sequence of positive integefs
where0 <i <k,38, =D andp;_; < B; Vi,1 <i < k defines a set of disjoint regions I6fwith
respect ta. In general, the region; is the subset of all nodas.c V, for which 8;_; < h(u) <

B;. The depth oft; is equal tQ8; — B;_1, Vi, 1 < i < k.

Table 2-1: Table of nomenclature.

Parameter| Meaning

Source node

[}

Destination

d
f Finder of a needed route ( intermediate node dirdg®n)
D

Network diameter

hy(u) Hop count betweesand nodes in the same network.

2.3.2 Justification of the methods used

In real experiments the whole system is testec#h world settings and this needs a budget and
manpower. So far, there has been a little workhendeployment and performance measurement
of real world MANETs [82]. On the other hand, simibn and mathematical modelling play
important roles in performance evaluation [42, 48jere real experimentation isn't feasible
providing reasonable performance measures withrémmim amount of effort and cost [31]. For

this reason, they were selected as the methodsdy 81 this thesis.

Simulation and mathematical modelling are valuatdels for studying MANET systems.
However, those tools always require certain assiomptfor simplification (e.g. on radio
properties and nodes mobility) in order to keepdingulation model’s complexity at a manageable

level. As a result, the model may not capturehalifactors that might affect system performance.
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Mathematical model

Mathematical models allow the network analyst t@aleate the network by deriving a set of
equations that predicts the performance and gimemght into how different factors affect the
performance of the network. However, when the sgsteup and running it is often difficult, time
consuming, and expensive to make changes if pedioce problems are encountered. A detailed
complete mathematical model for multi-hop netwowkith reasonable assumptions is coarse in
nature [96]. Nevertheless, we have tried to moaakpt delay analytically in all our proposed

algorithms after adopting certain simplifying asgqtions (e.g. no mobility).

The average packet delay is one of the most impbparformance measures in network systems
because delay considerations influence the chdiaeetwork algorithms such as routing [13].
Furthermore, it is very important to understand arhlyse delays in any network before
implementing the proposed algorithm. Networks can rhodelled mathematically using a
modelling tool such as queuing theory [13], Petrtsn[14, 97], and finite state machines [16].
Queuing theory is a primary methodological framewar analyse network delay. It can be used
as a mathematical modelling method to represenfAIET as a network of queuing systems [46,
57, 109]. Packets are subject to queuing delay wheadting to be processed and transmitted. So

the whole system can be modelled as a networkefiiqg systems which operate in steady state.

When the network gets congested, the channel ciimteimcreases which in turn increases the
system delay and incurs more packet loss [73] tepdo a severe degradation in network
performance. Understanding the relationship betwemmgestion and delay in any network is
essential especially in a resource-limited envirentriike MANETSs. Thus modelling our system

using queuing theory [13, 63] provides us with &etinderstanding of the delay in our systems.

Simulation mode

Simulation provides a way of predicting performantéhe absence of a real network that can be
used for performance measurement. It gives us hihsdgpd understanding of our algorithms’
performance within the timeframe and budget. Anuaaie observation taken from a test-bed or
real life implementation is potentially very costind needs long time [19] with limitation in size.

Also simulation has advantage in measuring perfoomaover a real network implementation
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because simulation can be repeated for differerdives of the proposed algorithm under the
same condition then compare their performance §d&asy cost. Furthermore, simulation allows
an analyst to evaluate performance under diffenetivork conditions and traffic loads [52, 99].
So simulations have been conducted to evaluatendlve algorithms and some other existing

algorithms that are related to our work in a corapiae study.

Since nodes are mobile in MANETSs, modelling thesevements is not obvious. In order to
simulate a new protocol, it is necessary to usaodility modelthat reasonably represents the
movements of a typical node [19]. Accurate mobilihodels should be chosen carefully to
determine whether the proposed protocol will befulsghen implemented or not. Moreover, one
of the main characteristics of mobility in MANETS the maximum speed of nodes because the
speed of nodes determines the rate of broken lvtksh increase the overhead in on-demand

protocols.

Mobility models used in the simulation of MANETseabased on real trace or synthetic models
[19, 67]. Trace-driven models are useful and adeurii& they are obtained through long
observation in the field for particular scenaringdlving real user participants but are not always
available because they are costly and time-congutoimccumulate. On the other hand, synthetic
models do not provide such accuracy but in attemgpth model realistic user mobility behaviour,
they enable researchers to estimate behavioureiralisence of real trace models. In this thesis
synthetic models of mobility are used. Syntheticdels have been classified in [35] into entity
and group mobility models depending on whether vidgdial nodes or a group of nodes are

concerned.

In MANETS, the entity mobility models typically regsent nodes whose movements are
completely independent of each other, e.g. the Band/ay Point (RWP) model [61]. However, a
group mobility model may be used to simulate a eoafive characteristic, such as working
together to accomplish a common goal. Such a nmedlekts the behaviour of nodes in a group as

the group moves together, e.g. Reference PointEktability (RPGM) model [10, 12, 53].

In the RWP model, each node at the beginning ofsthilation starts by being stationary for a

pause time then chooses a random destination witlénsimulation arena and starts moving
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towards the chosen spot with a random speed cHos®ra uniform distribution [minimum speed,
maximum speed]. After the node reaches its degtimait stops again for a pause time interval
and chooses a new destination and speed. All ntalesv this pattern until the end of the
simulation run. The RWP model takes time to reaciable distribution of mobile nodes so the

modified RWP model [86] is used in this thesisaket care of this node distribution problem.

In the RPGM model, group movements are based uppombvement of the group reference point
following its direction and speed with speed seldaandomly within the range [minimum speed,
maximum speed]. At the start, each member of apmisuuniformly distributed around their
reference point (the group leader). Afterward, gverde has a speed and direction derived and
randomly deviating from that of their referencenmidiy aSpeed Deviation Rati@DR andAngle
Deviation Réio (ADR) where0 < SDR,ADR < 1. Moreover, nodes move randomly within their
group whereSDRandADR are used to control the deviation of the velo¢#yeed and direction)

of group members from their leader’s velocity. $gdaocality between members of the same
group can be obtained by using a very small vatuebbth parameterSDR and ADR such as

SDR,ADR < 0.1 [12].

2.3.3 Simulation Environment

Several discrete event network simulators have loeseloped, commercial or non-commercial,
for performance analysis in MANETs. Commonly usestwork simulators include ns2 [41],

GloMoSim [128], OMNET++ [118], CNET [76], and OPNHR8]. To conduct our simulation

experiments, the Network Simulator (ns2) has bE@®sen as a simulation tool, which has been
heavily used in research studies on MANETSs [34,/A0,73, 78, 79, 104, 132], because it includes
detailed simulation of the important operationsadf hoc networks and well documented in the
literature. It is flexible since it is open sourftee software. The algorithms were implemented
using ns2 simulator version 2.29 [41]. The main ifications were done to files listed in Figure

2-1.When modifying the needed ns2 source code,ialpeare was taken to ensure that the
algorithms function correctly and that the simutat@uld not exhibit unwanted side effects; this
was done through detailed use of the validatiortespirovided with ns2, before and after

modifications, as well as gradual testing of thelamented features.
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Ns2.29
\ \
(o
aodv trace indep-utils
Cmu-scen-gen
Aodv Aodv- Cmu-
packet trace ‘

setdest cbrgen

Figure 2-1. The modified files in ns2.29.

Although AODV has been used in all our simulatiang as the base on-demand routing protocol,
the techniques implemented in this thesis are gemenature thus applicable to other on-demand

routing protocols regardless of broadcast mechanissad, deterministic or probabilistic.

All nodes are assumed to be equipped with the dsamsceiver i.e. IEEE 802.11 where IEEE
802.11 standard operates at data rate up to 2Mips.|EEE 802.11 MAC layer provides two
access methods to the wireless media: the DistibGpordination Function (DCF) and the Point
Coordination Function (PCF) [54] where the former dontention-based and the latter is
contention-free. The DCF is the fundamental MACesscmethod that works in a distributed
fashion which makes it suitable for MANETs that @awmeither infrastructure nor central
management. PCF is an optional access methoddouttip of the DCF relying on a central node
and hence is suitable for infrastructure wireleepmork. DCF is based on the Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CAgcheme. CSMA is a contention-based
algorithm which ensures that each node sensesé¢dam before sending, to avoid collisions and
retransmissions. In addition to physical carriersieg the DCF has a virtual carrier sensing phase
that exchanges Request-To-Send/Clear-To-Send (R15/[41] control packets as a handshaking
mechanism between neighbouring nodes before tréisgniunicast packets to reduce the

probability of collisions due to hidden terminat®plem [4].
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This simulation model is represented by two scenéiles, which are the mobility and traffic

scenario. The topologies are generated by usinfgréift mobility scenarios because those
scenarios correspond to how nodes are distributed thhe simulation area and their movement
during simulation time where nodes can move at @amg without notice as this is a normal
behaviour in MANETS. The traffic scenario files taim information such as: connection type,

number of connections, packet size, and traffie.rat

The RPGM mobility generator [11] was used to getenaobility scenarios for all of our

simulation runs since it models the random motibrgrmups of nodes and of individual nodes
within the group. Mobility scenarios for referenmeints of all the groups, one reference point per
a group, are generated using the RWP model; tresethcenarios are fed to the RPGM mobility
generator to generate the needed sets of sceraritise other nodes using the value of 0.5 for
both SDRand ADR to avoid spatial correlation within each group tlmeducing clustering and

network partitioning. Moreover, each group contal@snodes. The minimum speed is 1m/s and

pause time is 50s to simulate a pedestrian taking sest.

A traffic generator was used to simulate constémalbe (CBR) with a packet data payload of 512
bytes. Data packets are transmitted at a rateunfifackets per second. CBR/UDP was chosen as a
communication service due to its simplicity anddic&ability that gives us a better chance to test
our algorithms during the experiments where ournn@incern is the route discovery process.
Moreover, communication sessions were injectedinwlgite traffic in a network that exhibit
traffic locality where each five flows were betweene source node and different destinations
within a group of ten nodes to give the neighboachof the source node a chance to expand or
shrink. The source node and the five destinatioesrandomly selected. All CBR connections
were started at a random time during the first 486onds of simulated time where most of the

route discoveries were initiated. All connectioemain active through the entire simulation.

Nodes are assumed to operate in a flat outdoorsaréae propagation model has been devised by
experts in modulation thus we used both a free espaiopagation model and a two-ray ground
reflection model. The Two-ray Ground model [40] waidised as a radio propagation model in all
of our simulations because it considers both thglsiline-of-sight path and a ground reflection

path. When two-ray ground is used as radio prop@gatodel in ns2, the system uses Friss-space
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attenuation at near distance and two-ray grouridratistance depending on the distance between
transmitter and receiver [41]. This model implense@®mni Directional Antenna module which

has unity gain for all direction.

Nodes in ad hoc network may run out of power otcwihemselves off to save energy. However
in the simulated scenarios nodes are assumed to<hficient power to fully operate throughout

the simulation time to allow us to study the bebaviof the new algorithms under the same
environments and allow direct and fair comparisbetwveen the new algorithms and the existing
without losing nodes, however it would be intemegtio study the energy consumption as a next

step of this research.

Also, we assume that links are bidirectional where finder of the needed route updates the
destination by sending a unicast gratuitous roefgyr nodes are willing to cooperate in the
routing protocol as relay nodes. Furthermore, dgalvith security threats such as malicious
attacks or denial of services is important for dperation of any network [84, 117]. However, we

assume that dealing with security attacks is doitie tve help of a security protocol [9, 85].

2.3.4 System Parameters

As in the previous studies of [6, 20, 30, 102, 1®3% simulation model consists of the following
main components: simulation area, simulation timenber of nodes, mobility model, maximum
node speed, and number of traffic sessions. Alesade identical, mobile, and assumed to operate
in a squared simulation area of 1000m x1000m. Taesmission range is fixed to 100m in all
nodes to approximately simulate networks with aimimm hop count of 10 hops between two
border nodes on opposite sides in a connected niet&zach run was simulated for 900 seconds of
simulation time to avoid immature termination ar@g the simulation time manageable, ignoring
the first 30 seconds as a start-up period for thelevnetwork to analyse it in steady state and
avoid counting all start-up control packets suctAR® packets. For each topology, 30 runs were
performed then averaged to produce the graphs shibwoughout this thesis and a 95%
confidence interval is shown as standard error ivatise relevant figures. Error bars are shown in
some figures but not all for the sake of clarityppésentation. Table 2-2 provides a summary of

the chosen simulation parameter values. Thesegattuld represent MANET scenarios in real
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life such as groups of tourists visiting a histatisite following their tour guides. Although the
number of tourists in one group could be largenttiee one presented in these scenarios and the

operational time could be longer but this is togkéee simulation manageable in terms of time.

Table 2-2: Summary of simulation parameters.

Parameter Value
Transmission range 100m
Topology size 1000m x 1000m
Simulation time 900s

Packet size 512 bytes
Packet rate 4pkt/s

Traffic load 5,10...35 sessions
Traffic type CBR(UDP)
Routing protocol AODV

Number of Nodes 20,30,..,100
Number of runs per point 30

Antenna type

Omni Antenna

MAC protocol

IEEE 802.11with RTS/CTS

Maximum speed

2,5,7,10,13,15m/s

Minimum speed 1m/s

Pause time 50s

Mobility model RPGM model
SDR 0.5

ADR 0.5

Propagation model

Two-Ray Ground model

In our simulation, we concentrate on three majorapeeters: network size, traffic load, and
maximum speed in three different cases by varying parameter while keeping the other two

constant as explained below and summarised in T2Ble

» Network Sizeis used to study the effect of varying networesdin network performance.
Network size is the total number of nodes in théwonek. When the network size
increases, the average hop count of routes alseases which may increase network
latency and routing overhead. The simulation aseéept constant in all scenarios to
study our algorithms’ performance in both small andderate size environments, since

we are interested in knowing their behaviour inhb&tnds of environments where
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moderate size networks reduces the chance of nefpaotitioning. Simulation has been
performed using nine topologies with different n@nbf nodes, multiples of 10, from 20
to 100 while fixing the traffic load to ten commauaation sessions and the maximum

speed to 15m/s.
- A network of size 20 nodes is used as small sihgor&.
- A network of 100 nodes is used as moderate sizeonle.

» Traffic Load is used to study the effect of varying the amafriraffic load. The traffic
load of sizes 5, 10, 15... 35 communication (datadsises were used in some
simulations with a size network of 70 nodes to dwparse and dense environments and
maximum speed of 15m/s. The purpose is to test abgorithms using reasonably
incremented amount of traffic while avoiding satima and keeping the simulation at a
manageable level. We managed to run up to 50 coneation sessions. Runs with
communication sessions greater than 35 did not simwchanges in overall performance
but need a considerable a mount of time to run. Aumaber of route requests broadcast

increases with more traffic load which increasésriay, congestion, and packet loss.

- Traffic load of 5 data session is usedigit traffic network

- Traffic load of 35 data session is usedh@avy trafficnetwork.

» Mobility: is used to study the effect of varying the maximgpeed where mobility affects
network connectivity which has an impact on themoek performance. The maximum
speeds used are 2, 5, 7, 10, 13, and 15m/s toaienhlman speed as well as vehicle
movement with network of size of 70 nodes and itafdad of 10 communication

sessions.

- Aslow speed network has a maximum speed of 2m/s.

- Afast speed network has a maximum speed of 15m/s.
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Table 2-3: Simulation parameters for the three<ased.

Simulation parameters
Cases
Network Size Traffic Load Maximum Speed
Network size| 20, 30... 100 nodes 10 sessions 15m/s
Traffic load 70 nodes 5, 10, 15... 35 sessions 15m/s
Mobility 70 nodes 10 sessions 2,5,7,10,13,/45m

2.3.5 Performance metrics

The performance of the route discovery processheameasured by studying latency, overhead,
and congestion. In this thesis, the terms “delayd datency” will be used interchangeably. The
latency can be studied by analysing the end-topadket delay and the average of route request
latency per hop while the overhead can be meadwyestudying the routing overhead and the

congestion level can be determined by analysingeidoss.

Latency:

 End-to-end delay (ms): the application data careggpce queuing delay in the source
node until the needed route is discovered so thet@end delay is the route discovery
time plus all delays that the data experience fthentime it was sent by a source node
until the time it was received at the destinatibforeover, route discovery time is the
round trip time of route request and route repliwieen source node and finder of the

needed route.

* Route request latency (ms): the average of delayshpp among all route requests in a
single simulation scenario. Latency of one routpiest is the average delay experienced
by the route request per hop from the time it werst §y a source node until the time it

was discarded.

Overhead:

* Routing overhead (packets): ttaute request overhegaus the number of chase packets
received in the whole network. The route requestlovad is the number of route request
packets received in the whole network, where evepgeption of a route request or a
chase packet at any hop contributes one to thé tbtae algorithm does not use chase

packets then routing overhead = route request eagerh
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Congestion:
e Packet loss (packets): the number of dropped psidhehe whole network. In MANETS,

congestion and mobility are the main causes of gtdolss [73].

24 Summary

While Chapter 1 has provided the context and théwvaiion behind undertaking this research
work, this chapter completed the presentation ef iackground information and related work
necessary for a clear understanding. The AODV é&lgorwas explained as an example of an
on-demand routing protocol, along with a generareiew of the existing broadcasting algorithms
proposed in the literature for MANETSs. Also, simgleoding and the broadcast storm problem
were explained and route discovery improvementrtiggtes that avoid full network coverage

were discussed.

This chapter has provided the preliminaries reguitroughout the thesis, including: notation,
justification of the methods for the performancealgsis, explanation of the simulation

environment, assumptions, parameters, and perfa@enaetrics.
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Chapter 3: Traffic Locality in MANETS

3.1 Introduction

MANETSs are very useful in applications that needniediate collaboration and communication
with the absence of network infrastructure wheteraporary connection can be established for
quick communication [56, 84]. Such collaborativegmften demand traffic to be between known
source-destination pairs to accomplish specifikga$o if this pattern of traffic is found in an

application then the design of the algorithm shautifise it.

The principle of locality was first applied in memoreferencing behaviour [37] then it was
subsequently observed in the use of other resosteds as file referencing [111]. The locality of
reference concept deals with the process of acuesassingle resource more than once at points in
some sense “close” to each other in either timsparce. It includespatial andtemporallocality

[65].

e Spatial locality: a resource has a higher chance of being refereifiGgedheighbouring

resource was just referenced.

» Temporal locality:a resource that is being referenced now will beremced again

sometime in the immediate near future.

In memory management, locality of reference is fimmciple behind caching, where some
instructions and data are placed in higher-speethane to exploit the probability that future
accesses will exhibit locality of reference [36].Hetworking, locality is observed through the fact
that devices, e.g. hosts or routers, within theesgeographical area tend to communicate for a
while more often than those that are further apartf exhibit both temporal and spatial locality

[112].

The importance of traffic locality concept is ren@gd in networking. Traffic locality concept is a
motivation factor behind network clusters and waookgps [17, 58, 83]. It is used in local area

networks [47] where it was defined as the distidoutof packet references over time and space.
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BitTorrent protocols are used to improve trafficdéity in server-client architecture [15]. It is a
peer-to-peer file sharing (P2P) communications quoit used for distributing large amounts of
data widely without the original distributor incing the entire costs. It reduces the cost and
burden on any given individual source, providesurethncy against system problems, and reduces
dependence on the original distributor. This isiedd by making use of the upload bandwidth of

all nodes (called peers) downloading the file.

In infrastructure wireless networks, traffic lo¢glis utilised to improve load balancing in base
stations [84, 98] where it is defined to be the ammf terminated traffic within one cell. When a
clustering algorithm is uset impose a hierarchical structurea MANET system, the locality of
traffic within the same cluster is the key factoraeciding the feasibility of large ad hoc networks
[58] because is node communicates mostly with atlogles within the same cluster in the present

of spatial locality [83].

3.1.1 Localityin MANETs

In MANETS, locality is likely to be observed thrdughe fact that neighbours, nodes in the same
geographical area, tend to receive communicatiom fthe same sources, highlighting the spatial
locality [20, 107]. Also, nodes communicated withthe near past have high probability of re-
communicating with in the near future leading toperal locality [20, 98]. Certain MANET's
applications may exhibit traffic behaviour that walled traffic locality. It follows particular
patterns in which the source node tends to comratmiwith certain set of nodes more than

others; regardless of their locations or time ahownication The traffic locality might include

either spatial or temporal or both. This observatias motivated us to introduce a new form of
traffic locality in MANETS, which is the subject dhis chapter, where the traffic locality of a
particular source node is captured in its workief) which is simply the set of nodes that the
source node is mostly communicating with, not nsagly neighbours. Members of the working

set may change over time.

Traffic locality, based on the concept of “workisgt”, identifies the set of nodes that a given
source is mostly communicating with. These nodesnat necessarily identified by space or time

but rather by intensity of traffic within the worlg set over some time interval. So, this set
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performs the working set for that source node gldicular instance of time because the set
members change with time according to the commtinitaeeds. Moreover, if a source exhibits
traffic locality with a certain destination, theténmediate node comprising the route in question

will also be a member of the source node’s worlgeguntil one of them moves far away.

Applications in MANETSs exhibit traffic locality duéo the communication requirements of the
users carrying and operating the nodes. One comrapglication that exhibits traffic locality in
MANETS is group communication ad hoc network [81jere a group of nodes communicates

with each other to accomplish a common goal.

3.2 Traffic Locality oriented Route Discovery approach
(TLRDA)

In this thesis, traffic locality concept is utildbeto improve the route discovery process in
on-demand routing protocols for MANETS running aggions that exhibit traffic locality. This
concept is used to develop a new approach thatalledctraffic locality oriented route discovery
approach, TLRDA, to improve the route discoverygass in on-demand routing protocols. It
works by gradually building up the node neighbowdhas a region centred at the source node and
expected to contain most of the members of its imgrket where the whole connected network
consists of two disjoint regiong; represents neighbourhood andz, represents
beyond-neighbourhoodrom each source node prospective. Since the heighood region
contains the source node’s working set, no extlaydeare added in this region to avoid delaying
the route discovery process. On the other handayiohg a fulfilled route request in the

beyond-neighbourhood region adds no latency tai$eovery process.

Establishing such neighbourhood is a challengirdeavour as it adapts to the traffic in an effort
to build then maintains the neighbourhood regidtecting the current working set. Upon joining

the network, the neighbourhood region for this made will not be established so the new node
needs a start-up period during which it uses thgir@al broadcast algorithm depending on the
routing algorithm used. Once the neighbourhoodoredé reasonably estimated, an intermediate
node broadcasts any route request generated fransalarce node to all nodes within the source

node’s neighbourhood region without adding any yldéla an effort to minimise the route
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discovery time.

Due to the scarce resources in MANETS, the apprasaképt simple by avoiding the collection or
manipulation of large amount of data. Also, thebgloinformation is avoided because it is
unavailable in a real environment that uses noreateesources. Thus, each source node has a
locality parametelLP where LP € N*which corresponds to the current estimated depthsof
neighbourhood which might be defined by tweighted averagef hop counts between that
source node and destinations. A noxleis considered to be part of the neighbourhoodofet

source nodss, if hy(x) < LP.

The query of a needed route can be answered bgestination or any intermediate node in the
way to destination. The term route findEmefersto the first node that finds the route in its aach
table whether it is the destination or an interragglnode. Figure 3-1 illustrates an example when

the route finder is an intermediate node.

Q Destination (d))

~—~~~~~~~»/hs(d)~~~~~—/—/
Source node (s) ‘ /x\@/
\/7&/4\\\
Route finder(f)

Figure 3-1: The finder of a requested route betvgsemce and destination.

Formally considering region-partition, the two mus {r,,7,} are the neighbourhood and
beyond-neighbourhood respectively in a network mgrapplications that exhibit traffic locality.

It is obvious that the two regions are disjoinsssir,; N 7, = @. Let us consider a source nagde
any nodev € t, satisfies the conditiorhg (v) < LB. and any nodex € 7, should satisfy the
conditionhg (u) > LP. from that source node prospective wheRe is the locality parameter for
the source node LP is continuously tuned to adapt to the currentagitun using the values of
h (d) for all needed routes with respectdowhether a route is discovered by an intermediate

node or the destination itself.

The approach is adaptive and each active souroe adjdsts its locality parameté®?, to expand

or shrink the neighbourhood boundary. If a routaldr is outside the neighbourhood then this
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requires the neighbourhood to be adjusted via smdaetation strategy. One possible strategy is as
follows: LP is adjusted by taking the weighted average ofctireent value of P and the new hop
count from the last successful route discovery witke initial value of.P is 1. Alternatively, any
monotonically increasing or decreasing functionldobe used but this lacks a countervailing
expanding or shrinking ability respectively so wilht be considered. Figure 3-2 shows instances
of the source nods neighbourhood shrinking and expansion abilitiesahalogy, the expansion

and shrinking correspond to swabbing pages in aihihdhe context of memory management.
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Figure 3-2: Neighbourhood expansion and shrinkjagNeighbourhood wheloP = 2 hops. (b) Expanding
whenLP = 3 hops. (c) Shrinking whedrP = 1 hop

To calculatd.P, the source node needs to store the number gfrégious route requests. To
illustrate the neighbourhood adjustment processideconsider the source noslat any time after
completing its start-up phase. Whenreceives a reply answering its current query daips itd.P
using equation (3.1) after extractimg(d) from the received route reply packet wheras the
number of previous route requests that already tsmm bys. If h.(d) = LP,,; then the

neighbourhood of expands; otherwise it shrinks.

LP = LP 1-— h.(d h =
ota = A X LPyg + (1 —a) X hy(d) where a o+ D
[LPoig ] hs(d) = LPyq
LP,,, = { 3.1
[LPyg]  hs(d) < LP,q4 31
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In TLRDA, a source node broadcasts a route recafest adding the value of itsP to the route
request packet so intermediate nodes can decithe ifoute request is within its source node’s
neighbourhood or not. To avoid ambiguity we wileds, to refer to theLP value stored in the
route request. Figure 3-3 shows the outline ofpifeeedure used to update the locality parameter
LP at the source node in TLRDA. The steps for updatire locality parametdrP are stated in
lines 5 to 9 where those steps are performed edtaziving the route reply to prepare the source
node for the next route request. The function @gillline 9) returns the smallest integer greater
than or equal to its parameter while the functitoF(line 7) returns the greatest integer less tha

or equal to its parameter. To avoid stale infororatnd prevent from approaching 1 aggets

large due tdimy_,wﬁ = 1, where only the function Ceiling or Floor affe¢te value ofLP,
each active source node needs to reset its locainedery (line 2) to its initial valuejnitial_y,
wheny reaches its maximum valumax_y(as in line 1). Each time y is initialised to hetpartial
historical information represented b¥P,,is given the same weight as the hop count.

Alternatively, ify is initialised to zero then the value@vill be zero leading to full weight of 1 to

the hop count.

Steps preformed by source node upon receiving a route reply

y = previous number of route requests.

If y >=max_y then
y = Initial y
End if
o =y/Ay+1)
LPyey = OLPoyq + (1 - 0)hy(d)
If h(d) < LP,,then
LP,e, = Floor(LP,.,)

XN DN RN

Else

©

LP),, = Ceiling(LPye)
: Endif
2 LPyy=LP,e,
Dy =yl

—_ =
N = O

Figure 3-3: Outline of the Update procedure forlt@ality parameter LP at the source node in TLRDA.

Example:

To illustrate the idea of updatidg, let us assume that the current valud_Bfis 4 where the
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source node is ready to send the fifth route regtlesa = 2 Initial-y = 1 andmax-y= 10

c -
assuming that the average discovery time is 1 afnttme. After sending the"6route request
assuming the route finder for such request is 4sHopm the source, the value bP will stay
unchanged. However, when the next routes findegsatu6, 7, and 8 hops from the source; the
neighbourhood will be expanded to 5, 6, and therespectively. This happens because the
neighbourhood is expanded to accommodate more ®f rtlutes finders and destinations.
Furthermore, the algorithm will continue to adjusicording to the new values af(d) by

expanding with the growth df;(d) and shrinking with the decline af(d) whenever is needed

as shown in Table 3-1.

Table 3-1: The updating of LP starting at LP = 4.

Previous Route Requesf) ( Hop Counthg(d) LPnew
5 4 4
6 6 5
7 7 6
8 8 7
9 7 7
10 8 8
1 6 7
2 9 8
3 9 9
4 6 8

3.3 Conclusions

In MANETS, certain applications may exhibit traffiehaviour that we called traffic locality

following particular patterns in which the souroede tends to communicate with certain set of
nodes more than others regardless of their locatioriime of communication and it might include
either spatial or temporal or both. The trafficdbty of a particular source node ties with its

working set.

TLRDA works by establishing a neighbourhood thatludes the most likely destinations for a
particular source node. The source node broaddastsoute request without adding any delay
within its neighbourhood region. In an effort to prove the route discovery process in
applications that exhibit traffic locality for MANES, the new adaptive route discovery algorithm
gradually builds up the node neighbourhood as @megvith the ability to change, centred at the

source node and expected to contain most of thebmenof its working set.
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The concept of traffic locality that was establidhia this chapter will be used as the base for
developing three new route discovery algorithms elgmTLRDA-D, TLRDA-C, and TL-ERS

will be described in Chapters 4, 5, and 6 respelstiv
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Chapter 4. Traffic Locality oriented Route
Discovery Algorithm with Delay

4.1 Introduction

The route discovery algorithms which are descriiedhis research are aimed for MANET
applications that exhibit traffic locality. The appch TLRDA that was introduced in Chapter 3
earlier, establishes neighbourhood and beyond-heigihood regions for each active source node.
The neighbourhood region includes most of the ¥ilddstinations for a given source node. Route
request is broadcast without adding any delay wiilisi source node’s neighbourhood boundary to

discover routes quickly.

In this chapter, a new algorithm is proposed. iisaat reducing the end-to-end delay by lowering
the channel contention. It works by broadcastimgrthute request at different speeds depending on
the region within which the route request is trlimgl with respect to its source node. Moreover,
the route request resides in the network untibdels away when reaching a boundary node or

discarded when the time to live (TTL) field reackeso.

4.2 TheTraffic Locality oriented Route Discovery
Algorithm with Delay (TLRDA-D)

A new traffic locality oriented route discovery alghm with delay, TLRDA-D for short, is
proposed where D stands for a delay e.g. TLRDA#otles an instance of the algorithm where the
delay (D) equals to k units of time. TLRDA-D is ledson TLRDA approach, introduced earlier,
that utilises the concept of traffic locality totaslish a neighbourhood. Intermediate nodes in
TLRDA-D broadcast route requests without adding extya delay while route request packets are
propagating within the neighbourhood boundary. Hewvdoeyond this boundary, nodes broadcast
route requests with a delay at each node untitdhte request broadcast fades or its TTL reaches

Zero.

The motivation for adding this delay within the bey-neighbourhood region is to give a higher
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priority to route requests that are travelling wittheir own source node’s neighbourhood regions.
Moreover, other route requests that are travellingithin their source node’s
beyond-neighbourhood regions have a higher chahdeeiog already fulfilled and thus given
lower priority. As will be shown below, this appitanot only improves the average route
discovery time but also improves the latency ofulimle network, as it generates less contention

throughout the network.

The delay will be calculated by a monotonic inchegsfunction of LP as the route request
propagates further within the beyond-neighbourhoegion, since the chance of route request
fulfilment increases with each hop when the rowguest moves away from the source node’s
neighbourhood region. Five instances of TLRDA-D éndheen considered in this chapter with
different amounts of delayd() where d; stands for thei" instance. Moreover, the delay
increment can be logarithmic, linear, polynomiat, exponential. However, the exponential
increase yields a huge amount of delay which makesnsuitable for resource-sensitive
environment like MANETs and hence it is ruled dsitmulation is used to help us decide on the
relative effectiveness of other possible increnfenttions for the delay added to the route request
dissemination in the beyond-neighbourhood region TaRDA-D and whether it should be
logarithmic d,), linear ¢,,d,, andd;), or polynomial ¢,). TLRDA-D instances have been
implemented using five different amounts of delesy sated in Table 4-1 wher@ at any

intermediate node takes the following values:

log, (LP) i=
d; ={2-1Lp i=1,273 (4.1)
LP? i=4

If a route reply is not received within an estintbperiod of time called NETwork Traversal Time
(NETTT), the source node tries again to discover theerbytbroadcasting another route request
for a pre-specified maximum number of tries depegdin the on-demand routing algorithm used.
So the source node walMETTT units of time to receive a reply before tryingswarch for the
destination again. Assuming the worst-case sceneaniere Node Traversal TIim&TT) follows

the on-demand routing algorithm used, TLRDA-D chltes this estimated time as follows:

NETTT = 2{(LP * NTT) + (D — LP)(NTT + d,)} (4.2)

42



Chapter 4: TLRDA-D

Table 4-1: The amounts of delay imposed in all fngances of TLRDA-D.

Algorithm | Amount of delay

TLRDA-do | d, = log,(LP.)

TLRDA-d, d, = LP,

TLRDA-d, d, = 2LP,

TLRDA-d; ds = 4LP,

TLRDAds | g, = L2

Upon receiving a route request for the first time@n-demand routing algorithms, the intermediate
node stores the broadcast ID plus the source rddedress in a table for an estimated time which
we called Broadcast Cache TimB(QT) as a part of the route request processing sfEps.
broadcast ID and the source node IP address, tedrdiom the route request packet, uniquely
identify a particular route request so this infotima is used to distinguish between new and
redundant route requests. WhBGT expires, the route request record is deleted fitoentable.

BCT is calculated in TLRDA-D as follows at the internettd noden:

BCT hs(m) < LP,

BCT + d he(m) > LP. (4:3)

BCT = {
Upon receiving a route request, each node perfohesteps shown in Figure 4-1. If the route
request has been received before, then it is ceresidredundant thus discarded. Otherwise, the
receiving node comparé$ value from the route request packet with the hmmt after counting
itself as an extra hop. If the node resides inbdgond-neighbourhood region of the route request
initiator, the node holds the route requestdpunits of time then processes it. Otherwise, thieno

processes the route request according to the gpatgorithm used.
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Steps preformed by each node upon receiving a route request in TLRDA-D

1. If i=0then d=logy(LP,)

3. Elseif i=1thend = LP,

4 Else if i=2thend = 2*LP,

5 Else if i=3thend = 4*LP,
6: Elseif i=4thend =LP, * LP, end if
7 End if

8 End if

9 End if

10: Endif

11: Ifroute request is a duplicate

12: Discard the route request

13: Else

14: If hop_count > LP, then

15: Wait d units of time

16: End if

17: Process the route request

18: Endif

Figure 4-1: Processing of route request packetact node in TLRDA-D.

4.3 Delay analysis

All packets (data or control) are subject to deéferramounts of delay while travelling from source
to destination in any network such as queuing degtagcessing delay, propagation delay...etc.
These delays depend on many factors such as: eleugly packet length, and contention level at
that particular time. Propagation delay between &ad@mcent nodes is assumed to be negligible in

this analysis since packets in wireless commuruoatitravel at the speed of light where

distance

propagation delay Y RTOR However, other delays affect the network perfarcea
In MANETS, most of the delays experienced by a paeke in the medium access control (MAC)
layer due to contention. The MAC protocol does distinguish between data and control packets
because there is no distinction used when using DTEEE 802.11 standards [108]. There is one
gueue in the MAC layer where all packets (data amtrol) are queued and process as FCFS
(FIFO). Packets may have different service timesabse they differ in size. So, the MAC layer

protocol has no knowledge about the importancehefdata coming from higher layer such as
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control packets which are treated as normal pagload

MANET can be modelled mathematically as a netwdrijueuing systems [46, 57, 109] since a
mobile node receives different kind of packets ddat control packet) with different lengths,
gueues them if needed, and processes them thesmitanthem. The whole system can be
modelled as a network of queuing systems operatingteady state. These models provide the
adequate base for delay approximation. Howeveruiggetheory requires some assumption to
simplify the case because analyses with real assummight be extremely difficult [13]. For the

sake of simplicity two assumptions were made:

e Packet generation and arrival at each node asstmbd independent and identically

distributed (i.i.d).

* Each node has infinite buffers to avoid droppeckpe

Each node is modelled as M/G/1 system [13, 42{l&8]satisfies the following conditions:

» Service delays are independent and have a geristdbation.

 Packets arrive at each node according to a Poiggoness with the rate and

independent of service time.

The system has a single server that serves paokékeir order of arrival (FCFS). When the
packet is ready to be transmitted, the node sethseshared physical media before attempting to
transmit by performing the CSMA/CA access protaatthe MAC layer. This contention time is
included in the service time. Nodes in TLRDA-D amalysed as M/G/1 systems with different

arriving customers, packets, such as data or dqueiekets.

In this thesis, delay analysis is conducted fotegaequests which are divided into two classes:
Class landClass 2containing route requests propagating in their@uode’s neighbourhood

andbeyond-neighbourhoogkgion respectively.

Route requests travelling in the beyond-neighboodh®gion are stored farunits of time before

joining Class 1 queue where they are treated assClagpackets. To simplify the analysis, let us
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assume that separate buffers are maintained fes@defore joining the queue of Class 1. When
the server is free and Class 1 is nonempty, tle fiacket in Class 1 queue enters the service.
Figure 4-2 shows a representation of a node agaimg system running TLRDA-D on top of the

on-demand routing algorithm used.

Node i
«———Total service time (T) >
vy . o Server service
<«+————Waiting time (W) e )
Class2 buffers
YN\
C\%S%,l, %%9 Queued packets Server
YA
% Class |l 4+———> —> %
Arriving Transmitted
Packets Packets
Arrival rate Server service rate
(A packets/s) (n packets/s)

Figure 4-2: A mobile node in MANETS representecagieue for TLRDA-D algorithm.

According to TLRDA-D, when a route request propagah the beyond-neighbourhood region; an
extra amount of delay should be added to give gbhekets a better chance of being transmitted
earlier and to reduce the contention within otheighbourhood regions. Delaying route request
packets when propagating in the beyond-neighbouttregion should not affect the discovery

time of this route since most of the destinatiohthe route request lay within the neighbourhood
region. In fact, fulfilled route requests competéhwother packets to win the channel adding
undesirable contention and should be given lowerigies over other data or control packets. To
calculate the average waiting time for M/G/1 queaesimple method from [13] is used. The

notations used to perform the delay analysis foRDIA-D are explained in Table 4-2.

In MANETS, packets are jittered by a random durati@lled Random Rebroadcast Delay [18]
before being broadcast at each node. Random Reatastabelay (RRD) is used to solve the
broadcast storm problem by preventing broadcasthspmization where neighbouring nodes may
transmit at the same time. RRD is generated unlfoiman interval between 1 and MAX-JITTER

where MAX-JITTER is the maximum random number f&RIR e.g. MAX-JITTER in AODV is

10ms. The extra amount of delay imposed on routgigsts in the beyond-neighbourhood is
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independent of RRD. RRD is used with broadcast @aclkhereas unicast packets face another

kind of delay due to the handshaking mechanism skoplicity we assume that these two delays

are equal.
Table 4-2: Parameters of the queuing network mftéfLRDA-D.
N Average number of packets in the system
No Average number of packets waiting in the queue
N; number of packets waiting in the queue wheni'theacket arrives
A Arrival rate
u Service rate
p Utilisation factor of the servefp < 1)

Weiass: | Average waiting time in the queue for Class 1 packe

Wepass2 | Average waiting time in the queue for Class 2 packe

Tcassy | Average of total service time per packet for Clhss

Tcass2 | Average of total service time per packet for Class

W, Waiting time for thé™ packet in the queue

R Average residual service time

Residual service time is the remaining time offiheket currently in service
f
when the™ packet arrived

X Average server service time

X; Server service time for tH8 packet

M Average amount of jitter added to any broadcasketac
m jitter added to thé" broadcast packet

d Amount of delay added to Class 2 packets

C Channel contention

To derive the total service time for both Class\dl €lass 2 packets, let us consider the following:

Class 1 packet:

Class 1 contains route requests propagating inr theurce node’s neighbourhood region.

TLRDA-D processes Class 1 packets according todbeng algorithm used.
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The service time for any packet, (x,,---) is a discrete random variable (r.v.) where theaye

. . kT3 1
service timeX = "

E{X}=X

The average waiting time in the queue for ifheoute requestu;) is consisting of service times

(x;) of all the packets currently waiting in the quergssidual timex;), and RRD #;):

i-1

w; = z Xj + T; + m; (44‘)

j=i=N;

SinceM is discrete r.v., thk moment,M¥, of the jitter time is computed as

E{M¥} = Z P(m)m*

i—1
E{w]} = E Z E{x|N}+ E(ry + E(m} (4.5)
j=i=N;

Knowing thath; is a r.v. and independent xf

Following the analysis in [13], all long-term avges viewed as limits when packet index
converges to infinity assuming these limits exigtis assumption is true if < 1. In other words,
the arrival rat€1) < the service ratéu) so the node can handle the packet received iomahte
time and avoid the unpleasant effect of saturd6&h
lim E{w;} = Xlim E{N;} + lim E{r;} + lim E{m;} (4.7)
Weiass1 = )?NQ +R+ M (4.8)
Applying Little’s Theorem as in [13]
NQ = Weigsst (4.9)

Substituting equation (4.9) in (4.8) and using XA:

Weiass1 = PWeiass1 T R+ M (4.10)
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R+ M

W, = — 4.11
Class1 (1 _ p) ( )
Where the average residual time as stated in 3] i
1 x2
R = 2’“ (4.12)

The second moment?) of service time is computed as in [106]:
E{X?} = Z P(x;) x;?

The average of waiting time formula can be obtaisiedlar to [13, 63] by substituting (4.12) into

(4.11):

Ax2+2M
Weiass1 = 2 (1-p) 4.13)

Total service time for a Class 1 packet can beiobthfrom adding the waiting time in queue to

the average server service time and the waiting fonthe line to be free.

Tciass1 = Weiass1 +X (4.14)

Class 2 packets:

When route requests travel in the beyond-neightmmdiregion, they are delayed fdrunits of

time at each node in this region. The average mgttime in the queue for th8 route request is:

i-1
w; = Z x]' + T + m; +d (4‘15)
j=i-N;

Following the same analysis from equation (4.4(4td0):
Weiass2 = PWeiass2 +R+M +d (4.16)

And by substituting Rrom equation (4.12) in (4.16):
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Ax2+ 2M + 2d

Weiassa = 2(1-p) (4.17)

In average, route requests that belong to Clasd#l 2xperience a delay equal to the delay of other
packets from Class 1 plus an extra amount of delay.

Weiass2 = Weiass1 + (4.18)

1-p)
The total service time per packet for ClasS 24, IS the average waiting time in the queue,
Weiass2, PIUS the average server service tibdewhich includes the waiting time for the chanreel t

be free.

Tciass2 = Weiassz +X (4.19)

The average waiting time of .., IS more thanTg;,.s1 bY uf—p)units of time. This increment

may not increase the end-to-end delay of the ndétwoe to the fact that the delay is added when
the route request is outside the neighbourhoodonegdn the other hand, this delay reduces
network congestion so the average service thneynd the average waiting timé#;,,;; and
Weiass2 are reduced in botf,,.s; as well asTg,,ss, compared to high congested network which
indeed improve the network performance. The tobatentionTC is reduced when adding more
delay to route requests propagation due to thectmotuin congestion level. Howevef( cannot

be eliminated since it is attributed to other fastobeside congestion, such as fading and
transmission errors. The contentions that are dwmmngestion and other factors are denoted by
and C respectively. Moreover, the total contention is poted asTC = C + C . The channel
contention ranges between some valtjgs andC,,,, where C,,;;, < C < Cpax- SO for a heavy
congested network, such as networks using routiggrithms that use simple flooding,C =

Cmax + C Whereas in a well-controlled networkC = € since C,;, = 0.
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4.4 Mathematical formulation

MANETSs consist ofV nodes and each node process different kind ofgtackhereT;,.; and
Tciass2 represent packet’s delays within each node. Fopl&iity, the role of mobility is ignored
in this delay analysis. Analyses of the route retlegency and end-to-end delay are done for the

whole network where stations of the queuing netwammitesponded to the nodes in MANET as in

Figure 4-3.
1/3
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No«
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il = O
L 5/4 Sk
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4 N
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|:6/ 7
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Figure 4-3: A mobile ad hoc network of size sevapresented as a network of queuing systems.

A. End-to-end delay:

The end-to-end delay is the route discovery times phe average delay experienced by the data
packet from the time it is sent by the source non#l it is received at the destination. Route
discovery time is the round trip time of route reguand route reply between source node and

finder of the needed route.

Route discovery timeR{DT) for one route request in TLRDA-D is calculated as

RDT = {ZTClasslhs(f) hs(f) < LPT' (420)

2TClaslePr + TClassZ (hs(f) - LPr) + TClassl (hs(f) - LPr) hs(f) > LP‘r

Where a needed route can be found in two situatithes finder of the route can be within the
source node’s neighbourhood region wherg) < LP,, or the finder of the route can be within

beyond-neighbourhood region bg(f) > LB, .
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End-to-end delay is calculated as follows WHREZT is calculated in equation (4.20):

End —to — end delay = RDT + T¢yaes1 * hs(d) (4.21)

B. Routerequest latency:

The route request lifetimdrRL) is the time the route request resides in the odtdrom the time
it is initiated by the source node until it is disded. Route request is propagated through the
network until it is faded or its TTL reaches zerbeseD is the diameter of the network and node

B is a boundary node.

RRL = TClaslePr + TClassZ (min {D: hs(B)} - LPr) (4-22)

The route request latency is the average routeestaielay per hop #RRLis divided by number
of hop counts that the route request propagatesighr the network wherBRL is calculated in

equation (4.22). So Route Request Latency canlbalated as follows:

Route Request Latency = RRL /min {D, hy(B)} (4.23)

441 Comparison between TLRDA-D and AODV

When analysing the delay, we found that the toalise time is reduced as a result of the
reduction in channel contention for all instancé3IcRDA-D. In TLRDA-D, Class 1 and Class 2
packets total service times are reduced @y, £ — C) units of time. To illustrate, let us consider
the interval of the channel contention to Be< € < 0.8. In simple flooding, the channel
contention is very high which make&s= 0.8 while in an ideal networlC = 0. To count for
other factors affecting channel contention, we assuming that = 0.2. Therefore, all AODV

packets that use simple flooding belong to Clagssuming thaf,;,.s; = 1 for this algorithm.

In TLRDA-D, when the delay added to route requéstseases the channel contention decreases.
In TLRDA-d,, the amount of delay added is small which makes the attmlu in channel
contention small as well so we will assufhe= 0.7. Since the delay in TLRDA;ds almost
double the delay in TLRDA:d when the delay is lineachannel contention in TLRDA:dis

assumed to be half the channel contention in TLRiPAso the values fo€ are 0.34, 0.175, and

52



Chapter 4: TLRDA-D

0.087 for TLRDA-d, TLRDA-d,, and TLRDA-d respectively. Since the delay in TLRDA-t
very large, channel contention is reduced even mgrere0 < C < 0.04 soC = 0.02 is used
for TLRDA-d,. The values oEP calculated aéP = hy(f) + 1. Moreover, Class 2 packet’s total
dj
-

service time is calculated according to the valofelsP, becausd 5o = Teiasst +m units

of time assuming lightly loaded network where= 0.2. Furthermore, the hop count is assumed to
be the network size divided by 10. Networks arsinés 20, 30... 100 nodes so hop counts are 2,

3... 10 for different sources and route finders uridersame environment.

Figure 4-4 shows that end-to-end delay increas#s the increment of network density with all
instances of TLRDA-D and AODV. AODV discovers newutes later than all instances of
TLRDA-D due to high channel contention. When thelageadded to the route request
dissemination is increased, the discovery timehefriew route is improved because the channel

contention is reduced until certain extent.

End-to-end delay
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Figure 4-4: End-to-end delay versus network sizemiy(f) < LB,.

Due to the delay added to the route request disegion in the beyond-neighbourhood region, the
average of route request latency increases in TLfRD#ore than AODV as shown in Figure 4-5.
Moreover, route request latency increases withinkheement of the delay added so TLRDA-d

gives the highest route request latency amongstiinces.
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Route Request latency
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Figure 4-5: Route request latency versus netwoekwslzenh (f) < LB..

45 Simulation

A simulation has been conducted to experiment with new route discovery algorithm,
TLRDA-D, and compare it with simple flooding thatused in AODV. TLRDA-D algorithm was
implemented as a modification to AODV implementatiln ns2, version 2.29 [41]. The
comparison focuses on end-to-end delay, route std@tency, route request overhead, and packet

loss.

The simulation was conducted using five instandat® algorithm, TLRDA-D, corresponding to
the different amounts of delay;, Vi = 0 to 4 stated earlier in equation (4.1) and in Table 4-1.
These runs provide insights and ease the selecfitime suitable amount of delay to be used in
TLRDA-D. The simulation analysis focuses on thefgmnance of our algorithm, TLRDA-D, as
compared to AODV that uses simple flooding from fibleowing prospective: network size, traffic

load, and mobility, stated earlier in Table 2-3.

45.1 Effect of network size

The network size analysis studies TLRDA-D perforo&im small to moderate size environment
by changing the network size from 20 to 100 as ipleltof tens. Nine topologies were run in a

squared area of 1000m x 1000m for 900 seconds WRPGM as a mobility model with a
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minimum speed 1m/s and a maximum speed of 15m/gewtie traffic load is fixed to ten
communication sessions. Figure 4-6 to Figure 4sldy the results of running the five instances

of TLRDA-D against AODV.

Latency:

The results reveal that TLRDA-D discovers new rewaicker than AODV. Figure 4-6 shows the
superiority of TLRDA-D over AODV especially wheh, d;, or d, is used as the amount of
delay. However, the improvement in the averageterehd delay is less in small size networks
than in moderate size networks. For instance, iRDA-d,, TLRDA-d;, and TLRDA-d, the

end-to-end delays were reduced by nearly 52% irl siz®@ network and 67% in moderate size

network compared to AODV.

End-to-end delay
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Figure 4-6: End-to-end delay verses network sizeéworks of 10 communication sessions and 1581/s a

maximum speed.

TLRDA-D reduces the average end-to-end delay whkithances the performance by prioritizing
the route requests using delays i.e. route requatitin the beyond-neighbourhood region have
very high chance of being fulfilled already so thase given less priority over other control
packets and data including route requests thabaigg transmitted within their source node’s
neighbourhood. Such prioritization will minimise asinel contention and reduces congestion
which improves the average time of route discoyangcess because it helps other routes to be

discovered quickly.
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It is worth mentioning that TLRDAdis the quickest, among all experimental instancks
TLRDA-D, in discovering routes as depicted in Figdr6 and Table 4-3 which clearly show that
d,, d; andd, yield in average almost the same end-to-end d&ligyre 4-6 shows that the amount
of delay added in TLRDA-dwas adequate to achieve the best discovery tinoeiiirscenarios as

adding more delay will not yield further contentiomprovement.

In contrast, the latency of route request increaseportionally with the propagation of route

requests within the beyond-neighbourhood regionut®eequests keep propagating in the network
until TTL reaches zero or they fade away. So thaéteaequests in TLRDA-D reside in the

network for longer time than in the case of AODVshswn in Figure 4-7 this is due to the added
delay which increases overhead yet reduces disgdwee. This latency of route request increases
with moderate networks in all instances of TLRDA-ye to the increase of hop count for the
same path, but the additional latency is justifidten compared to the gain in the route discovery

time which reduces end-to-end delay.
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Figure 4-7: Route request latency verses differantber of nodes for networks of 10 communication

sessions and 15m/s as maximum speed.

Overhead:

The number of transmitted route requests in TLRDAfid AODV are almost the same regardless
of the network size. Due to mobility, the number todnsmitted route requests increases or

decreases by a very small amount over AODV whiaghtlyy increases or decreases the route
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request overhead accordingly. Since the two algmst differ by small amount of transmitted
route requests, there are no extra retries of rdigteovery from source nodes in all experimented

instances of TLRAD-D over AODV.

Due to mobility, the longer the route request residthe network the more the routing breakage
happened which may affect the route request ovdrsacan be depicted in Figure 4-8. Also the
reduction of packet loss, Figure 4-9, is one redssinind the increase in the number of received
route requests since there are no extra reinigjatittempts for route discovery in TLRDA-D so
these route requests have a very high chance of bedundant. The routing overhead increment
in TLRDA-D over AODV is small; for instance, in mechte network it ranges up to 21%.
However, such small increment is justified compat@dhe gain in the reduction of end-to-end

delay provided by TLRDA-D.
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Figure 4-8: Routing overhead verses network size & communication sessions and 15m/s as maximum

speed.
Congestion:

TLRDA-D reduces packet loss in the whole networknpared to AODV as shown below in
Figure 4-9. As the network size increases, TLRDAWDvides better improvement over AODV.
The improvement in TLRDA-D over AODV is up to 30% $mall size network while it ranges
between 22% and 62% in moderate networks as showrable 4-3. Some of these packets,

gained in TLRDA-D as a result of reducing packessloare route requests and this is one reason
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behind the increase in route request overhead iRDA-D over AODV, as in Figure 4-8,
especially knowing the fact that AODV and TLRDA-Dade almost the same number of
transmitted route requests. In other words, sonteegxtra route requests received in TLRDA-D
are duplicate copies but were dropped because bfestion or/and collision rather than
redundancy. The packets that were lost in AODVdaihed by TLRDA-D will be referred to as
saved packets. To identify the minimum range okdapackets that are not route requests, let us
assume that the increase in route request overheatb the improvement in packet loss only. So,
the rest of the saved packets in TLRDA-D (rangelges to 28% in small size network and 41%
in moderate network) can be any kind which mightubeful but dropped in AODV due to high
channel contention or collision. The saved packet§LRDA-D improve network performance
especially in TLRDA-¢, TLRDA-d;, and TLRDA-d because the number of saved packet is larger

than TLRDA-¢ and TLRDA-d.
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Figure 4-9: Packet loss versus network size witled@munication sessions and 15m/s as maximum speed.

In summary, TLRDA-D reduces discovery time, padkss, and end-to-end delay over AODV.
However, it increases route request latency anderoequest overhead in justifiable manner.
Furthermore, in TLRDA-g TLRDA-d; and TLRDA-q, packets propagate with less congestion
compared to TLRDA-gland TLRDA-d. This improves end-to-end delay and the packet los
leading to better overall network performance, esly in moderate networks, at the cost of

higher route request overhead and longer latendghwi justifiable.
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45.2 Effect of traffic load

Figure 4-10 to Figure 4-12 display the resultswofning the five instances of TLRDA-D against
AODYV for 900 seconds in an area of 1000m x 1000he Traffic load is incremented by five
starting from 5 to 35 communication sessions talystour algorithm under different amount of
traffic loads yet avoid saturation. Network sizesvwfixed at 70 while the random speed ranges

between 1m/s and 15m/s.

Latency:

Figure 4-10 demonstrates that the end-to-end delay LRDA-D is less than that of AODV in
spite of traffic load. However, the end-to-end geléor TLRDA-d, TLRDA-d3, and TLRDA-d

are less than the time for both TLRDA-@hd TLRDA-d. Furthermore, the end-to-end delay for
TLRDA-d; where i >0 is further improved with heavy traffic load becausvhen the
communication sessions are increased the numbeutd requests needed is also increased when

the destinations is unknown to the sender.
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Figure 4-10: End-to-end delay versus traffic loathwa network70 nodes and 15m/s as maximum speed.

Also in this analysis, when TLRDA-D usés ds or d; as amount of delay, the algorithm yield in
average almost the same the end-to-end delay astetbdrom Figure 4-10 for these three
instances among all experimented instances of TLRD#here the end-to-end delay was reduced

by nearly 57% in light traffic and 65% in heavyffiafor TLRDA-d,, TLRDA-d;, TLRDA-d,
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compared to AODV. So, TLRDA-D has end-to-end ddlawyer than AODV from traffic load
prospective. Furthermore, TLRDA-dTLRDA-d; and TLRDA-d, have almost the same
end-to-end delay that is lower compare to both TEARI3 and TLRDA-d. This improvement in
the end-to-end delay is due to the reduction imnkhcontention thus the data can travel earlier

and quicker which improves the network performance.

Route request latency increases with the increwietnéffic load in TLRDA-D as shown in Figure
4-11. Furthermore, when the delay is less thannmohial the route request latency increases
slightly with the increment ofd; wherei = 0,1, 2, 0or 3. Otherwise, the route request Latency
increases in a larger amount, as in TLRDA-€bkpecially under heavy traffic. As we mentioned
before, the delay added to the fulfilled route xia do not affect the discovery process because it

is added within the beyond-neighbourhood region.
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Figure 4-11: Route request latency versus tradfaaiwith a network size of 70 nodes and 15m/s as

maximum speed.
Overhead:

Also in this analysis, some of these saved padkef™ RDA-D might be route requests which
justify the increment in route request overheadlTl tRDA-D over AODV as in Figure 4-12.
AODV and TLRDA-D have almost the same number ohgraitted route request so any extra
route request is most likely to be a duplicate #m will be dropped any way. Furthermore, the

number of saved packets is greater than the inareimeoute request overhead in TLRDA-D. The
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difference represent the minimum number of savetkgia that is not duplicate route requests
where those saved packets might be useful and famge27% to 45% in light traffic and 26% to
36% in heavy traffic. Those saved packets can lyekand of packets which might be useful but
dropped in AODV due to contention, congestion, oflision. TLRDA-D improves network

performance by utilising the useful saved packets.
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Figure 4-12: Routing overhead versus traffic laad network of 70 nodes and 15m/s as maximum speed.

Congestion:

Moreover, TLRDA-D reduces packet loss in the whaétwork compared to AODV as shown
below in Figure 4-13. The improvement in TLRDA-DesvAODV ranges from 49% to 65% in

light traffic while it ranges between 34% and 53%heavy traffic. The packet loss is nearly the
same for TLRDA-¢d, TLRDA-d3;, and TLRDA-d. Furthermore, the reduction in packet loss in

these three instances is better than in TLRRArH TLRDA-d.
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Packet Loss
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Figure 4-13: Packet loss versus traffic load irwoeks of 70 nodes and maximum speed of 15m/s.

Traffic load analysis conducted in the five insesof TLRDA-D shows that TLRDA-tachieves
the best end-to-end delay, and packet loss compardd RDA-d, and TLRDA-d with little

overhead and lower route request latency compar@ti RDA-d; and TLRDA-d.

4.5.3 Effect of mobility

Figure 4-14 to Figure 4-16 were derived from sirtinta the five instances of TLRDA-D and
AODV while the maximum speed increases by taking e following values: 2, 5, 7, 10, 13, and

15m/s in a network of size 70 nodes with 10 commafivn sessions.

Latency:

The end-to-end delay in TLRDA-D is reduced compamredODV for different maximum speed
as in Figure 4-14 where discovery time increasesoitn TLRDA-D and AODV with fast speed
because speed affects routes and may result iretriidks. This figure reveals the difference in
the end-to-end delay among all five instances oRDA-D where TLRDA-@, TLRDA-d; and
TLRDA-d, reduce the end-to-end delay more than TLRRAadd TLRDA-d. So, this figure
shows that when TLRDA( TLRDA-d;, and TLRDA-d are used, the algorithm yield almost the

same end-to-end delay as depicted from Figure 4-14.
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End-to-end delay
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Figure 4-14: End-to-end delay versus maximum speeétworks of 70 nodes and 10 communication

sessions.

Route requests in TLRDA-D tend to stay active ia tietwork longer than AODV as in Figure
4-15. Furthermore, the route request latency isgeaslightly when the delay is less than
polynomial.Otherwise, the route request latency increaseslamger amount, as in TLRDAzd

where the delay is polynomial.
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Figure 4-15: Route request latency versus maxinpged, 70 nodes, and 10 communication sessions.
Overhead:

Both AODV and TLRDA-D have almost the same numbktransmitted route request; so the

extra route requests received in TLRDA-D as shawRigure 4-16 might be duplicate copies but
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were dropped because of congestion or collisiomthEumore, the number of saved packets is
greater than the increment in route requests oaeriaere the minimum difference ranges up to
70% in slow speed and up to 45% in fast speed. e}t saved packets can be any kind of
packets which might be useful but dropped in AODWedto any reason i.e. contention,
congestion, or collision. These saved packets iRDA-D have a good impact on network

performance, as mentioned before in network sizketiific load analyses.
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Figure 4-16: Routing overhead versus maximum spégdnetworks of 70 nodes and 10 communication

sessions.
Congestion:

Also in this analysis, TLRDA-D reduces packet lasshe whole network compared to AODV as
shown below in Figure 4-17. Packet loss increasitls faster movements in both algorithms.
TLRDA-D improves packet loss over AODV by up to 8f¥slow speed and from 21% to 62% in
fast speed. Moreover, these packets include regpeests which increases route request overhead

in TLRDA-D over AODV as in Figure 4-16.
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Packet Loss
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Figure 4-17: Packet loss versus maximum speed#@thodes and 10 communication sessions.

4.6 Summary of the simulation results

Simulation experiments have been conducted to staeyperformance of TLRDA-D when the
network size, traffic load, and mobility are variethe results of these three analyses have
revealed almost the same relative performance haivaletween the new TLRDA-D and AODV

is observed with respect to for the following megriend-to-end delay, packet loss, route request
latency, and route request overhead as depictétyime 4-6 to Figure 4-16. Therefore, delaying
the propagation of route requests after discovettiegneeded route reduces network congestion

which improves the discovery time of needed roatesreduces packet loss.

Our simulation has considered five values for teéayl parameter in TLRDA-D. This delay is
defined to be a monotonically non-decreasing fumctof the locality parameterLP) with
logarithmic, linear, or polynomial increase. Oujedttive is to narrow down the best value for the
delay function for the considered scenarios. MoeepVable 4-3 presents the comparison between

the experimented instances of TLRDA-D and AODV.

TLRDA-D discovers routes quicker when the amountlefay is larger than logarithmic thus the
logarithmic increase was ruled out. TLRDA-dLRDA-d;, and TLRDA-d reduce end-to-end
delay almost by the same amount but TLRDAyields high route request latency thus the

polynomial increase was ruled out too. Hence, tb&t kdelay function would be a linear one. In
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particular, for the considered scenarios in oureexpental study the doubling function where
d, = 2LP, provides the best among all scenarios thereforis ithe turning point. For our
scenarios, TLRDA-gis chosen to be the best among the five instaot@4RDA-D because it
achieves low end-to-end delay and packet loss leih increment in route request latency and

routing overhead.

Table 4-3: Percentage of changes in all five msta of TLRDA-D over AODV.

) End-to-end delay Packet Loss Route request | Routing Overhead
cases Algorithm ) ) ) )
(reduction) (reduction) latency (increase (increase)

Small | Moderate| Small | Moderate| Small | Moderate| Small | Moderate
TLRDA-dy | 36% 29% 1% 22% 0% 28% 0% 3%
TLRDA-d; | 49% 49% 11% 42% % 102% 3% 8%
TLRDA-d, | 52% 67% 30% 62% 13% 305% 0% 15%
TLRDA-d; | 52% 67% 30% 62% 25% 537% 1% 19%
TLRDA-d, | 52% 67% 30% 62% 137%| 990% 2% 21%

Network

size

Light Heavy | Light Heavy | Light Heavy | Light Heavy
TLRDA-dy | 36% 20% 49% 34% 39% 67% 16% 2%
Traffic | TLRDA-d; | 45% 46% 52% 40% 68% 145% 23% 8%
load TLRDA-d, | 57% 65% 65% 50% 184% 271% 27% 14%
TLRDA-d3; | 58% 64% 65% 51% 248% 350% 48% 24%
TLRDA-d, | 58% 66% 65% 53% 464% 713% 56% 26%

Slow Fast Slow Fast Slow Fast Slow Fast
TLRDA-dq | 34% 36% 14% 21% 14% 30% 6% 5%
Mobility | TLRDA-d; | 43% 42% 40% 43% 123% 112% 11% 7%
TLRDA-d, | 60% 58% 7% 58% 263% 233% 13% 15%
TLRDA-d; | 59% 60% 87% 60% 293% | 276% 15% 14%
TLRDA-d, | 59% 59% 86% 62% 498% | 511% 15% 17%

4.7 Conclusions

The Traffic Locality oriented Route Discovery Appah (TLRDA), introduced in Chapter 3, is
utilised to establish then maintain each node rmighhood in an effort to improve the route
discovery process through the development of araffi€rLocality oriented Route Discovery
Algorithm with Delay (TLRDA-D). It works by adding delay to route request dissemination in
the beyond-neighbourhood region with respect tosthece node which initiates the route request

to reduce channel contention which reduces theodisy time of other route requests. The
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simulation analysis has shown that when TLRDA-Dsuseice the locality parametetF) as a
delay it gave the best improvement among the exagnéicenarios thus will be used as the amount
of delay for TLRDA-D in the next chapter. TLRDA-Inproves the end-to-end delay and reduces

packet loss regardless of network size, trafficl)aa maximum speed.
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Chapter 5. Traffic Locality oriented Route

Discovery Algorithm with Chase

5.1 Introduction

The new route discovery algorithms described ia thsearch are aimed for MANET applications
that exhibit traffic locality. The approach TLRDAat was introduced in Chapter 3 earlier,
establishes neighbourhood and beyond-neighbourhegidns for each active source node. The
neighbourhood region includes most of the likelstdwtions for a given source node. Route
request is broadcast without adding any delay wiilisi source node’s neighbourhood boundary to
discover routes quickly. TLRDA-D, proposed and s&ddin Chapter 4, reduces the network
end-to-end delay but with a justifiable price otr@asing the routing overhead which in turn
requires more resources. This is because routesegesides in the network even if it is unneeded
until it fades away when reaching a boundary nodéiscarded because its TTL field reaches

Zero.

In this chapter, a new traffic locality orientedute discovery algorithm with chase, TLRDA-C, is
introduced that uses chase packets to limit the@agation of route request and overcome the
problem of TLRDA-D. The chasing idea has been usddmited Broadcasting [44] and has been
applied later to enhance ERS in Blocking-ERS [89, & works by trying to free the network
from the unneeded route requests. Chase packet lisoadcast control packet which is

disseminated through the network after discovettiregroute to discard the fulfilled route request.

5.1.1 Limited Broadcasting

Limited Broadcasting [44] (L-B for short) improvéise route discovery process by using chase
packets to stop the fulfilled route request pacKedsn further propagation after finding the

required route. The algorithm works by creating wirdual channels as an abstract division of the
time slots available; in a bidirectional networktlwiunknown distance between source and
destination. It uses these virtual channels todditime among route requests, route replies, and

chase packets. Moreover, the first channel usestiore slot, ¥4 of the time, while the second
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channel uses the rest of the time slots i.e. ¥a®time. A node in L-B broadcasts route requests
using the first channel while the second channekid to transmit the route replies or broadcast

chase packets.

The main deficiency of the L-B algorithm is thafatours the chase packets and route replies over
the route requests from the start. Route requestdelayed from the start before discovering the
needed route which would delay all route discoweribelaying the discovery process might
reduce the chance of finding new routes while detayoute replies might increase the possibility
of losing these routes after their discovery andy rhinder the discovery and the chasing

processes.

5.1.2 Blocking-ERS

Blocking-ERS (B-ERS) [89, 90] improves energy cangtion by stopping the fulfilled route
requests. B-ERS uses chase packets to stop thagatign of route requests after discovering the
required route. It is an improvement of the ExpagdRing Search (ERS) [115] where each new
ring starts from the previous ring instead of atgrfrom the source node as in ERS. B-ERS works
by introducing a delay equal t8hop-count*NTTat each ring where rings are increased
sequentially. After this delay, the intermediatel@®in the current ring may receive a chase packet
called “stop_instruction” from the source node.Stastruction is broadcast to cover the current
ring only where the finder of the route is locatddpon receiving the chase packet, the
intermediate node will discard both the route refjaad the chase packet. If no chase packets are
received within2hop-count * NTT units of time, the node will rebroadcast the roquest to
cover a larger ring. Chase packet is broadcast i ¢f) distance at maximum to cover only the
ring in which the finder of the route resides. Hoairce node needs to know how many hops away
does the finder of the route reside, thus the fowwhaoute reply packet should be extended by one

byte to carry the value df; (f).

The two main deficiencies of the B-ERS algorithre: dirst, it delays the route request from the
start where the route is not discovered yet whicingases the end-to-end delay and might reduce
the chance of finding new routes. Second, nod& RS broadcast chase packets to cover only

the ring where the finder of the route residesattime of discovery. In the presence of mobility,
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this restriction may hinder the chasing process sedlices the success rate of the catching

mechanism.

5.2 TheTraffic Locality oriented Route Discovery
Algorithm with Chase (TLRDA-C)

We propose a new algorithm called TLRDA-C thatisgi$ TLRDA and TLRDA-D, introduced in
Chapter 3 and Chapter 4, in addition to the chaskeqt concept. Since TLRDA-C is designed for
applications that exhibit traffic locality in MANEST TLRDA is used to establish neighbourhood
and beyond-neighbourhood regions for each activecsonode. A node in TLRDA-C algorithm,
as in TLRDA-D, broadcasts route request within tredghbourhood region according to the
routing algorithm used. Afterwards, it broadcasis toute request with a delay equali@, *

NTT outside such neighbourhood.

TLRDA-C is an improvement of TLRDA-D as an effoot teduce the route request latency and to
improve routing overhead whilst keeping the rouiscalvery time low. The main idea of
TLRDA-C is to process the route discovery fast witthe neighbourhood boundary, as it would
cover most of the destinations. However, the roatpiest would slowdown and continues at the
same speed as it propagates in the beyond-neigiimadiboundary to reduce contention and to
give the chasing mechanism a better chance to edcdée source node is informed about the
discovery of the required route by the route rephich implies that the discovery process should
be stopped. The source node transmits a chasetpgadkérm other intermediate nodes about this
discovery in order to stop broadcasting the fdéllroute request. The chase packet is broadcast
without adding any delay in an effort to termintte propagation of the fulfilled route request as
soon as possible. The catching occurs in the bepeighbourhood region as the chase packet

travels faster than its associated route requebtnthis region.

Figure 5-1 shows the steps that are performed bly rade upon receiving a route request where
the first step is to discard any duplicate routguests (line 2). If the route request receivedtier
first time (line 3), the node searches the stonéarination for the matching chase packet, if found
(line 4) the route request will be discarded aftiring the needed information (lines 5-6). If no

matching chase packet was received, the node sterasute request for double thE, units of
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time (line 9) if the performing node resides in th®ute request source node’s
beyond-neighbourhoodegion. Otherwise, if the performing node resideshe source node’s

neighbourhoodegion, the route request is processed accordagptliting protocol used (line 11).

Steps preformed by each node upon receiving a route request in TLRDA-C

1:  Ifroute request is a duplicate

2 Discard the route request

3:  Else

4 If chase packet has been received then
5: Store route request information
6 Discard the route request

7 Else

8 If hop count > LP, then

9: Wait (2LP,) unit time

10: End if

11: Process the route request

12: End if

13: Endif

Figure 5-1: Processing of route requests at a m@eRDA-C.

When a route reply is received, the receiving npeeforms the steps in Figure 5-2. If the
receiving node is the source node (line 1), it meshe associated chase packet then broadcasts it
(lines 2-3). After that, the source is ready totdtansmitting the actual data (line 4). The kstsp

(line 6) is performed by all nodes to process thee reply according to the routing protocol used.

Steps performed by each node upon receiving a reply packet in TLRDA-C

If current node is the sender then

1

2 Create a chase packet

3 Broadcast the chase packet
4: Start transmitting the data
5: Endif

6:  Process the route reply

Figure 5-2: Processing of route replies at a nadeLRDA-C.

Upon receiving the chase packet, the steps in Eig8 are performed at each node. If the chase
packet is a duplicate, it is discarded by the n@she 2). Otherwise, the needed information is
stored (line 4) where each node keeps track ofeaktived route requests and chase packets for
BCT units of time by storing the needed informatiom itheir broadcast ID and originator IP
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address. If route request and chase packet infamsatored in the same table, a bit flag is needed
to distinguish between route requests and chadeepaecords. If the matching route request is
broadcast already then the chase packet is braadsasell (line 7) but if the route request is
waiting to be broadcast then both the route regaedtits matching chase packet are discarded
(line 9). If the route request is not received Yle¢, chase packet is discarded (line 12) afteingjor

the needed information (line 4).

Steps performed by each node upon receiving the chase packet in TLRDA-C

If the chase packet is duplicate then

1

2 Discard it.

3: Else

4 Store chase information

S: If the route request is received then
6: If the route request is broadcast then
7 Broadcast the chase packet.
8 Else

9: Discard both packets.

10: End if

11: Else

12: Discard the chase packet.

13: End if

14: End if

Figure 5-3: Processing of chase packets at a mo@eRDA-C.

TLRDA-C implements the mechanism as in TLRDA fordaping its neighbourhood boundary
using the most recent routes discovered for thatcgonode so the boundary will be dynamically
changing as the network status changes. If théndéisin is beyond the neighbour boundary it will
be eventually discovered without the need for amyrilary immediate expansion strategy because

the route request will be travelling outside itsibdary but with a slower speed.

In TLRDA-C, the source node is always the initiadbthe chase packets regardless of the routing
method in place whether it is uni-path as in DSRI &xODV or multi-path as in Ad-hoc
On-demand Multipath Distance Vector protocol (AOMP\V5] and Multi-Path Dynamic Source
Routing protocol (MP-DSR) [69]. This enables TLRIAto avoid initiating many chase packets

for the same route request; at the cost of tiny amof delay equals th, (f). In the case of
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multi-path routing protocols, the sender needs igcaler additional routes for the same
destination as backups. So the sender is the aodle nhat observes the discovery of all the
required routes. As a result, the sender inititheschase packet as soon as it knows that such

routes are discovered; this happens immediately ugceiving the route reply(s).

TLRDA-C assumes that the route findgr,is not located near the boundaries of the network
which is mostly the case; otherwise the chase patiay be unable to catch the route request

leading to a situation where the overhead will owere the benefits.

5.2.1 Chase Packet For mat

Packet size should be chosen carefully becauseniitting and receiving consumes bandwidth
and power in wireless networks. In MANETSs the paslaoss multiple nodes, thus using a small
packet size is more efficient in a resource-wisexmea across the network. So chase packets in
TLRDA-C are kept small in size, 16 bytes, compateda route request packet in order to
minimise resources consumption. The route requess $n TLRDA-C and AODV are 25 and 24
bytes respectively. The format of chase packehisve in Figure 5-4 and the fields of the chase
packet are described in Table 5-1.

0 1 2 3

01234567890123456789012345678901

E T e e e o i T o S S e S e e e e S e e ok

| Type | J| R 0] O Reserved | Hop Count |

E T e e e o i T o S S e S e e e e S e e ok

| Broadcast IC |

E T e e e o i T o S S e S e e e e S e e ok

| Route request 1D |

E T e e e o i T o S S e S e e e e S e e ok

I I

+ +

Source | P Address
T D T S i s S S e ik Al S S Sy S S

Figure 5-4: The format of chase packet.

The route request ID and the source IP addressielyigdentify the particular route request that is
associated with the chase packet while the broadidasnd the source IP identify a unique chase

packet.
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Table 5-1: Description of the fields for the chaseket format.

Field name Field description

Type 5 (CHASE)

J, R and Reserved Reserved for future use i.eiaasit

Hop Count The number of hops from the Sourddeccurrent node.
Broadcast ID Chase packet broadcast ID.

Route request ID Route request broadcast ID.

Source IP Address The IP address of the source node

5.3 Mathematical formulation

To simplify the mathematical formulation we will nconsider the role of mobility in this section.

When a route findef, at distancéi, (f) from the sources , sends a route reply to the source in
the reverse direction it discards that route regu¢svever, other nodes will continue to broadcast
the route request throughout the network since thay not be aware of the successful route

discovery by nodé

When the source node receives the route replyitiaies and broadcast the chase packet while the
route request still propagating throughout the oektwlLet us assume that the route request is
twice the distance from the source when the repghes the source node Ré, (). Moreover,

by the time the chase packet2a, (f) distance from the source; the route request woalce h

propagated further and the chase packet wouldstitihasing it.

In this section, we are modelling TLRDA-C with respto delay. Let us consider a route request

that is chased by a chase packet travelling instlree direction. Let the speed of both the route
request and the chase packetitjeand the total service time per a node of a chaskepand a

route request travellingithin its neighbourhood region 13g,,.,,; While the total service time for

a route request travelling within its beyond-neighithood region b&.,,..,. Therefore, within the
neighbourhood region the route request and theecpasket are experiencing the same total
service timelc; 61 Where Teass1 @andTeess2 Were derived earlier when modelling TLRDA-D in

Section 4.3.

When the chase packet is initiated, there will bdistance of2h, (f) between the route request
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and the chase packet. Furthermore, the chase padketlways catch the route request in the
beyond-neighbourhood region WheFg ,oo1 < Teiass2; Otherwise, wherl,o61 = Teiass2 Chase

packets experience the same or more delay thae requests, the catching process is imposable.

Below we will calculate the route discovery timeD(') and the route request lifetim&KL).

There are only two possibilities to be considerdictv are stated as Case 1 and Case 2:

» Case 1: The route request is in the neighbourhegibm at time (t) when the source

initiates and broadcasts the chase packdtf§.) < %

e Case 2: The route request will be in the beyondht®urhood region at time (t) when

the source initiates and broadcast the chase paekét, (f) > %.

A. Calculating the route request lifetime (RRL)

The route request lifetimgRRL) the total broadcast time, is the time from sendingarticular
route request until the chase packet catches swté request and causes it to be discarded. So we
need to calculate the chasing tiftg) first. The chase packet will cause the route regthat is
associated with it to be discardedtat, ;4451 distance away. To calculate the chase {itpein

both cases, let us define the distance travelledri®y route request and its chase packet within
beyond-neighbourhood to g.v; Teuss, andt, vy Teass1 respectively at speed of . When the
chase packet is initiated by the source node utercequest will b&hg (f) away in all directions
simultaneously. In TLRDA-C, all chase packets amate requests in their neighbourhood region

belong to Class 1 while route requests in theiobeyneighbourhood region belong to Class 2.

The timet, that is needed for a particular chase packetttthdhe route request associated with it

can be calculated using the following formula:
te = LPTciass1 + tee 5.1

Let us consider Case 1, when route request ismiteighbourhood region at tintethat is after

travelling2h (f) distance by the route request as shown in Figiie 5
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Figure 5-5: lllustration of Case 1.

The value oft,.. can be calculated from the following formula:

trcvl TClassZ + (LP‘r - 2hs (f)) TClassl = LP‘rTClassl + trcvlTClassl

By simplifying equation (5.2):

treV1 (Teiassz — Tciass1) = 2hg (f) Teiasst

Giving the value of,. as follows:

t — 2hg (f)TClassl
re U1 (TClaSSZ - TClassl)

(5.2)

(5.3)

(5.4)

To get the value of the chase timefor Case 1, equation (5.4) is substituted in égonafs.1) as

follows:

2hs (f)Tclass1

t. = LP.T, 4+ —
¢ 77 Class1 v1(Tclassz— Tclass1)

The route request lifetime (RRL) is calculated as:

RRL = 2hs(f)Tciass1ttc
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Using (5.5) and (5.6RRLbecomes:

2hs (f)TClassl

%1 (TClassz - TClassl)

RRL = Zhs(f)TClassl + LPrTClassl + (57)

Now let us consider Case 2, when route requestmwlithyond-neighbourhood region at timeAs

illustrated in Figure 5-6.

We can calculate,.. from the following formula:

brc Vs TClassZ - (Zhs (f) - LP‘r) TClassZ = LP‘rTClassl + trcvlTClassl (5-8)

And by simplifying this equation, we get:

lrcVy (TClassz - TClassl) = Zhs (f) TClassZ + LPrTClassl - LPr TClassZ (5-9)

,,,,,,,, V1 Telasst o

(2hs(f) B LPr)Tclass

|
| aES)
' [
e TR |
| i | | @ Route finder
' i [
: [ g

Source node

Route request
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—? Chase packet

Neighbourhood boundary

|

[

|

|

hs(f\/ tr::V1 Tclass1 :
! |

|

|

|

|

Starting point Catching point

Figure 5-6: lllustration of Case 2.

This gives us the value af.. as follows:

— 2hs (f) TClassZ + LP(TClassl - TClassZ)

U1 (TClassz - TClassl)

(5.10)

rc

The chase time, for Case 2 can be calculated by substitutingn equation (5.1) by its value

from equation (5.10) as follows:
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Zhs (f) TClassZ + LP(TClassl - TClassZ)

te = LP.Tcigssn + (5.11)
¢ classt V1 (Teiass2 — Tciass1)
The route request lifetime (RRL) can be calculaedollows:
RRL = (Zhs (f) - LPr)TClassz + LP‘rTClassl + tc (5-12)

By substitutingt, from (5.11) in (5.12):

RRL = 2h (f) Teiasss + LP-(Terasst — Tetass2) + LP: Tepqssy + 2 Tclass 1P (Tctas— Tatasa) (513

v1(Tclass2— Tclass1)

B. Calculating the route request latency

The average of route request latency per hop canalmilated by dividing the route request
lifetime RRL by the number of hop counts that the route recuagérse RRL depends on the case

used.

RL

Route request latency = ? (5.14)

cV1

C. Calculating the route discovery time (RDT)

The route discovery timeRQT) is the round trip time from sending a particulante request by

the source node until it receives the first roetgly.

For Case 1, when the finder of the required rositeiihin the neighbourhood region at timethe

route discovery timeRDT) is calculated as:
RDT = 2h(f)Tciass1 (5.15)

For Case 2, when the finder of the required rosite@ithin beyond-neighbourhood regia@®DT is

calculated as:

RDT = hs(f)Tciass1 + LPTciass1 + (hs(f) — LP)Teiass2 (5.16)

78



Chapter 5: TLRDA-C

D. Calculating end-to-end delay

The end-to-end delay can be calculated by addiagdhte discovery time to the time the data
packet needs to reach the destination, assumingdttta packets have total service time equal
to T¢ass1- RDT depends on the finder of the route being withmrteighbourhood or not i.e. Case

1 or Case 2.

End — to — end delay = RDT + hy(d)T¢ia551 (5.17)

5.3.1 Comparison with existing algorithms

In this subsection we conduct a comparison betwddRDA-C, Limited Broadcasting [44], and
Blocking-ERS [89, 90] using various values of hauats for independent route discoveries with

different sources and route finders under the same@onment.

TLRDA-C is compared with both L-B and B-ERS algbms to evaluate the trends of the route
discovery time RDT) and the route request lifetim&KL) against those of L-B and B-ERS. In
TLRDA-C, RRL andt, metrics are related to each other because the gaket needs to travel
the same distance as the associated route request €hase packets to succeed in the catching

process.

In this comparison, the speed of route requesthase packet, is 1m/s. Moreover, since the
different delays that face any packet at each wgeto processing were not accounted for neither
in L-B nor in B-ERS; we assume that each packah@original on-demand routing algorithm
faces delay of one unit of time at each node. Ehig utilise the multiplicative identity S8TT =

1. Furthermore, the hop count is assumed to be e¢hgonk size divided by 10. Networks are of
sizes 20, 30... 100 nodes so hop counts are 2, 3 farIbfferent sources and route finders under
the same environment. TLRDA-C inherits the sameueal for Tpee;r and Tgpessn from

TLRDA-D, introduced in Chapter 4, where the delgyas2LP,.

Case 1.

For the first possibility (Case 1 whetg (f)s%) when the route request is within

neighbourhood region at timeg we conduct a comparison between TLRDA-C and B#RS
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and L-B. Such comparison aims at studying the biebawf these algorithms and evaluates the
growth of RDT andRRL using various values for the hop count as showkidgare 5-7 and Figure
5-8 respectively. In TLRDA-CI.P, should satisfy the condition of Case 1 wh&he (f) < LP. .

LP, was given a range of values depending on the waflhg (f) whereLP. = 2h, (f), LB =

2hy (f) + 1, and LP. = 2h, (f) + 2 for each hop count ignoring other valued.Bshas a finite

value and does not grow far fram(f).

Figure 5-7 shows the route discovery time for latee algorithms TLRDA-C, L-B, and B-ERS.
The results reveal that TLRDA-C is the quickest agthe three algorithms because TLRDA-C
does not delay route requests in their neighbowthregion also delaying route requests in their
beyond-neighbourhood region reduces the congesdi®nexplained before when analysing
TLRDA-D in Chapter 4. On the other hand, B-ERSadtices a delay equal double the hop count

from the start while L-B always slowdown both routguests and route replies.

Route Discovery time
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—&—L-B —o—B-ERS —=—TLRDA-C

Figure 5-7: Route discovery time versus network girien Case 1 is true.

For the route request lifetimeRRL), we conduct a comparison among TLRDA-C, L-B, and
B-ERS. Such a comparison aims at showing the bebawf our algorithm and evaluating the
growth of RRL. The values foRRL at each hop count were averaged to produce TLRO#eC
graph. Figure 5-8 depicts the performance of TLROA&eompared to both L-B and B-ERS using
different hop counts and shows that TLRDA-C reduRRs from 83% to 84% over L-B and from

77% to 91% over B-ERS. The route request lifetime TLRDA-C is lower which means that
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TLRDA-C discards fulfilled route requests quick8ince TLRDA-C broadcasts unanswered route
requests quicker than both B-ERS and L-B, chaskgta@re initiated earlier in TLRDA-C so the
catching can happen earlier which reduces the naagpeest lifetime. B-ERS introduces a delay at
each intermediate node and this delay increaséstiétincrement of hop count for the same route
request as clearly shown in Figure 5-8.
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Figure 5-8: Route request lifetime versus netwozk sihen Case 1 is true.

Comparing the route discovery time for all thregoaithms as in Figure 5-7 and the route request
lifetime shown in Figure 5-8, the superiority of RDA-C can clearly be seen for both timBT

andRRL, i.e. less latency.

Case 2:

For the second possibility (Case 2 wheyéf) >%) when the route request is within the

beyond-neighbourhood region at timewve conducted a comparison also between TLRDA-C an
both B-ERS and L-B. The results are depicted inukedgh-9 and Figure 5-10. Values for the hop
count were varied from 2 to 10 incremented by.A.. has a finite range of values that satisfy the
condition of Case 2Zh, (f) > LB, ). SoLB. was given all integer values from 1 fth, (f) — 1
then the values foRDT andRRL were averaged for each metric at each hop coumtauce the

graphs for TLRDA-C in Figure 5-9 and Figure 5-18pectively.

Figure 5-9 shows that TLRDA-C discovers new routgscker than both L-B and B-ERS.
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TLRDA-C improvesRDT up to 69% over L-B while the improvement rangesrfr45% to 72%

over B-ERS. This is due to the fast propagatiorthef route request within its neighbourhood

region.
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Figure 5-9: Route discovery time versus network giken Case 2 is true.

For route request lifetimgRL), we conduct a comparison among all three algosthRigure
5-10 shows RRL for all three algorithms. The immment inRRL in favour of TLRDA-C
compared to both L-B and B-ERS using different lwopint values can be clearly seen in this
figure. TLRDA-C reduces the total broadcast time thee route request. This reduction ranges

from 25% to 33% over L-B and up to 57% over B-ERERDA-C and L-B relates chase time to

RRL so the success of the catching process is hiddglylto happen.
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Route Request Lifetime
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Figure 5-10: Route request lifetime versus netvgizk when Case 2 is true.

Comparing the results a8DT and RRL for TLRDA-C against those of the L-B and B-ERS
algorithms shows the superiority of TLRDA-C resutfiin lower latency in both Case 1 and Case

2.

54 Simulation analysis

The amount and time of adding a delay to route @sgpropagation are essential. If the amount of
delay is large, the catching process will be quick&lso, if this delay is imposed before
discovering the required route, both actual datharase packets will be delayed as well and will

even be more expensive in terms of latency.

Simulation has been conducted to experiment with algorithm, TLRDA-C, against simple
flooding used in AODV, B-ERS, and L-B algorithmsing ns2 simulator version 2.29 [41].
TLRDA-C, L-B, and B-ERS were implemented as modificns to the existing AODV
implementation. B-ERS and L-B use the same chaskepdormat as in TLRDA-C. Moreover,
TLRDA-C adds a byte to the route request packstdoe the value dfP, while B-ERS adds one
byte to the route reply packet to carry the valbiédf) to the source node. In AODWTT is
equal to 40ms and is the same for all the algosthiine amount of delay added to B-ERS and

TLRDA-C are specified in Table 5-2.

83



Chapter 5: TLRDA-C

Table 5-2: Amount of added delay in the B-ERS and TBRDalgorithms.

Amount of added delay

Route | Chase
Route request
reply | packet
Blocking-ERS
(B-ERS) 2hop_count * NTT none none
Within ]
. Beyond-neighbourhood
TLRDA-C neighbourhood none none
none 2LP = NTT

Table 5-3 shows the time slots used in L-B in thespnce of route request and route reply or
chase packet ready for transmission where the t{thés initialised to zero and is reset whenever
its value reacheNTT value.

Table 5-3: Transmission slots used in the L-B atpari

Limited Broadcasting (L-B)

Route request Route reply or chase packet

Transmissionslot 0 < t < (NTT/4) (NTT/4) <t < NTT

In the rest of this section, the comparison metimdude end-to-end delay, the average route
request latency, routing overhead, and packet |o$® average route request latency and
end-to-end delay are used to study the networkdgtevhile the overhead is studied by routing
overhead and congestion is studied by packet fos&w metric is used in this chapter to measure
the success rate of the catching process by ntlisetwork coverage. The network coverage is
measured as the number of receiving nodes per regtest where a node is counted as one if it
received one or more copies of the same route séqiibis metric provides an indication of the
success rate of the chasing mechanism where egolitlam is compared to AODV because it

gives complete coverage when simple flooding igluse

The simulation analysis considers the effects tfvaek size, traffic load, and mobility as stated

earlier in the second chapter as in Table 2-3.
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5.4.1 Effect of network size

Figures 5-11 to 5-16 display the performance resoftcomparing TLRDA-C against AODV,
B-ERS, and L-B algorithms using networks with diéfet sizes. The number of nodes is multiple
of 10 starting from 20 until 100 with a minimum speof 1m/s and a maximum speed of 15m/s.

The number of communication sessions is ten.

Successrate:

Figure 5-11 shows that TLRDA-C achieves a bettecsss rate for the catching process than the
other algorithms: AODV, B-ERS, and L-B. The rate safccess for the catching process is
determined by the amount of coverage. The optimetess rate is when the coverage equals to
hs (f) but this cannot be obtained efficiently withoue thse of external resources. When the
network is covered completely by a route requebileathe algorithm uses the chasing technique,
the rate of the success in the chasing processds ze. less coverage means higher success rate.
In AODV, where simple flooding is used, there ae ahase packets so the network is almost
covered by default where the coverage is 100% wfaste time. In B-ERS, the coverage is nearly
equal to AODV because the discard of the chasegbdofore catching the associated route
request makes the fulfilled route requests coverwole network most of the time. B-ERS’s
coverage is almost the same as that of AODV wiittla improvement. This improvement might
be due to low catching or packet loss especiallgrwhontention is high as in moderate size
networks. L-B succeeds in the catching processiteesextent and its coverage is less than that of
AODV by 55% in small size and 37% in moderate sieework due to the small amount of delay
added to route requests compared to B-ERS and TLRD#&hich makes the fulfilled route
requests propagates further in the network. TLRDAeflieves the best success rate among all the
four algorithms. Its coverage is less by 69% in lEsiae network and by 85% in moderate size
network compared to AODV and less than B-ERS by 6G%5% while it is less by 31% to 76%

compared to L-B coverage.
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Network coverage
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Figure 5-11: Network coverage versus network siite &0 communication sessions and 15m/s as maximum

speed.

Latency:

Figure 5-12 explores the end-to-end delay for TLROAL-B, B-ERS, and AODV. The

end-to-end delay increases with the network sizalfdour algorithms because when the network
size increases the hop count of a path increaséshwh turn increases the discovery time.
TLRDA-C inherits the positive features from TLRDA-Buch as the low average of route
discovery time which reduces the end-to-end dekoabse the discovery time is included in the
end-to-end delay. Thus, it reduces the averaget®edd delay more than L-B, B-ERS, and

AODV.

TLRDA-C achieves a lower end-to-end delay due  fister propagation of the route request
within its neighbourhood region remembering thaRTOA-C broadcast with less contention as in
TLRDA-D. The reason behind the increment in therage end-to-end delay in both B-ERS and
L-B is the delaying of route requests from start arefore discovering the required route.
TLRDA-C’s improvement of the average end-to-encagghnges from 58% to 67% over AODV,
62% to 70% over B-ERS, and 51% to 68% over L-Bth# route discovery process is fast, the
reply will reach the source node earlier which gitlee source node the opportunity to broadcast
the chase packet and the application data eaflglication data is stored within the source node
until a valid route is found. This affects the aneknd delay so if the discovery is a quick process

the data are stored for less time which reducesrtideto-end delay.
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End-to-end Delay
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Figure 5-12: End-to-end delay versus network siik #0 communication sessions and 15m/s as maximum

speed.

Figure 5-13 shows the superiority of TLRDA-C in nniising the average of route request
latency. The average route request latency of TLRDi& reduced due to the better success rate in
the catching process for TLRDA-C as shown abovEigure 5-11. The route requests in B-ERS
reside in the network more than AODV; the reasatsrd this phenomenon are: i) the large delay
always added to route requests, i) low successaftatching fulfilled route requests. TLRDA-C
improves the average of route request latency ¥ 46 57% over AODV, 64% to 83% over

B-ERS, and 35% to 50% over L-B.

TLRDA-C sends the chase packet earlier without ragldiny extra delay to the chase packet
propagation which makes the chasing process quitkar L-B. Since TLRDA-C achieves the
lowest end-to-end delay among all four algoriththg, chase packets starts earlier in TLRDA-C

which give chase packets a better opportunity teceed.
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Route Request Latency
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Figure 5-13: Average route request latency verstswark size with 10 communication sessions and &%s/

maximum speed.

TLRDA-C exhibits a better performance with respeztthe route request latency and route
discovery time because it adds delay in the beywighbourhood region only to minimise delay
in the route discovery process and chase packetdbast until catching their associated route
request packets; resulting in a better chance afessful catch and reduces the average of route
request latency. Moreover, delaying then stopphmg fulfilled route requests reduces network
congestion which improves network latency in tewhseducing the end-to-end delay and route

request latency.

Overhead:

The route request overhead metric is the numbeowdé requests received in the whole network.
We are interested in knowing the routing overheafibte and after adding the number of chase
packets received. The route request overhead inDA-R is lower than that of AODV, B-ERS,

and L-B as shown in Figure 5-14. The overhead am®e with the increment of network density
regardless of the algorithm used because the awaramber of route requests received might
increase more when the route request spreads deeplke network as it is broadcast in all

direction and may reach more nodes each time piggates further. The success of the catching
process frees the network from more fulfilled rorggquests which improves both network latency
and the overhead. This figure highlights the fdett tthe difference in route request overhead

between TLRDA-C and the other algorithms increaséth moderate network. TLRDA-C
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improves the average number of route request reddiy 59% to 71% over AODV, 63% to 78%

over B-ERS, 38% to 64% over L-B.
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Figure 5-14: Route requests overhead versus netsizelwith 10 communication sessions and 15m/s as

maximum speed.

Moreover, Figure 5-15 shows the routing overhead b four algorithms where TLRDA-C

reduces routing overhead more than AODV, B-ERS, gl This improvement increases in
moderate network which intern improves power cormsion and gives better bandwidth
utilisation. TLRDA-C’s improvement of the routing@rhead is 17% to 51% over AODV, 32% to
63% over B-ERS, and 38% to 72% over L-B. The nundfeeceived chase packets in B-ERS is
less than TLRDA-C by up to 20% but because of highenmber of received route requests in

B-ERS, routing overhead is lower in TLRDA-C.
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Routing Overhead
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Figure 5-15: Routing overhead versus network sitle ¥0 communication sessions and 15m/s as maximum

speed.
Congestion:

TLRDA-C reduces packet loss in the whole networknpared to AODV, B-ERS, and L-B as
shown below in Figure 5-16 because the networkliRDA-C is less congested, as in TLRDA-D,
which saves more packets especially with moderaée setwork environment. TLRDA-C
improves packet loss by 21% to 59% over AODV, apdai68% over B-ERS, and 22% to 75%
over L-B. Simple flooding is very costly in modesatize networks in terms of overhead because
increasing number of nodes will increase the nunatbéops for any single packet. This increases
the channel contention and congests the netwodkirigao increment in packet loss. However, in
TLRDA-C the success of freeing the network from anted route requests saves more important
packets from being dropped while needed. Therettie network performance is improved for
TLRDA-C by reducing latency and overhead due to ligher success rate of the catching
process. So the quick broadcasting in a less ctedyemvironment such as TLRDA-C improves
the network performance in terms of latency, ovacheand congestion level. This improvement

increases with moderate networks.
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Packet Loss
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Figure 5-16: Packet loss versus network size witikdmmunication sessions and 15m/s as maximum speed

5.4.2 Effect of traffic load

Figures 5-17 to 5-21 display the results of running algorithm, TLRDA-C, against AODV,
B-ERS, and L-B using networks of size 70 nodes waittandom speed ranging between 1m/s and

15m/s. The amount of traffic ranges from 5 to 3Boaunication sessions incremented by five.

Successrate:

Figure 5-17 demonstrates how much the networkvermea. From this figure we can compare the
success rate of the chasing technique in stoppmdutfilled route requests in all of the algoritam
that use chase technique, TLRDA-C, B-ERS, and IABDV covers the network completely as
expected from simple flooding but when the netwigkinjected with heavy traffic as in 35
communication sessions the number of receiving si@des almost double the network size which
means that some of the route requests were reéautimore than once by the source node due to
the high congestion and contention. At 30 commuitinasessions, B-ERS succeeded in some of
the chasing process but still its success ratawet than both TLRDA-C and L-B. TLRDA-C has
the best success rate among all four algorithm&ROA-C’s coverage is less by 90% in light
traffic and 94% in heavy traffic compared to AODKdaless than B-ERS by 83% to 84% while it
is less by 53% to 60% compared to L-B coverageth@osuccess rate of TLRDA-C improves

more with heavy traffic load.
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Figure 5-17: Network coverage versus traffic loadétworks of 70 nodes and 15m/s as maximum speed.
Latency:
Figure 5-18 shows that TLRDA-C improves the encaal delay over AODV, B-ERS, and L-B.

This improvement due to the quicker broadcastingenthe required route is not discovered yet

compared to B-ERS and L-B. TLRDA-C works in a lessmgested environment compared to

AODV.
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Figure 5-18: End-to-end delay versus traffic loadgétworks of 70 nodes and 15m/s as maximum speed.

B-ERS has higher end-to-end delay compared to A@QDNght traffic networks because B-ERS

introduces the delay from the start and beforeadising the needed route. However, in heavy
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traffic networks B-ERS reduces the contention lemete than AODV reducing end-to-end delay.

TLRDA-C’s improvement ranges from 55% to 65% ovedBV, 59% to 63% over B-ERS, and
51% to 56% over L-B. When the traffic load incregsehannel contention increases which

increases the end-to-end delay in all four algarih

Figure 5-19 reveals the superiority of TLRDA-C amothe four algorithms in terms of the
average of route request latency because it achiggher success rate in the catching process and
avoid delaying route request before discovering rguired route. The route request latency
increases when the traffic load increases due dairtbrement of the number of packets in the
network. This adds more contention and may resulhore collisions. TLRDA-C improves the
average of route request latency by 53% to 67% A@DV, 67% and 72% over B-ERS, and 36%

to 50% over L-B.
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Figure 5-19: Route request latency versus tradelin networks of 70 nodes and 15m/s as maxim@adsp

Overhead:

Figure 5-20 expresses the routing overhead fofcalt algorithms and shows that TLRDA-C
achieves lower routing overhead than AODV, B-ER®| b-B. Such improvement increases with
the increment of traffic load which improves botwer consumption and bandwidth utilisation.

The improvement of the routing overhead in TLRDAsC51% to 81% over AODV, up to 60%

93



Chapter 5: TLRDA-C

over B-ERS, and 55% to 61% over L-B.
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Figure 5-20: Routing overhead versus traffic laadétworks of 70 nodes and 15m/s as maximum speed.
Congestion:

TLRDA-C incurs less packet loss in the whole netwocompared to AODV, B-ERS, and L-B as
shown below in Figure 5-21 because the networkliRDA-C is less congested. The packet loss
is increased with the increment of traffic load falt four algorithms. However, TLRDA-C

improves packet loss by 32% to 67% over AODV, 2268% over B-ERS, and 40% to 80%

over L-B.
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Figure 5-21: Packet Loss versus traffic load invoeks of 70 nodes and 15m/s as maximum speed.
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5.4.3 Effect of mobility

Figures 5-22 to 5-26 were extracted from simulathegfour algorithms using networks of size 70
nodes. These networks use six different maximunedpeavhere the actual speed is randomly
selected from [1, maximum speed]. The six maximpeesls take the following values: 2, 5, 7,

10, 13, and 15m/s respectively. The communicatassions was fixed to be 10.

Successrate:

Figure 5-22 demonstrates network coverage as dnaitod of the success rate of the catching
process. AODV covers the network almost completagecially with fast networks because of
the simple flooding. TLRDA-C has the best success among the four algorithms. TLRDA-C'’s

coverage is less by 79% in slow networks and 86%ashnetworks compared to AODV and less

than B-ERS by 79% to 85% while it is less by 56%6%86 compared to L-B coverage.
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Figure 5-22: Network coverage versus maximum sjreeeétworks of 70 nodes and 10 communication

sessions.
Latency:

The average of end-to-end delay increases withrfastorks regardless of the algorithm used.
However, TLRDA-C offers better end-to-end delay o@DV, B-ERS, and L-B as shown in
Figure 5-23. This improvement is due to less cotegesnvironment among the four algorithms
and/or quick broadcasting within the neighbourhaedion compared to B-ERS and L-B.
TLRDA-C improves route request latency by 54% té&e6dver AODV, 63% to 66% over B-ERS,

and 41% to 52% over L-B.
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End-to-end Delay
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Figure 5-23: End-to-end delay versus maximum sjreeétworks of 70 nodes and 10 communication

sessions.

Figure 5-24 shows a great reduction in route reiguasency for TLRDA-C over B-ERS, L-B, and
AODV regardless of speed which improves the netwmiormance. As mentioned earlier, this
improvement is due to the higher success rate ®@0OA-C in the catching process. The route
request latency increases slightly with the incnethtd speed due to link breakage regardless of
the algorithm used. However, TLRDA-C improves threrage of route request latency by 64% to

71% over AODV, 72% to 77% over B-ERS, and 49% t&oG®/er L-B.
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Figure 5-24: Route request latency versus maxinperd in networks of 70 nodes and 10 communication

sessions.
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Overhead:

Routing overhead increases with fast networks waiththe experimented algorithms. L-B incurs
higher routing overhead due to the high numberoote requests and the high number of chase
packets rebroadcast through the network. HoweueRDA-C incurs lower routing overhead than
AODV, B-ERS, and L-B as shown in Figure 5-25 wh#ttould improve both power consumption
and bandwidth utilisation as mentioned before. Tiprovement of the routing overhead in
TLRDA-C ranges from 49% to 62% over AODV, 57% t&&over B-ERS, and 56% to 64% over

L-B.
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Figure 5-25: Routing overhead versus maximum speadtworks of 70 nodes and 10 communication

sessions.
Congestion:

TLRDA-C loses fewer packets compared to AODV, B-ERE&d L-B as shown below in Figure
5-26 because the network is less congested asRDAED. The packet loss is increased with the
increment of maximum speed for all four algorithrigwever, TLRDA-C improves packet loss

by 63% to 78% over AODV, 61% to 79% over B-ERS, &8&6 to 82% over L-B.
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Packet Loss
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Figure 5-26: Packet loss versus maximum speedtimonks of 70 nodes and 10 communication sessions.

Looking at the three-performance analyses, ourraglgo outperforms AODV, B-ERS, and L-B
regardless of network size, traffic load, or speBdRDA-C reduces route request latency and
end-to-end delay also reduces the routing overbeddpacket loss so TLRDA-C reduces network

latency and overhead.

5.5 Summary of simulation results

Simulation experiments have been conducted usiegstime simulation parameters as in the
previous sections to study the performance of TLRDAnd compare its performance with that of
AODV, B-ERS, and L-B from network size, traffic ldaor mobility prospective where the same
trends have been observed when comparing the pafare of TLRDA-C with the performance
of AODV, B-ERS, and L-B. The percentages of TLRDA#Gprovements are summarised in
Table 5-4 for the following metrics: end-to-endalglroute request latency, and routing overhead
as well as packet loss which were also shown inrgig-11 to Figure 5-26 earlier. Furthermore
for simplicity, Table 5-4 shows the result of thetwiork size analysis for small and moderate size
networks, traffic load analysis for light and heavgffic, and the mobility analysis for slow and

fast networks.
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Table 5-4: Summary of the improvements for TLRDA-@0RODV, B-ERS, and L-B.

Route Request

Cases Algorithm End-to-end delay| Routing Overhead Packet Loss
Latency
Small Moderate | Small | Moderate| Small | Moderate| Small | Moderate
Network AODV 46% 57% 53% 68% 17% 51% 28% 59%
size L-B 35% 50% 47% 68% 38% 66% 33% 75%
B-ERS 64% 83% 56% 71% 32% 63% 25% 68%
Light Heavy Light Heavy Light Heavy Light Heavy
. AODV 63% 56% 56% 67% 519 81% 67% 50%
Traffic load
L-B 50% 41% 51% 51% 59% 59% 79% 40%
B-ERS 69% 69% 66% 63% 1% 60% 57% 27%
Slow Fast Slow Fast Slow Fast Slow Fast
Mobility AODV 61% 64% 61% 56% 62% 51% 78% 65%
L-B 60% 49% 52% | 52% | 56% | 59% | 82% | 72%
B-ERS | 77% 72% 66% | 62% | 62% | 57% | 79% | 73%

TLRDA-C outperforms all the three algorithms by ueihg end-to-end delay due to the reduction
in network congestion, as in TLRDA-D. TLRDA-C alsoproves route request latency, routing
overhead, packet loss due to the higher succeesofathe catching process as shown in the

network coverage metrics.

5.6 Comparison between TLRDA-C and TLRDA-D

In Chapter 4, TLRDA-D was introduced and its periance was studied. Nodes in TLRDA-D
broadcast route requests within their source node'ghbourhood region according to the routing
algorithm used. Afterwards, nodes broadcast théeroeguest with a delay equal2bpP. « NTT

outside such neighbourhood.

The data extracted from the simulation runs shoat fLRDA-D succeeds in improving the
discovery time which improves the end-to-end debay with a cost of higher average route
request latency and overhead. This extra overheadasting network resources i.e. power and
bandwidth which affect the network performance. TIARC has been introduced in this Chapter
to overcome such deficiency in TLRDA-D i.e. aimiag reducing route request latency and
improving the routing overhead. The effect of natwsize for TLRDA-D and TLRDA-C are

compared to measure the success of TLRDA-C in irddatency and overhead over TLRDA-D.
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Latency:

TLRDA-D and TLRDA-C improve network congestion aretiuce channel contention; so both of
them have almost the same end-to-end delay andcepads where the difference is negligible.
Figure 5-27 shows the success of TLRDA-C in miningsthe average of route request latency.
The average route request latency of TLRDA-C isiced because the catching process discards
unwanted route requests in the beyond-neighbourliegobn which has average route request
latency larger than the route request within nedgintbood region due to the added delay. TLRDA-

C improves the average of route request latenc44y to 89% over TLRDA-D.

Route Request Latency
250

200 -

150 -

Time(ms)

100 A

50 -

'_’_._.____.\.,/n—.————"’—'—_.

20 30 40 50 60 70 80 90 100
Number of nodes
—e— TLRDA-D —a— TLRDA-C

Figure 5-27: Average route request latency verstwark size with 10 communication sessions and $%s/

maximum speed.
Overhead:

TLRDA-C incurs a lower routing overhead than TLRMDAas shown in Figure 5-28. The
overhead increases with the increase in the netsiaek in both algorithms because the average
number of route request received increases withritrement of network size in a fixed arena.
The success of the catching process in TLRDA-Csfriedfilled route requests thus improving
both network latency and reducing overhead. MoreoeRDA-C improves the average routing
overhead up to 57% over TLRDA-D. Both algorithmgesience almost the same packet loss due

to their ability to reduce network congestion.
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Routing Overhead
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Figure 5-28: Routing overhead versus network sitle ¥0 communication sessions and 15m/s as maximum

speed.

The traffic load and mobility analyses show the sdmahaviour as the network size. The results of

the comparison are summarised in Table 5-5.

Table 5-5: Summary of the improvements for TLRDA-@©0OVLRDA-D.

Cases Route Request Latency Routing Overhead
] Small Moderate Small Moderate
Network size
52% 89% 17% 57%
Light Heavy Light Heavy
Traffic load
87% 88% 67% 83%
. Slow Fast Slow Fast
Mobility
92% 89% 66% 58%

In summary, the comparison between TLRDA-C and TIBRD demonstrates the success of
TLRDA-C in reducing route request latency and nogitoverhead which were the deficiency in

TLRDA-D for improving the discovery process.

5.7 Conclusions

In this chapter, a new traffic locality orientedite discovery algorithm, referred to as TLRDA-C,
was developed for MANETs applications that exhilhiaffic locality. TLRDA-C is an

improvement over TLRDA-D to reduce route requestray and overhead by utilising chase
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packets. TLRDA-C works by establishing a neighboorhregion for each active source node that
includes most of the destinations and broadcastsatlite requests with no extra delay within such
region to improve the end-to-end delay. In ordgorvide a better chance for the chase packets to
catch their associated route requests, the algoritblays the propagation of the route requests in
the beyond-neighbourhood region which in turn hétpsinimise the network congestion. The

algorithm continuously updates the neighbourhoashdary to provide a better performance.

A detailed performance evaluation using mathemhticadelling and simulation for our new
algorithm, TLRDA-C, was provided and compared aglaiexisting algorithms. Our simulation
analysis has shown that TLRDA-C has lower routauesg latency, lower end-to-end delay, less
routing overhead, and fewer lost packets compaedA®DV, Limited Broadcasting, and
Blocking-ERS which demonstrate its superiority meligss of network size, traffic load, or speed.
In TLRDA-C, application data are transmitted earlieie to lower route discovery time and the
earlier reception of route replies since no exety imposed to the route request dissemination
within the source node’s neighbourhood region. liemrhore, TLRDA-C reduces the route request
latency and routing overhead over TLRDA-D while iaging almost the same end-to-end delay

and packet loss.
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Chapter 6. Traffic Locality Expanding Ring
Search

6.1 Introduction

In on-demand routing protocols, the broadcast efrdute request used in route discovery process
dominates most of the routing overhead [25, 56,984 so there is an urgent need to improve this
process [131]. The route discovery protocols cannmgroved to minimise such overhead by

stopping the unnecessary propagation of route stcpeckets after the required route has been

discovered.

The new approach to traffic locality TLRDA, introgkd in Chapter 3, is used in this chapter to
develop a new route discovery algorithm called fledfocality Expanding Ring Search (TL-ERS)
algorithm as an improvement to Expanding Ring Se#ERS) [115]. TL-ERS reducéke route
request overhead during the route discovery probgsexploiting traffic locality. Since the
neighbourhood region includes most of the likelystdations for the source node on hand,
broadcasting the route requests first within teg@an has a very high chance of success. If net, th
ring search will be doubled and a second attem{ittakke place within such ring. If this is
unsuccessful, a network wide broadcast is performi@dERS is adaptive and continuously

updates the boundaries of the first and secondtoipgovide better performance.

6.1.1 Expanding Ring Search (ERYS)

Network-wide flooding is a very expensive procehsis should be avoided in a resource-limited
environment such as MANETSs. One way to search fouge without covering the whole network
is to use Expanding Ring Search (ERS). It worksségrching successively larger areas centred
around the source node, until the required routedated. The basic idea behind ERS is to stop
the search at the ring where a valid route to #sidation is found and avoid flooding the entire
network in search of such a route but with a prdltplof searching the same area more than once.

Therefore, the source node starts the search bwdbasting a route request with TTL=
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TTL_START to flood the first ring. Each time theusoe node times out without receiving a reply,
it re-initiates the route request with TTL incrertexh by TTL_INCREMENT. This process
continues until a TTL_THRESHOLD is reached. If nmute has been located by this time,
flooding is used with TTL = network diametdd)(and the full network coverage is repeated to a
maximum number of retries i.e. in AODV [93] the nraum number of tries is two. All nodes in a
connected network use the same fixed predefinegesafor TTL_START, TTL_INCREMENT,
and TTL_THRESHOLD. For instance, ERS is used toraup AODV algorithm described in [80,
93, 94] employing TTL parameters as in Table 6-ie Telation between the rings and TTL is

shown in Figure 6-1.

Table 6-1: ERS parameters.

TTL parameter Value
TTL_START 1
TTL_INCREMENT 2
TTL_THRESHOLD 7
»\’(\f/o// \\\
/\ﬁ\’/’CJ

S Source node
Iy Ring number x
D Network diameter

I I4

Figure 6-1: Successive rings in ERS

Route Discovery PattRDP) is the number of hops from the first initiatiohaoroute request until

the source node receives the first route replyafiqn (6.1) show®DP for ERS:

hs(f)
hs(f) + Z i-1) hs(f) is odd number

hs(f)-1
IUls(f) + z i-1)+1 hy(f) is even number
i=1

RDPgrs = (6.1)

Route Request PatlRRP) is the number of hops that the route requesetsms from the first

initiation of the route request until it is discacd Equation (6.2) showBRP for ERS Where
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hs(f) < T means success in ring hy(f) > T means last attempt using the whole network

coverageT = TTL-THRESHOLD and is the ring that contains; (f).

(Z(Zi -1 ho(f)<T
RRPggs = < 7" (6.2)
k;(Zi—nﬂ) h(f) > T

Figure 6-2 shows the steps that will be performgdhe source node when a route to unknown
destination is needed in ERS. If the route reqisestitiated for the first time, the first steptis
assign TTL field to TTL_START (line 8). If the rautrequest is reinitiated then TTL field is
incremented by TTL_INCREMENT (line 10) until TTL aehes TTL_THRESHOLD where a
complete flooding is done by assigning TTL to thetwork diameterD (line 5). So the route
request is broadcast with the right TTL value (Ik®. Another retry is performed using simple

flooding if the required route is not found yet.

Algorithm preformed by the source node for initiating or reinitiating
route request in ERS.

1: If TTL=D then

2 destination not found.

3: else

4: If TTL > TTL_THRESHOLD then
5: TTL=D

6 Else

7 If first ring then

8 TTL=TTL_START

9: Else

10: TTL=TTL + TTL_INCREMENT
11: End if

12: End if

13: broadcast the route request

14: Endif

Figure 6-2: TTL initialisation steps for initiatingy reinitiating a route request in ERS.
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6.2 TheTraffic Locality Expanding Ring Search
(TL-ERS) algorithm

To obtain a search result that is as close aslgedsi the optimal search result whilst keeping the
cost low, the search strategy has to be set tatguspplication scenario and system configuration.
ERS is not necessarily better than simple floodfiilje ERS parameters are not selected properly
[23, 24, 64, 125]. Selecting the initial TTL valé@r the first search ring is an important step

towards a more effective search [125].

Traffic Locality-Expanding Ring Search (TL-ERS)da improvement of ERS based on TLRDA
to utilise the traffic locality concept, introducedrlier in Chapter 3. The main difference between
ERS and TL-ERS is in the TTL parameters. ERS udesed radius for all nodes in the network
depending on the search ring. However, TL-ERS &ptde since it uses the value ld? as the
radius of the first ring whereP differs from source node to another and is alwgydated to
reflect the current environment. Here, a detailedgymance evaluation of TL-ERS is provided
using mathematical and simulation modelling to destiate its advantages over the existing
Expanding Ring Search (ERS). TL-ERS uses the pammetated in Table 6-2. Moreover,
limiting the number of rings in the worst-case twotor three rings achieves lower cost
broadcasting as discussed in [24] thus TL-ERS dirtiie maximum number of rings to two when
2LP = D orto three whe@LP < D as shown in Figure 6-3 and Figure 6-4 while th&imam
number of rings in ERS varies depending on theeslused for ERS parameters i.e. sequential
ERS, starting from 1, has in the worst-case thehdsy number of rings because
TTL_INCREMENT is 1. The pseudo code for initiatilng reinitiating a route request with the
correct TTL for TL-ERS is described in Figure 6-4.

Table 6-2: TL-ERS parameters.

TTL parameter Value
TTL_START LP
TTL_INCREMENT LP

TTL_THRESHOLD 2LP

TL-ERS works by initialising the TTL field with thealue of LP for the first search ring to
improve the route discovery path compared to ER®el source node times out without receiving

a route reply, it reinitiates the route requeshwiff L equal to twicd P. Then if it times out again,
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it floods the whole network by assigning TTL tothe network diametdb.

SO

S Source node
Iy Ring number x

I I rs D Network diameter

Figure 6-3: Successive rings in TL-ERS.

Figure 6-4 shows the steps that will be performgdhe source node when a route to unknown
destination is needed in TL-ERS. If the route retjig initiated for the first time, the first stép

to assign TTL field td_P (line 2). If the route request is reinitiated thETL field is assigned the
value of2LP (line 6). If the source node times out withoutaiging a route reply after searching
the second ring arglLP < D, simple flooding is used by setting TTL to thewatk diameterD
(line 10). When the network is completely coveretthaut finding the required route, the
algorithm assumes that destination is not foure (li3) where the simple flooding may be retried

again several times according to the on-demandnhguatgorithm used.

ERS and TL-ERS might reduce network overhead beyt thay increase the route discovery path
more than the simple flooding [51, 64] regardlefsthe parameter values used unless they succeed
in the first ring. When route request discoveryhpatreases, the end-to-end delay might increase

as well depending on the route request latenchopr
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Algorithm preformed by the source node for initiating or reinitiating route
request in TL-ERS.

1:  If first ring then

2 TTL=LP

3 broadcast the route request

4: Else

5: If second ring then

6: TTL=2LP

7 broadcast the route request
8 Else

9 If 2LP < D then

10: TTL=D

11: broadcast the route request
12: Else

13: destination not found.
14: End if

15: End if

16: Endif

Figure 6-4: TTL initialisation steps for initiatingy reinitiating a route request in TL-ERS.

6.3 Mathematical formulation

Following the mathematical modelling from Chapteard since there is no delay added to route
requests propagation in TL-ERS, the total servioeetof a route request travellimgthin its
neighbourhood or beyond-neighbourhood regioff.jis,;- Moreover, the equations for the

end-to-end delay and route request lifetime forBHRS algorithm are derived as follows:

A. Calculating the end-to-end delay

The end-to-end delay can be calculated by addiagdhte discovery tim&DT to the time that
the data packet needs to traverse from source taodiestination; assuming that data packets have

total service time equal t@;;,s1 -

Route discovery pattRpP) as number of hops is shown in Equation (6.3)[oERS:

2hs(f) hs(f) < LP
RDPr; _prs = 4 2hs(f) + LP LP < hy(f) < 2LP (6.3)
2hy(f) + 2LP 2LP < hys(f) <D
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To illustrate the difference iRDP between TL-ERS, ERS, and AODV, let us assumeitiuef of

the route is four hops away from the source nod#ussrated in Figure 6-5. AODV discovers the
required route after four hops. However, TL-ERScai®rs it after six hops assumibg = 2
while ERS traverses eight hops to discover the samie. SORDPis 8, 10, 12 hops for AODV,
TL-ERS, and ERS respectively. On the other handyriing lower network overhead reduces
congestion level and lowers channel contentions Tiiturn reduces the route request latency per

hop having a positive impact on the route discotieng and improving the end-to-end delay.

O Q . Source Node s
O . Route Finder f

O Q Q Q O Intermediate Node

.- AODV Path

O O Q Q > ERS Path
7\ TL-ERS Path

Figure 6-5: The route discovery path for TL-ERS, ERE AODV when the finder of the required route is

four hops away from the source node.

Route discovery timeRDT) can be calculated as:

RDT = RDPr;_grsTciass1 (6.4)

So the end-to-end delay can be calculated as fellow

End —to — end delay = RDT + hy(d)T¢iass1 (6.5)

B. Calculating the route request lifetime (RRL)

The route request lifetim@RRL) isthe time from sending a particular route requesthie source
node for the first time until such route requedliscarded due to the success of the current search

To calculate th&RL, we need to calculate route request pRIRF)first.

109



Chapter 6: TL-ERS

Equation (6.6) showRRPof TL-ERS forhy(f) < LP, LP < hy(f) < 2LP, or 2LP < hy(f) <D

corresponding to success in first ring, second, imgvhole network coverage respectively.

LP hs(f) < LP

RRPy; _prs = LP + 2LP LP < hy(f) < 2LP (6.6)
LP+2LP +D 2LP < hys(f) <D
RRL = RRPr;_grsTciass1 (6.7)

6.3.1 Comparison between TL-ERS and ERS

All packets in both algorithms TL-ERS and ERS bgltém Class 1 assuming th@t;,.c; = 1. The
hop counts are 2, 3... 10 for different sources auderfinders under the same environment. Such

hop counts correspond to the network sizes 20, 200.nodes divided by 10.

Figure 6-6 shows that end-to-end delay increase#ls thie increment of network size for both

TL-ERS and ERS algorithms due to the incrementip ¢ount. However, TL-ERS discovers new
routes quicker than ERS since it requires less murobrings to find the same routes. When the
first ring is large enough to contain the finderttod route, the discovery time is improved leading

to better end-to-end delay.

End-to-end delay
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Network size
——ERS —#—TL-ERS

Figure 6-6: End-to-end delay versus network sizemi () < LB..
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To consider the success in the second ring for RISEhe values dfP are calculated as,(f) >
LP. Figure 6-7 shows that when the hop count toeréader is larger than 3, TL-ERS discovers

new routes quicker than ERS otherwise their endrtb-delays are almost the same.

End-to-end delay
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Network size
——ERS —#—TL-ERS
Figure 6-7: End-to-end delay versus network sizenity(f) > LP..

6.4 Simulation

Simulation has been conducted to evaluate TL-ERSnagsimple flooding, referring to it as
AODV, and the Expanding Ring Search [94], referiiodt as ERS. TL-ERS was implemented as
a modification to AODV implementation on ns2 versid.29 [41]. Extensive experiments were
conducted to evaluate the performance of TL-ERS @ndpared it with both AODV and ERS.
The comparison metrics include the route requéeh&y and end-to-end delay to study network
latency. Also they include routing overhead to gtnétwork overhead and packet loss to study
congestion level. Moreover, the simulation analgsissiders all the three analyses cases, network

size, traffic load, and maximum speed as statdieear Chapter 2 as in Table 2-3.

6.4.1 Effect of network size

Figure 6-8 to Figure 6-12 display the results afning our algorithm, TL-ERS, against AODV
and ERS using networks with different number ofemthcreased as multiple of 10 starting from
20 to 100 with a minimum speed of 1m/s and a marimapeed of 15m/s. The number of

communication sessions is fixed to ten.
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Latency:

ERS and TL-ERS might increase the discovery timeentban AODV if they do not succeed in
the first ring. The end-to-end delay is a very imgot measurement because it includes the
discovery time where application data are queuethénsource node for that time. In ERS and
TL-ERS, the hop counts for the discovery path iases with each repeated ring. In contrast, ERS
and TL-ERS free the network from fulfilled routequest especially if succeeded in early rings
reducing congestion and channel contention whighrawves the discovery time but delaying the
discovery when repeating the search increasesishewtry time reusing the improvement that is

due to reduction in channel contention.

Figure 6-8 shows that end-to-end delay increas#sthve increment of network size regardless of
the algorithm used. Moreover, TL-ERS outperformhbBRS and AODV in terms of end-to-end
delay. Specifically, TL-ERS improves end-to-endageby 26% to 44% over AODV and up to

38% over ERS.

End-to-end delay
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Figure 6-8: End-to-end delay verses network densitty 10 communication sessions and 15m/s as

maximum speed.

The average of route request latency per hop igstithe same for both TL-ERS and ERS as
shown in Figure 6-9. Moreover, AODV covers the véhoktwork due to simple flooding so route
requests reside in the network for longer time Whitakes them prone to link breakage and higher

channel contention.
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Route Request Latency
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Figure 6-9: Route request latency verses netwoekwith 10 communication sessions and 15m/s as

maximum speed.

When route requests propagate in the network, shaye resources with other packets which add
to the network congestion and increases channétéoton delaying route requests more. TL-ERS
improves the average of route request latency 8¢ 89er AODV and 17% over ERS in small
size networks while its improvement in moderatee sietworks is 89% over AODV and no

improvement over ERS.

Overhead:

Figure 6-10 demonstrates the improvements of TL-BRS ERS and AODV by minimising the
route request overhead. The improvement in routwgrhead for both ERS and TL-ERS over
AODYV is due to the limiting propagation of routegueests to the ring that contains the finder of
the required route but with the risk of visitingstlarea more than once in the event of unsuccessful

search.

For this reason, route request overhead mighétheced but causing end-to-end delay to increase.
TL-ERS improves routing overhead by 89% to 98% oA@®DV and by 18% to 42% over ERS.
To clearly show the difference between ERS and RSEwe magnified the lower part of Figure

6-10 up to 350 route requests and demonstratad-igure 6-11.
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Route Request Overhead
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Figure 6-10: Routing overhead versus network sitle ¥0 communication sessions and 15m/s as maximum
speed; comparing TL-ERS with AODV and ERS.
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Figure 6-11: Routing overhead versus network sitle ¥0 communication sessions and 15m/s as maximum
speed; comparing TL-ERS with ERS.

TL-ERS incurs lower routing overhead than ERS whiokans TL-ERS repeats the search less
number of times. So in TL-ERS, network performamo@roves due to the reduction in the

number of received route requests as presenteijime=6-10 without increasing end-to-end delay
as depicted in Figure 6-8. This has a generallefieal effect on the network performance due to

the fact that the data can typically travel earied with less congestion.
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Congestion:

ERS and TL-ERS limit the broadcast of route recgiast opposed to simple flooding in AODV.
To this end, both ERS and TL-ERS reduce congestiah channel contention which improves
packet loss in such networks. Figure 6-12 shows ThaERS improves packet loss by 26% to
85% over AODV. Most of the time, TL-ERS improvescket loss more than ERS while in few

situations ERS loses a little fewer packets.

PacketLoss
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Packets

Figure 6-12: Packet loss versus network size witcdmmunication sessions and 15m/s as maximum speed

6.4.2 Effect of traffic load

Figure 6-13 to Figure 6-16 display the resultswfning our algorithm, TL-ERS, against ERS and
AODV using networks of size 70 nodes with a randspaed ranging between 1 and 15m/s. The

traffic load ranges from 5 to 35 communication E@ssincremented by five.

Latency:

Figure 6-13 shows that end-to-end delay increaststhe increment of traffic load in all three
algorithms. This figure reveals the fact that TLERduces end-to-end delay more than both ERS
and AODV. ERS and TL-ERS reduce congestion and ridlacontention compared to AODV
because they both control the propagation of roatpiests whilst AODV covers the whole
network. On the other hand, TL-ERS reduces enditb-delay more than ERS due to the

customised values of parameters that is specifiatth source node i.e. TTL_START. Choosing
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the value for TTL_START carefully increases the rd® of success search in the first ring.

TL-ERS improves end-to-end delay by 26% to 38% &@bV and by 19% to 32% over ERS.

End-to-End Delay
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Figure 6-13: End-to-end delay versus traffic loadiétworks of 70 nodes and 15m/s as maximum speed.

Route request latency increases with more tradia Idue to the increment in the number of route
discoveries needed as shown in Figure 6-14 withtlal algorithms used. This figure also
demonstrates that TL-ERS improves route requeshdst over ERS and AODV especially in
heavy traffic. ERS and TL-ERS improve route requiasncy over AODV due to controlling the
route requests dissemination so the route requeest dot cover the whole network unless all
previous attempts failed. TL-ERS improves routeusst latency by 83% to 92% over AODV and

by up to 53% over ERS.
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Route Request Latency
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Figure 6-14: Route request latency versus tradellin networks of 70 nodes and 15m/s as maxim@adsp

Overhead:

Route request overhead was increased with heatfjictidue to the increment in number of

different route requests for all three algorithrashown in Figure 6-15.
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Figure 6-15: Routing overhead versus traffic laadétworks of 70 nodes and 15m/s as maximum speed.

ERS and TL-ERS incur lower overhead than AODV bseatlne dissemination of route requests
was controlled. However, the number of route refjoeseived in TL-ERS is less than those of
ERS, knowing that they both need to cover the samea to discover the same route, which means

that TL-ERS goes through less number of rings tBRS. Due to that, TL-ERS improves route
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request overhead by 89% to 97% over AODV and biougb% over ERS.

Congestion:

ERS and TL-ERS incur low overhead because they woldss congested network which reduces
channel contention. For this reason, packet lossdaced in both algorithms as shown in Figure
6-16. However with heavy traffic scenarios, TL-ERSes fewer packets than ERS. TL-ERS
reduces packet loss by 54% to 82% over AODV antbugll% over ERS depending on the traffic

load.

Packet Loss
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Figure 6-16: Packet loss versus traffic load invoeks of 70 nodes and 15m/s as maximum speed.

6.4.3 Effect of mobility

Figure 6-17 to Figure 6-21 were extracted fromgimaulation runs for TL-ERS, ERS and AODV
while increasing the maximum speed starting frono 25m/s and injecting 10 communication

sessions in networks of 70 nodes.

Latency:

The end-to-end delay increases with the fast spetdorks in all the three algorithms because the
speed effects the routes and may result in brak&e s shown in Figure 6-17. TL-ERS improves
end-to-end delay more than AODV by 22% to 27% du¢he reduction in network congestion.

Moreover, TL-ERS improves end-to-end delay moretB®S by 14% to 19% because the first

ring in TL-ERS might cover more nodes.
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End-to-end delay
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Figure 6-17: End-to-end delay versus maximum sjreeétworks of 70 nodes, and 10 communication

sessions.

Figure 6-18 shows that TL-ERS gives slight improeainin route request latency compared to
ERS regardless of speed because both algorithnmesltmet route request without delaying its
propagation. On the other hand, ERS and TL-ERSan®the route request latency over AODV
due to the controlled propagation of route requeBtSERS improves route request latency by

90% to 91% over AODV.
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Figure 6-18: Route request latency versus maxinpgedin networks of 70 nodes, and 10 communication

sessions.
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Overhead:

Figure 6-19 demonstrates the superiority of bothERS and ERS over AODV by minimising the
route request overhead. The improvement in routimgrhead in both ERS and TL-ERS over
AODV is due to the controlled propagation of rouguests opposed to full network coverage.

TL-ERS improves routing overhead by 96% to 97% dV@DV.

Route Request Overhead
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Route Requests

Max Speed (m/s)
—e— AODV —&—ERS —=—TL-ERS

Figure 6-19: Routing overhead versus maximum speadtworks of 70 nodes and 10 communication
sessions; comparing TL-ERS with AODV and ERS.

To clearly show the difference in routing overhdéadween ERS and TL-ERS, we magnified the
lower part of Figure 6-19 by scale of 200 rathentB000 route requests as demonstrated in Figure
6-20. TL-ERS incurs lower routing overhead thart tfaERS which means TL-ERS repeats the
search less number of times thus reduces routiechead by 20% to 29% over ERS and 96% to

97% over AODV as stated earlier.
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Route Request Overhead
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Figure 6-20: Routing overhead versus maximum speadtworks of 70 nodes and 10 communication

sessions; comparing TL-ERS with ERS.
Congestion:

As ERS and TL-ERS improve routing overhead over AOkEhich improves network congestion
and channel contention leading to improvement ickpaloss. TL-ERS improves packet loss by

60% to 75% over AODV and up to 17% over ERS.

Packetloss
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Figure 6-21: Packet loss versus maximum speedtimonks of 70 nodes and 10 communication sessions.

So in TL-ERS, network performance improves dueh® teduction in the number of received

route requests as presented in Figure 6-20 whiteawing end-to-end delay as depicted in Figure
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6-17 which has a generally beneficial effect on rieéwork performance due to the fact that the

data can typically travel earlier and with lessgestion.

6.5 Summary of simulation results

Simulation experiments and performance analyses s@nducted for TL-ERS from network size,
traffic load, and mobility prospective. The samentt was observed when comparing the
performance of TL-ERS with that of both ERS and ADBs depicted in Figure 6-8 to Figure
6-21. The percentages of TL-ERS improvement ovén B@®DV and ERS according to network
size, traffic load, and mobility are stated in Teabl3. Moreover, such improvement is presented
from route request latency, end-to-end delay, roeggiest overhead, and packet loss prospective.
To simplify the table, small and moderate size weks for the network size case, light and heavy

traffic for traffic load case, and slow and fastwarks for the mobility case are shown.

Table 6-3: Summary of the improvements for TL-ER8&rdyoth AODV and ERS.

Cases | Algorithm Route Request End-to-end delay| Routing Overhead Packet Loss
Latency
Small | Moderate| Small | Moderate| Small | Moderate| Small | Moderate
Net-vvork AODV 90% 89% 44% 38% 89% 98% 26% 85%
size ERS 17% 0% 31% 24% 33% 29% 10% 3%
] Light Heavy | Light Heavy | Light Heavy | Light Heavy
Tlr::(;c AODV 91% 83% 26% 38% 89% 88% 66% 82%
ERS 2% 53% 19% 32% 8% 65% 1% 51%
Slow Fast Slow Fast Slow Fast Slow Fast
Mobility AODV 90% 91% 22% 27% 97% 97% 75% 70%
ERS 1% 1% 14% 19% 20% 29% 12% 16%

ERS and TL-ERS improve network performance over AdB terms of: latency, overhead, and
congestion. However, TL-ERS improves network penfance compared to ERS due to the
reduction in the route request overhead as webkrasto-end delay. The attractiveness of this

improvement stems from the fact that the data @ret earlier with less congestion.
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6.6 Comparison of TL-ERSwith TLRDA-D and
TLRDA-C

Nodes in TLRDA-D, introduced in Chapter 4, broadaasite request that is travelling within its
source node’s neighbourhood region according tadhé&ng algorithm used while they broadcast
the route request that is travelling within its s@unode’s beyond-neighbourhood region with a

delay equal ta2LB. = NTT.

TLRDA-C, introduced in Chapter 5, utilises the ahgsmacket concept to improve TLRDA-D.
When a source node receives a route reply as aveans its query in TLRDA-C, it transmits a
chase packet to catch and terminate the fulfillade request. The chase packet travels faster than
the route request in the beyond-neighbourhood regimrder to increase the success rate of the

catching process.

The data extracted from the simulation runs shaat bloth TLRDA-D and TLRDA-C succeed in
improving the discovery time leading to improvementhe end-to-end delay. Moreover, TL-ERS
improves average route request latency and overlidaal effect of network size on TLRDA-D,
TLRDA-C, and TL-ERS are compared below using theults from Sections 4.5.1, 5.4.1, and

6.4.1 respectively.

Latency:

TLRDA-D and TLRDA-C improve network congestion arebuce channel contention; so both
have almost the same end-to-end delay since tferatice is negligible. However, TL-ERS has
higher end-to-end delay as shown in Figure 6-22tduke increase of discovery time if the search
is not successful in the first ring. TLRDA-D and RDA-C improve end-to-end delay by up to

109% over TL-ERS.
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Figure 6-22: End-to-end delay versus network siigk #0 communication sessions and 15m/s as maximum

speed.

Figure 6-23 shows the success of TLRDA-C and TL-BER$ninimising the average of route
request latency. The average route request lateh@y RDA-C is reduced because the catching

process discards unwanted route requests in thandeyeighbourhood region.
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Figure 6-23: Average route request latency verstwark size with 10 communication sessions and $%s/

maximum speed.

TL-ERS improves the route request latency becatisedds no delay to the route request
propagation and avoids further propagation of thee request. TL-ERS improves the average of

route request latency by 85% to 97% over TLRDA-M by 63% to 74% over TLRDA-C.
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Overhead:

TL-ERS incurs a lower routing overhead than botlRDIA-D and TLRDA-C as shown in Figure

6-24 because TL-ERS adds no new control packetdianitd the broadcast to small area. The
success of the catching process in TLRDA-C fredf#léd route requests thus reduces overhead
compared to TLRDA-D. Moreover, TL-ERS improves #inverage routing overhead by 89% to

98% over TLRDA-D and by 87% to 95% over TLRDA-C.
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Figure 6-24: Routing overhead versus network sitle ¥0 communication sessions and 15m/s as maximum

speed.
Congestion:

TL-ERS losses fewer packets than both TLRDA-D ahdRIDA-C especially in moderate size

network as shown in Figure 6-25 because TL-ERStdirttie broadcast to small area avoiding
congesting the network with unnecessary flooding-ERS increases the packet loss more than
TLRDA-D and TLRDA-C in small size networks. Howeyérreduces the packet loss in moderate

size networks by 60% over TLRDA-D and by 57% oveRDA-C.
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Packet Loss
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Figure 6-25: Packet loss versus network size witikdmmunication sessions and 15m/s as maximum speed

The effects of the traffic load and mobility for RDA-D, TLRDA-C, and TL-ERS show the same
behaviour as the effect of network size. The reswoit the comparison between the three
algorithms are summarised in Table 6-4 in termoafting overhead and in Table 6-5 in term of

end-to-end delay.

Table 6-4: Routing overhead improvement for TL-ER8 &hRDA-C over TLRDA-D.

Cases Algorithm | Routing Overhead

Small | Moderate
Network size| TL-ERS 89% 98%
TLRDA-C | 17% 57%
Light Heavy
Trafficload | TL-ERS 93% 89%
TLRDA-C | 67% 83%
Slow Fast
Mobility TL-ERS 97% 97%
TLRDA-C | 66% 58%
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Table 6-5: End-to-end delay improvement for TLRDAabd TLRDA-C over TL-ERS.

Cases Algorithm | End-to-end delay

Small | Moderate
Network size| TLRDA-D | 12% 109%
TLRDA-C | 12% 109%

Light Heavy
Traffic load | TLRDA-D | 41% 40%
TLRDA-C | 41% 44%

Slow Fast
Mobility TLRDA-D | 88% 98%
TLRDA-C | 69% 66%

In summary, comparing TLRDA-D, TLRDA-C, and TL-ER&monstrates the success of
TLRDA-C and TLRDA-D in reducing the end-to-end delghich improves the discovery process.

However, TL-ERS and TLRDA-C succeed in reducingirguoverhead over TLRDA-D.

6.7 Conclusions

The new approach to route discovery TLRDA, intragtlicearlier in Chapter 3, was used to
develop a new route discovery algorithm, referieég Traffic Locality Expanding Ring Search
(TL-ERS). This algorithm improves the route disagvprocess in applications that exhibit traffic

locality for MANETS in terms of latency and overldezompared to AODV and ERS.

TL-ERS works by establishing a neighbourhood tinatudes the most likely destinations for a
particular source node then broadcasts route réxjusig this neighbourhood as a first locale or
ring, in which to search for the target. If routisavery in this ring proves unsuccessful, the
algorithm then establishes a second ring, douldestbe of the first, and if route discovery fails
again the algorithm finally resorts to flooding. Mover, TL-ERS is adaptive and continuously
updates the boundary of the source node’s neighbodrto improve performance and sets the

maximum number of rings to three to improve thestaase performance.

A performance evaluation for TL-ERS was conducteccémpare it with the Expanding Ring
Search (ERS) algorithm and AODV (with simple floag). TL-ERS and ERS improve network

performance over AODV in terms of latency and oeaxh However, the evaluation has shown
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that TL-ERS exhibits lower route request overhead seduces end-to-end delay compared to
ERS due to minimising the number of rings neededdarch. The low end-to-end delay and
routing overhead in TL-ERS have a positive impact wetwork performance since the

transmission of data packets starts earlier dudiécformer and with less congestion due to the

latter.
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Chapter 7. Conclusionsand Future Work

7.1 Introduction

The increased popularity of wireless devices hamudiit the potential application promises of
Mobile Ad hoc Networks (MANETS) closer to realit},[84, 93]. As a consequence, MANETSs
have been the subject of intensive research oeerettent few years, [2, 4, 26, 27, 29, 45, 84, 93,
117, 119]. This is because existing protocols amgtranisms for infrastructure networks cannot
be used for MANET without appropriate modificatiofa®, 84, 93, 117] due to their inherently
different characteristics such as mobility, limitpdwer, and the wireless nature of the shared

medium.

A major challenge in MANETS is the design of ariadint routing protocol that can accommodate
their dynamic nature due to the frequent topologgnges. To this end, a number of routing
algorithms have been proposed [3, 49, 60, 94, 1Bfijadcasting is an essential component of
on-demand routing protocols as it is used for becaating route requests to discover new routes
between a given source-destination pair. Existingdemand routing protocols depend on the
conventionakimple floodingfor broadcasting which may lead to the well-kndwpadcast storm
problem [131]. A number of research studies hawdressed broadcasting in MANETS [6, 8, 20,
24, 44, 71, 79] to try to alleviate this problenan improve the performance of the route discovery
process, broadcast of route requests should beotledtby avoiding the full network coverage
[20, 23, 38, 44, 66, 89]. Limiting the broadcastpioves network performance by reducing
communication overhead and congestion levels. Tihe af this research is to propose new

algorithms to improve route discovery process irdemand routing protocol.

7.2 Summary of contributions

This research has proposed, developed, and anadgsedal new algorithms for improving route
discovery process for on-demand routing protocnldMIANETs. The major contributions are

summarised below.
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Traffic locality oriented Route Discovery Approach

Traffic locality oriented Route Discovery ApproaiLRDA) has been introduced then used
as the base for the development of our new roweosiery algorithms for MANETs which

run applications that exhibit traffic locality. TI®A works by establishing a neighbourhood
region for each active source node that includesribst likely destinations. Nodes broadcast
a route request without adding any extra delay iwithat route request neighbourhood

region to improve the process of route discovengrirdemand routing protocols.

Traffic Locality oriented Route Discovery Algorithm with Delay

Traffic Locality oriented Route Discovery Algorithmith Delay (TLRDA-D) is a new route
discovery algorithm with delay that is based on DAR Each node in TLRDA-D broadcasts
a route request according to the on-demand rowtiggrithm used while it is propagating
within its source node’s neighbourhood region. Bel¢hat, the route request is broadcast
with a delay in its source node’s beyond-neighboadhregion until such broadcast fades
away as either the TTL field reaches zero or theneoted network is fully covered. The
reasoning behind adding this delay is to give roetuests that are travelling within their
own source node’s neighbourhood region prioritycsimoute requests travelling in their
source node’s beyond-neighbourhood region haveghehiprobability of being already
fulfilled. This delay improves the congestion leeékthe whole network and has been studied

using mathematical and simulation modelling.

Several simulation experiments have been perfortnestudy TLRDA-D and compare its
performance with that of simple flooding used in BXD[94]. The simulation environments
consist of different network scenarios with variowetwork size, traffic load, and maximum
speed under the RPGM model. Several instances &DA-D were implemented using
logarithmic, linear, or polynomial delay. Our resushowed that the best performance among
all instances of TLRDA-D was achieved when the yielas set to double the depth of the
source node's neighbourhood region. This algoritlmproves the end-to-end delay because
route requests are broadcast without any delayimiltieir own source node’s neighbourhood
region in a less congested environment as explaai@m/e. For instance when varying

network size, TLRDA-D improved the end-to-end delayup to 67% and reduced packet
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loss by up to 62% with no more than 15% incremembuting overhead.

Traffic Locality oriented Route Discovery Algorithm with Chase

Traffic Locality oriented Route Discovery Algorithmith Chase (TLRDA-C) is a new route
discovery algorithm that introduces the chase packacept into TLRDA-D to improve

routing overhead without negative impact on the-endnd delay. Upon receiving a route
reply, the source node transmits a chase packeatth and terminate the original route
request. The chase packet is intended to termihatefurther propagation of the fulfilled

route request as close as possible to the bounsfaits neighbourhood region. This is
possible because the chase packet travels fasten the route request in the
beyond-neighbourhood region, the route requestnigabieen deliberately subjected to an

artificial delay in this region.

Numerous simulation experiments have been cartigdoostudy TLRDA-C and compare its
performance with that of simple flooding used in B [94]. TLRDA-C has also been
compared with two other algorithms that utilise sthgpacket concept namely Limited
Broadcasting (L-B) [44] and Blocking-ERS (B-ERS®[8The simulation environments have
considered different network scenarios scrutineezbrding to network size, traffic load, and
maximum speed under the RPGM model. Our performaesats revealed that TLRDA-C
outperforms L-B, B-ERS, and AODV in terms of thecsess rate of the catching process,
end-to-end delay, route request latency, routingrleead, and packet loss. For instance,
when varying network size the end-to-end delay awpment was up to 68%, 70%, and 67%
over L-B, B-ERS, and AODV respectively. Furthermatee routing overhead improvement

was up to 72% over L-B, 63% over B-ERS, and 51% &@DV.

Traffic Locality-Expanding Ring Search

Traffic Locality-Expanding Ring Search (TL-ERS) @& improvement to the existing
Expanding Ring Search suggested in [61, 115]. IFERS, the broadcast of a route request
covers the source node’s neighbourhood regionfastaing searching for the target. If the
route discovery in this ring proves unsuccesshd, dlgorithm then establishes a second ring

by doubling the size of that of the first. If theute discovery does not succeed the algorithm
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finally resorts to flooding. TL-ERS incurs loweruting overhead compared to that of ERS

and AODV with simple flooding without introducinghya extra end-to-end delay.

Our simulation results show that TL-ERS exhibitpesformance advantage over both ERS
and simple flooding used in AODV by improving thedeto-end delay, reducing route

request latency, losing fewer packets, and incgrianver routing overhead. For instance, in
network size analysis TL-ERS improves end-to-endydby up to 38% over ERS and up to
44% over AODV. Moreover, TL-ERS reduces routing inad by up to 42% over ERS and

by up to 98% over AODV.

Comparison of the new algorithms

Comparing the simulation results of our new rouiscalvery algorithms reveals the

following:

=« TLRDA-D and TLRDA-C achieve almost the same low ¢mbnd delay. However,
TLRDA-C incurs lower routing overhead than TLRDA-BCompared to TL-ERS, they
both give lower end-to-end delay but higher routiwgrhead. These two observations are
true for all our performed scenarios. For instarite, end-to-end delay and routing

overhead are shown in Table 7-1 when varying nét\size.

Table 7-1. Improvments of the new algorithms ov@DV when varying network size.

Algorithm | End-to-end delay| Routing Overhead

Small | Moderate| Small | Moderate

TLRDAD | 5206 | 67% | 0% | -15%

TLRDA-C | 5395 | 68% | 17% | 51%
TL-ERS | 44% | 38% | 89% | 98%

» TLRDA-D and TLRDA-C are likely to be most suitatfier time sensitive applications
such as instant messaging applications. FurthernTidi@DA-C is best for applications
that are both time and overhead sensitive suchirasfifjhters working in teams.
However, TL-ERS is most suitable for overhead $amsapplications such as groups of

college students exchanging email messages.
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7.3 Directionsfor futurework

Several interesting issues and open problems #watine further investigations have emerged

during the course of this research. These arelypoetlined below.

e« Most of MANETs research have used simulation tolieata the performance of the
algorithms suggested as in [6, 33, 34, 38, 71, M8}vever, it might not be possible to
examine large-scale scenarios using the simulagproach due to time and complexity
constraints highlighting the importance of analgtiecnodels. Some analytical models
have been developed [46, 57, 109, 129] considesame but not all MANETSs
characteristics. A recent study in [127] conceetlatn mobility and lifetime of links for
two entity mobility models. Therefore, developingalytical models for MANETS that
take into consideration all the important featuosdSMANETS including mobility and
power would be desirable as they would allow theestigation of the performance
behaviour of these systems under scenarios thattmigt be possible to consider by

means of simulations such as large networks opgratider heavy traffic conditions.

e Simulation is an important tool for studying MANETklowever, simulation always
requires certain assumptions to keep the modelnadrzageable level. Consequently, the
model may not capture all the factors that miglieéafthe system performance due to
those assumptions. Moreover, some important cleistits of MANETS such as energy
consumption and radio propagation are inherentlyd @ model accurately in the
simulation models. So far, there has been littlekwn the literature on the deployment
and performance measurement of real practical MAN¥SEems such as [82] due to time

and cost limitations.

» In real-life experiments, the whole system is t@dte a practical environment. Testing
our new algorithms are ease to deploy in a reatex@nt since they can be implemented
as extra functions on top of the on-demand roypirggocol without extra cost because it
requires no extra hardware. Networks equipped aithalgorithms should work better in
scalable environment since each source node hasvitsneighbourhood region to work
with and avoid covering the whole network with fildfd route requests which makes

them suitable for energy-constrained networks. Alach algorithms are kept simple
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where each source node only needs to maintainwits [P parameter to achieve low
complexity. They should work with any compatibleisting technology designed for
MANETS’ environment. Such experiments can validate simulations findings and help
calibrate future simulation models. It would be gdementary to our work to conduct

such experiments provided that adequate resoureesvailable.

» Synthetic traffic and mobility scenarios have beead in our simulation runs as in most
other studies on MANETs [19, 50, 71, 73, 78, 79]. 8tLis important to study the
behaviour of the new algorithms using traces ctéigédrom real experiments such as
[105] where nodes generate random traffic and maweording to human-driven
approximation of the RWP mobility model. Hopefullgnore real traces will become

available in the near future as more real MANETegipents are conducted.

= The performance of our new algorithms has beenyaedl assuming a homogeneous
network in a pure ad hoc mode where all nodes arkilea It would be interesting to
investigate their behaviour in heterogeneous ndésvathere MANET is connected to an

infrastructure network [117].

* This research has considered the Reference PomtipGWobility (RPGM) model to
simulate mobility. It would be interesting to examithe behaviour of our algorithms
under different group mobility models such as thefeiRence Velocity Group Mobility
Model (RVGMM) [121] or the Reference Region Grouphility (RRGM) model [87]
depending on the simulated scenarios or any sppaiglose models such as [48] which

intended for social networks.

» For simplicity and predictability, CBR traffic h&&en used to assess the performance of
our algorithms as well as with other algorithms fl@r comparison. A natural extension
of this work would be to analyse the behaviour wf algorithms under other traffic types

such as VBR or under a different transport protesceh as TCP.

» In proactive routing protocols, nodes collect tagital information from the periodically
exchanged information between each other and niaitttem in their routing tables. It
would be interesting to explore the possibility using the traffic locality approach to
improve the broadcasting of the periodical inforiorat One possibility would be to
broadcast the periodical massages more often witlénsource node’s neighbourhood
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region. Also, the traffic locality can be utiliséal improve the hybrid routing algorithms

such as ZRP [49].

e The performance evaluation has been carried outhén context of AODV routing
protocol that uses simple flooding. A natural esten of this work would investigate the
performance merits of other on-demand routing dligms such as DSR [60] and

Associativity-Based Routing (ABR) [21].
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Appendix A

Appendix A: Blocking-ERS Plus

A.1 Introduction

In the presence of mobility, B-ERS suffers from fpenance degradation, as the simulation
analysis in section 5.4 reveals clearly, due toirtimature discard of chase packets where most of
the time the fulfilled route request manages t@peawith the help of mobility from its associated
chase packet. B-ERS was explained in detail ini@eé&t1.2. In this appendix, we are proposing a
new algorithm, Blocking-ERS Plus, to overcome thégiciency in B-ERS. It works by continuing

to broadcast chase packets until the catching daréd to maximise the success rate of the

catching mechanism.

A.2 Blocking-ERS Plus Algorithm

Blocking-ERS Plus (B-ERS+ for short) is an improwstof B-ERS to increase the success rate
which improves network performance in terms ofateand overhead for MANETS. These two
algorithms differ only in the processing of the shgackets. In B-ERS+, the chase packet is
broadcast beyond the ring where the finder of theéer reside as illustrated in Figure A-1 in an
effort to catch the fulfilled route request in castermediate nodes move away from their ring

after receiving the route request.

Unlike B-ERS, B-ERS+ does not need to extend thm#b of the route reply packet because the
source node broadcast the chase packet withoutctesg it to cover only the ring where the

finder of the route reside.
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Steps performed by each node upon receiving the chase packet in B-ERS+

If the chase packet is a duplicate then

1

2 Discard it.

3: Else

4 Store chase information

S: If the route request received then

6 If the route request broadcasted then
7 Broadcast the chase packet.
8 Else

9: Discard both packets.

10: End if

11: Else

12: Discard the chase packet.

13: End if

14: Endif

Figure A-1: Steps performed by intermediate nogesreceiving a chase packet in B-ERS+.

A.3 Simulation

Simulations have been conducted to evaluate B-E&&HFcompare it with TLRDA-C, B-ERS,
and simple flooding used in AODV algorithms usirg@ rsimulator version 2.29 [41]. B-ERS+ was
implemented as a modification to the existing AODNplementation. The same case is true for

TLRDA-C and B-ERS.

The comparison metrics include the network coveragel-to-end delay, average route request
latency, routing overhead, and packet loss to sthedysuccess rate, network latency, network
overhead, and congestion level. The simulationyaimlconsiders all the three cases: effect of
network size, effect of traffic load, and effectrabbility as stated earlier in the second chapter,

Table 2-3.

A.3.1 Effect of network size

Figures A-2 to A-6 display the results of runningr @lgorithm, TLRDA-C and B-ERS+ against
both B-ERS and AODV for 900 seconds using netwavith different number of nodes, from 20
to 100 in an area of 1000m x 1000m with a minimypeesl of 1m/s and a maximum speed of

15m/s. The number of communication sessions is ten.

Figure A-2 shows that the success rate of the Taggirocess improved dramatically for B-ERS+
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compared to B-ERS. In B-ERS, the coverage is nezglyal to AODV. While in B-ERS+, it is
improved by 76% to 80% compared to AODV. B-ERS+ riaygment in terms of success rate
over the original B-ERS is 74% to 78% while the cass rates in B-ERS+ and TLRDA-C are
ranging between -36% and 34%. In some situationRB-E achieves better success rate than
TLRDA-C and vice versa; the reason behind the ssie B-ERS+ is adding larger amount of

delays to route requests than TLRDA-C which migltéase end-to-end delay.

Network coverage

100

EPNWSAOIO N0 O
[>NeoNoNoNoNoNoNoNoNa!
| I

Receiving nodes

J_LJ_' il i
20 30 40 50 60 70 80 90 100
Number of nodes

= AODV = B-ERS mB-ERS+ = TLRDA-C

Figure A-2: Network coverage versus network sizén D communication sessions and 15m/s as maximum

speed.
Latency:

Figure A-3 explores the end-to-end delay for TLRBAB-ERS+, B-ERS, and AODV. B-ERS+

reduces the average end-to-end delay more than 8-BRd AODV because the network in
B-ERS+ is less congested. TLRDA-C achieves lowal-terend delay than B-ERS+ due to the
faster propagation of the route request within nsighbourhood region remembering that
TLRDA-C broadcasts with less contention as in TLRDAThe reason behind the end-to-end
delay increment in both B-ERS and B-ERS+ is delgytiaute requests from start and before
discovering the required route. The average erghtbdelay improvement in TLRDA-C is better
than B-ERS+ by 59% to 67% while B-ERS+ improves ¢he-to-end delay by up to 25% over

B-ERS and by up to 16% over AODV.

153



Appendix A

End-to-end Delay
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Figure A-3: End-to-end delay versus network siz\iD communication sessions and 15m/s as maximum

speed.

Figure A-4 shows the superiority of TLRDA-C by mimising the average of route request
latency. The average route request latency of B4ERSeduced more than B-ERS which means
that the catching process was more successful HRB+. TLRDA-C improves the average of

route request latency by 31% to 62% over B-ERSHeMBFERS+ improves it by 44% to 60%

over B-ERS.
140 Route Request Latency
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Figure A-4: Route request latency versus network with 10 sessions and 15m/s as maximum speed.
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Overhead:

Figure A-5 depicts the routing overhead for allrfalgorithms. B-ERS+ reduces the number of
received route request but increases the numbehade packets received compared to B-ERS.
Nevertheless, the routing overhead in B-ERS+ israwgd by 45% to 55% over B-ERS and by
33% to 40% over AODV. This improvement increaseshwthe increment of network size.
TLRDA-C reduces routing overhead more than B-ERS#oderate size networks by 28% while

B-ERS+ reduces it more in small size environmen248s.

Routing Overhead

0 T T T T T T T T
20 30 40 50 60 70 80 90 100

Number of nodes
—e— AODV ——B-ERS —4A—B-ERS+ —s=— TLRDA-C

Figure A-5: Routing overhead versus network sizé il sessions and 15m/s as maximum speed.
Congestion:

Figure A-6 shows the packet loss for all four algons. B-ERS+ reduces the packet loss of
B-ERS by 22% to 67% and by 23% to 58% over AOD\VERS+ improvement increases with the
increment of network size. TLRDA-C reduces packssImore than B-ERS+ in low moderate (70
nodes) to moderate size networks by up to 13% vBHERS+ reduces it more in small to low

moderate (60 nodes) network environment by up .12
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Packet Loss
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Figure A-6: Packet loss versus network size wittsd€sions and 15m/s as maximum speed.

Therefore, the network performance is improvedBeERS+ compared to B-ERS and AODV by
reducing latency and overhead due to the higheresscrate of the catching process in B-ERS+.
TLRDA-C improves the network performance more img of latency compared to B-ERS+.

This improvement increases with moderate size misvo

A.3.2 Effect of traffic load

Figures A-7 to A-11 display the results of runniRgRDA-C and B-ERS+ against AODV and
B-ERS for 900 seconds using networks of size 70esdd an area of 1000m x 1000m with a
random speed ranging between 1m/s and 15m/s. Tirdanof traffic ranges from 5 to 35

communication sessions incremented by five.

Figure A-7 demonstrates how much the network isoed. B-ERS+ improves the success rate of
B-ERS dramatically by 85% and 87%. B-ERS+ catchesemoute requests than TLRDA-C by up
to 32% because it imposes larger amount of detaystite request which enables the chase packet

to reach the associated route request earlier.
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Network coverage

Receiving nodes
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Data Flows
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Figure A-7: Network coverage versus traffic loadginetwork of 70 nodes and 15m/s as maximum speed.
Latency:

Figure A-8 shows that B-ERS+ improves the end-to-@elay over B-ERS because B-ERS+ frees
the network from unneeded route requests which cesluthe network congestion. This
improvement ranges from 39% to 44% over B-ERS &b 20 54% over AODV. B-ERS+ still
suffers from high end-to-end delay due to impositelpy to route request propagation before

discovering the route. TLRDA-C achieves end-to-dathy better than B-ERS+ by 31% to 40%.

End-to-end Delay
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Figure A-8: End-to-end delay versus traffic loadhinetwork of 70 nodes and 15m/s as maximum speed.
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Figure A-9 reveals the superiority of TLRDA-C amaadffour algorithms in terms of the average
of route request latency because of the higheressccate in the catching process. The route
request latency increases with traffic load dught increment in the number of packets in the
network which adds more contention and may resulhore collision. TLRDA-C improves the
average of route request latency by 42% to 55% ®&v&RS+ while B-ERS+ improves route

request latency over B-ERS by 30% to 42% and 172¢% over AODV.

Route Request Latency
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Figure A-9: Route request latency versus traffidloaa network of 70 nodes and 15m/s as maximuradspe

Overhead:

Figure A-10 depicts the routing overhead for alif@lgorithms. B-ERS+ incurs lower routing
overhead than B-ERS due to the higher successfétte catching process. B-ERS+ improvement
increases with traffic load reaching 62% and 82%haavy load over B-ERS and AODV

respectively. TLRDA-C and B-ERS+ have almost theeaouting overhead.
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Routing Overhead
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Figure A-10: Routing overhead versus traffic loa@ inetwork of 70 nodes and 15m/s as maximum speed.
Congestion:

B-ERS+ incurs less packet loss in the whole netwamipared to B-ERS as shown below in
Figure A-11 because the network in B-ERS+ is lesyyested. The packet loss is increased with
the increment of traffic load for all four algonitts. B-ERS+ improves packet loss by 29% to 71%

over B-ERS, by up to 20% over TLRDA-C, and by 3&%70% over AODV.

Packet Loss

5 10 15 20 25 30 35

Data Sessions
—e— AODV —9—B-ERS —4&—B-ERS+ —#—TLRDA-C

Figure A-11: Packet Loss versus traffic load inetwork of 70 nodes and 15m/s as maximum speed.
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A.3.3 Effect of mobility

Figures A-12 to A-16 were extracted from simulatthg four algorithms for 900 seconds using
networks of size 70 nodes in an area of 1000m x0d0@sing six maximum speeds. The
maximum speed takes one of the following value&, Z,, 10, 13, and 15m/s. The traffic load was

fixed at 10 communication sessions.

Figure A-12 demonstrates network coverage as aicdtud of the success rate of the catching
process like the previous analyses. B-ERS+ imprdhkiessuccess rate of B-ERS regardless of
speed by 80% to 86%. The success rates of TLRDACBRERS+ are very close to each other

with a difference ranges from -9% to 15%.
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Figure A-12: Network coverage versus maximum speetbtworks of 70 nodes and 10 communication

sessions.
Latency:

TLRDA-C improves end-to-end delay over B-ERS+, BEERind AODV as shown in Figure
A-13. This improvement is due to the quick broadiogswithin the neighbourhood region.
TLRDA-C'’s improvement is from 23% to 40% over B-ER&hile B-ERS+ improves end-to-end

delay by 41% to 52% over B-ERS and by 31% to 42% &ODV.
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End-to-end Delay
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Figure A-13: End-to-end delay versus maximum speecbtworks of 70 nodes and 10 communication

sessions.

Route requests latency for TLRDA-C is lower tharERS+, B-ERS, and AODV regardless of
speed as shown in Figure A-14 which improves netvparformance. As mentioned previously,
this improvement is due to the higher successgAfELRDA-C in the catching process and the
quick broadcasting within the neighbourhood regibhRDA-C improves the average of route
request latency by 54% to 69% over B-ERS+. B-ERS8proves route request latency by 26% to
42% over B-ERS because when the route request gaitgdurther in the network the hop count
increases which increase the amount of delay inthddereover, B-ERS+ improves route request

latency by up to 22% over AODV.
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Route Request Latency
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Figure A-14: Route request latency versus maximueedin networks of 70 nodes and 10 communication

sessions.

Overhead:

TLRDA-C and B-ERS+ incur low routing overhead; lovtkan B-ERS and AODV as shown in

Figure A-15. Routing overhead increases more wist hetworks regardless of the algorithm

used. The improvement of the routing overhead BRS+ ranges from 56% to 72% over B-ERS

and by 44% to 60% over AODV. TLRDA-C and B-ERS+ting overheads are relatively close.
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Figure A-15: Routing overhead versus maximum speettiworks of 70 nodes and 10 communication

sessions.

Congestion:
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TLRDA-C and B-ERS+ lose fewer packets compared @DA and B-ERS as shown below in
Figure A-16 because the networks are less congestih@ case of TLRDA-C and B-ERS+. The
packet loss is increased with the increment of marn speed for all four algorithms. B-ERS+
improves packet loss by 68% to 76% over B-ERS anlyi 65% to 86% compared to AODV

while the difference between B-ERS+ and TLRDA-Cgesifrom -20% to 10%.

Packet Loss
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Figure A-16: Packet loss versus maximum speedtiwarks of 70 nodes and 10 communication sessions.

Looking at the three-performance analyses, our ridlgn, TLRDA-C, outperforms AODV,
B-ERS+, and B-ERS regardless of network size, itrdffad, or speed in terms of end-to-end
delay. B-ERS+ outperform B-ERS in all metrics usedardless of network size, traffic load, or

maximum speed.

A.4 Summary of simulation results

Simulation experiments and analyses were conduotastudy the performance of B-ERS+ while
concentrating on the three-performance cases: nktsipe, traffic load, or mobility. Almost the

same behaviours were demonstrated by those simmlakperiments and analyses for the
following metrics: network coverage, end-to-end aglel route request latency, and routing

overhead as well as packet loss depicted in FigeReuntil Figure A-16.

B-ERS+ outperforms B-ERS algorithm by reducing émé&nd delay due to the reduction in
network congestion. It also improves route reqlesincy, routing overhead, packet loss due to
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the higher rate of success in the catching processpared to B-ERS. Moreover, TLRDA-C
outperform B-ERS+ in terms of route request lateaiegt end-to-end delay while incurring almost

the same overhead.

A5 Conclusions

B-ERS achieves low success rate due to the easlyad of chase packets which hinder the
chasing process in the presence of mobility. B-ERSa modification of B-ERS where the chase
packets are allowed to travel in the network uthi#l caching is insured. The simulation analyses
show that B-ERS+ outperforms B-ERS by reducinglétency in terms of end-to-end delay and
route request latency due to the success in frebagetwork from unneeded route requests which
reduces network congestion. B-ERS+ incurs lowerlee@d compared to B-ERS by reducing
routing overhead and packet loss due to the higatr of success in the catching process.
TLRDA-C outperform B-ERS+ in terms of route requémiency and end-to-end delay while

incurring almost the same overhead.
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