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Abstract 

Cavity flow induces strong flow oscillations, which increase noise, drag, vibration, 
and structural fatigue. This type of flow impacts a wide range of low speed appli­
cations, such as aircraft wheel wells, ground transportations, and pipelines. The 
objective of the current study is to examine the reverse flow interaction inside the 
cavity, which has a significant impact on the cavity flow oscillations. The study 
also investigates t he impact of steady jets with different-configurations on t he 
time-average field and the oscillations of the cavity separated shear layer. The 
purpose of t he steady jets is suppressing the oscillations of t he cavity separated 
shear layer. The experiments were performed for an open cavity with L / D = 4 
at Ree between 1.28 x 103 to 4.37 x 103 . The steady jets were applied with differ­
ent: momentum fluxes (J = 0.11 kgjm.s2 , 0.44 kgjm.s2 and 0.96 kgjm.s2 ), slot 
configurations (sharp edge and coanda), and blowing locations (blowing from t he 
cavity leading and trailing edges). The data were acquired using qualitative (sur­
face oil flow visualisation) and quantitative (hot -wire anemometry, laser Doppler 
anemometry, particle image velocimetry, and pressure measurements) flow diag­
nostics techniques. The study found that a low-frequency instability dominates 
the velocity spectra of the cavity separated shear layer. This instability decreases 
with increasing Ree and is relat ed to the reverse flow interaction. This interac­
t ion takes place when the reverse flow influences the sensitive separation point of 
the cavity separated shear layer. As a result, a large amplitude flapping wave is 
generated and propagates downstream of the cavity separated shear. It was also 
revealed that increasing J for the leading and trailing edges blowing enhances the 
reverse flow interaction and increases the broadband level of t he unsteady wall 
pressure spectra. Thus, these types of jet blowing are not suitable for controlling 
t he oscillations of the cavity separated shear layer. 
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Chapter 1 

Introduction 

Flow over cavit ies induces strong flow oscillations, which substantially increase 

noise, drag, vibration, and structural fatigue. T his phenomenon impacts a wide 

range of low speeds applications (M :::; 0.3) , such as aircraft wheel wells, ground 

transportations, and pipelines, as shown in Figure 1.1. Aircraft wheel wells are a 

significant source of aerodynamic noise in airplanes during landing and take-off. 

This issue has gained more research interests since 1970's, due to t he implementa­

t ion of strict noise regulations of the aviation industry (Bliss and Hayden, 1976). 

The future noise regulations will be even more strict . A new vision (Flightpath 

2050), that was released by the Advisory Council for Aeronaut ics Research in Eu­

rope (ACARE) , aims to reduce noise emissions from aircrafts by 65% (European 

Union, 2011). Cavit ies are also widely encountered in ground t ransportat ions: 

gaps between coaches in high-speed trains, door gaps, and windows in cars. T he 

noise generated from these cavit ies impact t he comfort of the passengers. He 

et al. (2014) found that the cavity-like gaps between the train coaches is an im­

portant source of noise in high-speed trains. In t he context of pipelines, cavities 

are still omnipresent: flow control devices and closed-side branches. The presence 

of cavities in pipelines can cause severe noise and vibration problems, which lead 

to the wear and failure of the fluid-handling devices (Ziada and Lafon, 2014). 

Cavity flows have been investigated extensively during the past sixty years. 

The vast majority of these studies have focused on two aspects: investigating t he 

cavity flow oscillations and formulating mathematical models for them, and sup­

pressing the cavity flow oscillations by active and passive flow control met hods. 

Between the 1960s and 1980s, the most famous theories for cavity flow oscilla­

t ions were proposed. In 1964 Rossiter (1964) hypothesised t hat t he cavity flow 
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(a) Wheel wells in aircraft (Parkhi , 2009) 

(c) Closed-side branches in pipelines 
(German-pipe, 2017) 

(b) Door gaps and sunroofs in 
vehicles (Parkhi, 2009) 

(d) Inter-coach gaps in high speed 
trains (Skyscrapercity, 2017) 

Figure 1.1: Some low speeds applications of cavity flow. 

2 

oscillations are excited by the acoustic feedback from the cavity trailing edge. 

Based on this theory, the author formulated a semi-empirical equation to predict 

the oscillation frequency at high flow speeds, which is current ly referred to as 

the "Rossiter equation". Due to the limitations of this hypothesis , Heller et al. 

(1971) and Tam and Block (1978) introduced some modifications to the theory 

in 1971 and 1978, respectively. Another mechanism was int roduced by Patricia 

et al. (1975) in 1975, which is t he standing wave mechanism. This mechanism 

attributes the oscillations of the cavity flow to the stnading waves. Later , in 1979, 

Rockwell and Knisely (1979) experimentally proved that the cavity oscillations 

can be excited by the hydrodynamic feedback from the cavity trailing edge. In 

2001, Lin and Rockwell ( 2001) observed sudden surges of reverse flow moving from 

the cavity trailing edge towards the cavity leading edge. These sudden surges are, 

at least, partially responsible for t he amplitude and frequency modulations of the 

cavity oscillations. 

During the period between the 1970s and 1990s, various passive and active 

control devices were implemented to suppress the cavity oscillations, such as 
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double ramps at t he cavity leading and trailing edges by Franke and Carr (1975) 

in 1975, steady injection from the cavity floor by Sarohia and Massier (1976) 

in 1977, a heating element upstream of the cavity by Gharib (1987) in 1987, a 

piezoelectric actuator at the cavity leading edge by Cattafesta et al. (1997) in 

1997. Most of these devices effectively suppressed the cavity oscillations. To 

gain wider operational conditions as well as reducing the cost of electrical power 

consumption, various feedback control systems have been introduced to the cavity 

flow over the last 20 years. These systems were quite effective, however , due to 

the inherent limitation of these syst ems, they are not able to suppress the cavity 

oscillations completely (Rowley and Williams, 2006). 

1 Aims and objectives of the study 

The current study examines an open cavity flow with L / D = 4 at Ree between 

1.28 x 103 and 4.37 x 103 . The main objectives of this study are: 

• Investigating the development and the impact of the reverse flow interaction 

phenomenon on the cavity flow oscillations. This investigation is motivated 

by the lack of information about this phenomenon in t he literature. 

• Quantifying the frequency of the reverse flow interaction phenomenon, and 

examining t he Reynolds number dependency of t his phenomenon, which 

have not been examined before in the literature. 

• Investigating the impact of the leading and trailing edges blowing on t he 

time-averaged flow field and the cavity flow oscillations. Jet blowing from 

cavity trailing edge is a novel cavity flow control technique, that has not 

been applied before for cavity flows. The purpose of t he steady jets is 

suppressing the oscillations of the cavity separated shear layer. Steady 

jets will be applied in the cavity flow at Ree = 1.28 x 103 with different: 

momentum fluxes (J = 0.11 kgjm.s2 , 0.44 kgjm.s2 and 0.96 kgjm.s2 ), slot 

configurations (sharp edge and coanda) , and blowing locat ions (blowing 

from the cavity leading and trailing edges). 

Qualitative (surface oil flow visualisation) and quantitative (hot wire anemom­

etry, laser Doppler anemometry, particle image velocimetry and pressure measure­

ments) t echniques have been ut ilised to reach the above objectives . 
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2 Thesis structure 

Following this introduction the thesis is divided into the following sections: 

Chapter 2 presents the state of the art research carried out on open cavity flow 

and cavity flow control at low speeds. This chapter also provides a background 

about shear flows . 

Chapter 3 describes the experimental techniques and apparatus used in t he 

current investigation. 

Chapter 4 provides the main characteristics of free stream flow, upstream 

boundary layer and blowing jets at different Reynolds numbers. 

Chapter 5 studies the time-averaged cavity flow field and the oscillations of 

the cavity separated shear layer for the no-jet case at Reo = 1.28 x 103 . The 

chapter also examines the influence of increasing the Reynolds number to Re0 = 

4.37 x 103 on the oscillations of the cavity separated shear layer. 

Chapter 6 investigates the impact of blowing from the cavity leading edge on 

the time-averaged cavity flow field and the oscillations of the cavity separated 

shear layer at Reo = 1.28 x 103 . Two blowing jet cases will be examined: jets 

from the sharp edge slot and jets from the coanda slot. 

Chapter 7 examines the impact of blowing from the cavity trailing edge on 

t he time-averaged cavity flow field and the oscillations of the cavity separated 

shear layer at Ree = 1.28 x 103 . This chapter also compares these results with 

the results of blowing from the cavity leading edge presented in Chapter 6. 

Chapter 8 presents general conclusions of t he current study along wit h rec­

ommendations for future work to be carried out. 

Appendix A gives a basic description of the development of the turbulent 

boundary layer along with the main characterising equations for the turbulent 

boundary layer. 

Appendix B provides the basics of shear flows which are related to the current 

study, such as planar jets, opposing planar jets, the canada effect, and flow over 

backward facing steps. 
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Appendix C provides information about the statical quant ities used to study 

turbulence, for example, spatial and temporal correlations, and Reynolds shear 

stresses. 

Appendix D presents the calculations of the Stokes number for the seeding 

particles used in the particle image velocimetry. 

Appendix E shows additional figures for the convergence study of the particle 

image velocimetry measurements. 

Appendix F presents the uncertainty calculations of the particle image ve­

locimetry measurements. 

Appendix G provides the calculations of t he relative expanded uncertainty for 

the hot wire anemometry (HWA). 
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Chapter 2 

Literature Survey 

This chapter reviews and discusses the experimental and computational studies 

performed on rectangular, shallow open cavit ies at low-subsonic speeds ( M < 
0.3) . It provides a review of t he flow cont rol methods applied to open cavity 

flows. 

1 The basics of the shear flows 

Before examining the cavity flow, the basics of shear flows will be summarised in 

this section. Shear flows possess velocity gradients across them due to the shear 

force between t heir layers. There are two types of shear flows: bounded shear 

flows such as boundary layers, and unbounded or free shear flows such as planar 

jets. This section will focus on the most basic shear flow, which is the mixing 

layer. Other forms of shear flows, that are relevant to the current study such as 

turbulent boundary layer and planar jet , are examined in t he Appendices A and 

B. 

1.1 Mixing layers 

Mixing layer , as illustrated in Figure 2.1 , is formed between two parallel streams 

moving at different velocit ies (U1 and U2 ) or between moving stream and sta­

t ionary fluid. As soon as the two streams meet at the end of a part ition (such 

as a splitter plate), a region of velocity discontinuity is formed between the two 

streams. Further downstream, the velocity changes smoothly between the two 

streams, due to the turbulent mixing (Dewan, 2011). According to D'Ovidio 

7 
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(1998), mixing layer can be used to approximate the initial region of a jet, t he 

near wake of a bluff body, t he flow behind a backward facing step (BFS). 

y 

b 

Figure 2.1: Formation of a mixing layer Schobeiri (2010). 

Coherent structures in mixing layers 

Generally, t urbulence in mixing layers are driven by quasi-two-dimensional large 

eddies called "coherent structures" . Fiedler (1987), defines coherent structures as 

"spontaneously formed, non-stationary motional systems of correlated vorticity" . 

According to the author, t he main characteristics of coherent structures are: 

• "Coherent structures in most cases are large scale, comparable to the lateral 

flow dimension, and flow specific in shape and composition" , 

• "Coherent structures are recurrent, having a characteristic life-span, typi­

cally of the average passage time of a structure" , 

• "Coherent structures exhibit a high m easure of organization in structure as 

well as in dynamics although their appearance is at best quasi-periodic" , 

• "Coherent structures similar to the corresponding structures in the laminar­

turbulent transition." 

The formation and deve lopment of coherent structures in mixing layers 

T he coherent structures are formed due to Kelvin-Helmholt z inst ability (K-H), 
which occurs due to an inflection point in t he velocity profile (D 'Ovidio, 1998). 

Similar to all flow inst abilit ies, coherent structures undergo two stages of develop­

ment: (i) t he stage of linear instability, and (ii) t he stage of nonlinear interaction. 

In the former stage, t he flow is subject ed to a spectrum of small disturbances, and 
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only one particular inst ability is amplified more than the others until it dominates 

the flow. When the dominant instability (the fundemnetal frequency) becomes 

sufficiently large, it starts to interact with other instabilities (nonlinear inter­

action) (Kundu and Cohen, 2010). Winant and Browand (1974) examined t he 

linear and nonlinear interaction of the coherent structures in a turbulent mixing 

layer at moderate Reynolds numbers ( Re0 = 8 to 150). In the linear instabil­

ity region, the authors observed t he generation of small waves which eventually 

roll into a periodic train of two-dimensional vortex structures. In the nonlinear 

interaction region, the vortical structures interact with each other, due to the 

growth of the sub-harmonic of the fundamental frequency. One example of this 

interaction is "vortex pairing", whereby two vortices roll around each other and 

eventually amalgamate into a single, larger vortex, as shown in Figure 2.2. An­

other example for vortex interaction is "vortex tearing", whereby the coherent 

structure disintegrates as it moves to the vicinity of another coherent structure 

or between two structures (Dimot akis and Brown, 1976). 

The growth of mixing layers 

As the two streams mix downstream, it entrains more fluid from the surrounding 

and hence the width of the mixing increases. The width of the mixing layer can 

be calculated using the vorticity thickness dbw/ dx, where the vorticity thickness 

is defined as 

6 = u2 - u1 
w {au } ay max 

(2.1) 

where {~~}max is the local maximum velocity gradient across the mixing layer , 

while U2 and U1 are the velocity of the two streams (D 'Ovidio, 1998). 

(./~ Vortical cores 

Fluid to be entrained 

Figure 2.2: Tne process of vortex pairing at moderate Reynolds numbers (Reo = 8 to 
150) (Winant and Browand, 1974). 
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The growth rat e or the entrainment of the mixing layer is greatly affected by 

the "mixing transition" of the coherent vortical structures. The mixing transi­

tion, which takes place beyond a critical Reynolds number (Rec ~ 2 x 104), is 

associated with a noticeable increase in the growth rate of the mixing layer due to 

the formation of three-dimensional, small-scale structures superimposed on t he 

large coherent structures (Konrad, 1977). D'Ovidio and Coats (2013) performed 

an experimental investigation on pre- and post-mixing transition at Reynolds 

number in the order of magnitude of 104 . According to the study, in the stage of 

pre-mixing transition, the mixing layer grows by vortex pairing, while the growth 

in the post-mixing stage is driven by the constant growth rate of the coherent 

vortical structures. 

The growth rate of the mixing layer is also affected by the intermittency of 

the coherent vortical structures. At Reynolds number in the order of magnitude 

of 104 , D 'Ovidio and Coats (2013) discoverd that there are periods of no coherent 

structures within the mixing layer (unstructured mixing layer) . During these 

periods, entrainment and steady growth of the mixing layer significantly reduced. 

The same behavior was observed by D'Ovidio (1998) at a Reynolds number in t he 

order of magnitude of 104 to 105 . According to the author, the intermittency of 

the coherent structures is a possible cause for t he inconsistency in the published 

data for the mixing layer growth rates. 

Section summary 

The mixing layer is an example of shear flows. The mixing layer is formed due 

to the mixing between two parallel streams moving at different velocities. The 

velocity difference causes Kelvin-Helmholtz instability (K-H), which generates 

small instability waves which eventually roll into coherent vortical structures. 

The formed coherent structures interact wit h each other to form a larger vortex 

(vortex pairing) or destroy each other (vortex tearing). Due to the mixing between 

the two streams, the thickness of the mixing layer increases. The growth rate of 

the mixing layer is greatly affected by the mixing transition and the intermittency 

of the coherent vortical structures. 
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2 Time-Averaged Open Cavity Flow 

Flow over cavities is more complicated than mixing layers, as it involves flow 

reattachment at t he cavity trailing edge. Depending on the reattachment loca­

tion, cavities are categorised into three types: (i) open cavity, (ii) t ransit ional 

cavity, and (iii) closed cavity, as illustrated in Figure 2.3. T he cavity is called 

"open" when the cavity separated shear layer completely bridges the cavity and 

reattaches downstream of the cavity trailing edge. The open cavity is furt her 

classified into deep cavity Ll D < 1, and shallow cavity Ll D > 1, where L and 

D are t he cavity length and depth, respectively. As t he ratio of cavity length to 

depth ratio LI D increases, the cavity flow gradually moves to t he "transit ional 

cavity" flow regime. In this regime, the cavity separated shear layer reattaches 

between the cavity floor and t he cavity trailing edge. When the LID is large 

enough, the cavity becomes "closed" . In a closed cavity, t he separated shear 

layer reatt aches on the cavity floor and separates again upstream of the cavity 

trailing edge due to the adverse pressure. 

To determine the Ll D ratios for the t hree regimes, Ng (2012) performed 

an experimental study at at M ~ 0.03. T he cavity was found: (i) open at 

Ll D < 6.5, (ii) transitional at 6.5 < Ll D < 15, and (iii) closed at Ll D > 15. 

Separation 

(a) Open cavity 

' Stagnation 
Point 

Impingement 
Point 

(c) Close cavity 

(b) Transit ional cavity 

Separation 
Point 

Stagnation 
Point 

Figure 2.3: Sketches for: a) open cavity flow, b) transitional cavity flow, and c) close 
cavity flow (reproduced from Tracy et al. (1993)) . 
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However, according to the author, these ratios may vary with Reynolds number 

and Mach number. The following sections will only investigate flows over shallow 

open cavities, as they are relevant to the current study. 

2.1 Open cavity flow 

A typical flow topology in a shallow open cavity is illustrated in Figure 2.4. Due 

to momentum transfer, the cavity separated shear layer expands as it develop 

downstream (Ashcroft and Zhang, 2005). Eventually, it impinges on the cavity 

trailing edge. As a result, a portion of the separated shear layer flow deflects 

back towards the cavity leading edge, forming a large recirculation vortex inside 

the cavity (main recirculation vortex). Driven by the main recirculation vortex, a 

weaker recirculation vortex (secondary vortex) is usually formed near the cavity 

leading edge (Ukeiley and Murray, 2005). 

Cavity separated shear layer 

The flow in the cavity separated shear layer is predominantly streamwise. The 

streamwise velocity profile of the separated layer undergoes a substantial change 

at the cavity leading edge region. In this region, t he shape of the profile changes 

from a boundary layer-like profile to a hyperbolic profile (Gharib and Roshko, 

1987). As the separated shear layer develops downstream, it expands and the 

gradient of the velocity profile smears out , as illustrated in Figure 2.5. 

The growth rate of the cavity separated shear layer, which is usually calculated 

using the vorticity thickness or t he momentum t hickness, is a measure of the fluid 

entrained by the cavity separated shear layer (Virendra Sarohia, 1975). According 

Separated Shear Layer 
Flow Direction 

L Cavity Floor 

Figure 2.4: Typical flow topology in a shallow, open cavity. 
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Figure 2.5: Typical development of the time-averaged streamwise velocity profile in a 
shallow, open cavity. L/ D = 3, M ~ 0.1 (Ashcroft and Zhang, 2005). 

to Virendra Sarohia (1975), the entrainment of the cavity separated shear layer 

is mainly due to the oscillations of this layer, which will be examined later in this 

chapter. In their computational simulation at M = 0.25 and L / D = 2, Kourta 

and Vitale (2008) reported four regions of growth rates along t he cavity separated 

shear layer: (i) the region of exponential growth near the cavity leading edge at 

xj L ~ 0.15, (ii) the region of linear growth at 0.15 ~ xj L ~ 0.5, (iii) the region 

of saturated growth at 0.5 ~ x/ L ~ 0.95, and (iv) the region of a sudden growth 

reduction at xj L ~ 0.95. 

The reported growth rate in the linear-growth region varies significantly be­

tween studies. Chatellier et al. (2004) reported a vorticity thickness growth rate 

dbw \ dx of approximately 0.128 at M = 0.09 and L/ D = 1. At M ~ 0.1 and 

L/ D between 2 and 4, Ashcroft and Zhang (2005) reported a vorticity thickness 

growth rate of approximately 0.143. On the other hand, at M ~ 0.2 and L / D = 
5.16, Ukeiley and Murray (2005) found t hat the vorticity thickness growth rate 

is 0.118. The discrepancy between these rates is also reported by Rodi (1975) for 

a mixing layer. The author attributed this discrepancy to the following possible 

reasons: (i) the dependency on free stream turbulence, (ii) t he dependency on 

initial conditions, and (iii) the sensitivity to outer flow field. 

The turbulence quantities in t he cavity separated shear layer have also been 

examined by different studies. The fundamentals of turbulence quantities, such 

as velocity fluctuation level, Reynolds stresses, temporal and spatial correlations, 

are summarised in Appendix C. As the separated shear layer develops in t he 

streamwise direction, the level of velocity fluctuation increases substantially un­

til it reaches the peak value upstream of the cavity trailing edge (Al Haddabi 

et al. , 2016). According to the experimental studies of Al Haddabi et al. (2016) 

and Ukeiley and Murray (2005), t he peak location is close to xj L = 0.8. In t he 
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proximity of this location, Grace et al. (2004) and Ukeiley and Murray (2005) 

found the peak of the Reynolds shear stress u' v' . In the experiment of Ukeiley 

and Murray (2005) (M ~ 0.2 and L/ D = 5.16), the peak values of the stream­

wise and normal-to-wall velocity fluctuation levels were 25% and 15% of the free 

stream velocity, respectively. On the other hand, the Reynolds shear stress was 

approximately 1.5% of the square of the free stream velocity. 

The spatial structures of the cavity separated shear layer turbulences have 

been examined using two-point spatial correlation Rij· By performing Ruu , Rvv , 

and Ruv correlations at different locations along the cavity separated shear layer , 

Ukeiley and Murray (2005) observed an evolution of a spatial scale across the 

separated layer at M ~ 0.2 and L / D = 5.16. These evolving spatial scales, 

according to Ashcroft and Zhang (2005), indicate the size of the coherent vortical 

structures which are the dominant turbulent structures in the cavity separated 

shear layer. Consequently, an integral length scale ly = J0
00 RuudY was proposed 

by the authors to examine the growth rate of the coherent vortical structures, as 

shown in Figure 2.6. The investigation showed that at M ~ 0.1 and L/ D between 

2 and 4, the structures' size increases steadily and rapidly at the central portion of 

the cavity. However, almost zero-growth rate was observed near the cavity leading 

and trailing edge regions. The zero-growth rate at the leading edge region was 

attributed to the insufficient resolution of the measurement technique, while the 

zero-growth at the cavity trailing edge was linked to the structure-trailing edge 

impingement that impedes any further growth. 

The recirculation vortices 

The centre, the size, and the strength of the recirculation vortices strongly depend 

on the L / D ratio. At M = 0.2 Ukeiley and Murray (2005) investigated the 

recirculation zone for: (i) a shallow cavity wit h L / D of 5.16 and (ii) a deep cavity 

with L/ D = 1.49. The study found that the deep cavity is dominated by a single 

recirculation vortex centred at the front third of the cavity. The shallow cavity, 

on the other hand, contains two counter-rotating recirculation vortices: a large, 

strong vortex cent red near t he cavity trailing edge (main recirculation vortex) and 

a smaller, weaker vortex located at the bottom corner of the cavity leading edge 

(secondary vortex). Ukeiley and Murray (2005) found in their experimental study 

that the maximum speed of the main recirculation vortex in t he deep cavity was 

25% of the free stream velocity, while this speed reached 30% of the free stream 
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Figure 2.6: The dimensionless integral length scale along the cavity separated shear 
layer at M:::::::; 0.1 (Q: Lj D = 4, <1: Lj D = 3, o: Lj D = 2) (Ashcroft and Zhang, 

2005). 

velocity in the shallow cavity. The size of t he secondary vortex, in contrast, 

increases with increasing L/ D ratio (Ashcroft and Zhang, 2005). 

The upstream boundary layer also affects t he recirculation vortices. At M 

= 0.022 to 0.044 and L/ D ratio of 4, Grace et al. (2004) investigated the re­

circulation vortices under the following upstream boundary layer conditions: (i) 

laminar boundary layer, and (ii) turbulent boundary layer. The switching from 

the laminar to the turbulent condition was made by tripping the upstream bound­

ary layer. The investigation revealed that the main recirculation vortex in the 

laminar case was concentrated and strong, whilst the main recirculation vortex 

in the turbulent case was weaker and diffused, as evident from Figure 2.7. The 

reason behind this, according to the authors, is the higher entrainment rate in 

t he upstream half of the separated shear layer in the turbulent case compared 

to the laminar case. As a result, the higher entrainment rate forces the main 

recirculation vortex in the turbulent case to extend towards the cavity leading 

edge region, leading to a diffused and weaker vortex. 

Three-dimensional effect 

The three-dimensionality of the cavity flow is caused by: (i) the side wall effect, 

and (ii) a traverse instability wave. The side wall effect was reported by Neary 
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(a) Open cavity flow with laminar upstream boundary layer 
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(b) Open cavity flow with turbulent upstream boundary layer 

Figure 2.7: Mean velocity streamlines showing the main recirculation vortex at M 
between 0.022 and 0.044 and L/ D ratio of 4 (Grace et al. , 2004). 

and Stephanoff (1987) at 31900 ::; R eL ::; 33500, where R eL is the Reynolds 

number based on the distance between the model leading edge and the cavity 

leading edge. The authors observed a significant spanwise curvature in the core 

of the vortical structures due to the side wall effect. This curvature, according to 

the authors, was also observed in cavities with large aspect ratios W / L . 

A transverse instability wave, according to Neary and Stephanoff (1987), trav­

els along the cavity span and forces the main recirculation vortex (primary vortex) 

to compress and expand, as illustrated in Figure 2.8. The transverse instability 

wave is probably generated due to the interaction between t he spanwise and the 

streamwise vorticity of the cavity separated shear layer (Knisely and Rockwell, 

1980). The impact of this instability wave is evident from the wavy pattern (cel­

lular pattern) of the separation line between the main recirculation vortex and 

the secondary vortex (Neary and Stephanoff, 1987). This cellular pattern was 

also observed by East (1963) at M ~ 0.18. 

The spectral signiture of t he transverse instability wave was obsrved by Neary 

and Stephanoff (1987) at 31900 ::; R eL ::; 33500, where R eL is the Reynolds 

number based on the distance between the model leading edge and the cavity 

leading edge. The authors found a broad spectral peak due to the amplitude 

modulation of t he wall pressure signal. The Reynolds number-independence of 
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Figure 2.8: Schematic drawing of the traverse instability wave of the main 
recirculation vortex (primary vortex) Neary and Stephanoff (1987). 
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this peak, according to the authors, suggests that the peak is not related to t he 

oscillations of the cavity separated shear layer, but to the transverse instability 

wave. 

2.2 Section summary 

At the leading edge of the shallow open cavity, the flow separates forming a sep­

arated shear layer. As the cavity separated shear layer develops downstream, it 

expands and grows. The growth rate of the cavity separated shear layer under­

goes four sequential stages: exponential, linear, saturated and eventually declined 

growth. The experimental studies have shown a noticeable discrepancy in t he 

growth rate, which is probably attributed to the variation in the flow condit ions. 

The reviewed studies have also revealed some information about turbulent 

characteristics of the cavity separated shear layer. It was found that the veloc­

ity fluctuations of the cavity separated shear layer increase in the streamwise 

direction until it peaks upstream of the cavity trailing edge. Additionally, the 

two points spatial correlation showed that the turbulence length scale increases 

steadily along the cavity separated shear layer until it levels out near the cavity 

trailing edge. Some researchers, such as Ashcroft and Zhang (2005), associated 

t his length scale to the size of the large coherent vortical structures formed within 

the cavity separated shear layer. 

As the cavity separated shear layer impinges on the cavity trailing edge, it 

deflects back towards the cavity leading edge forming the main recirculation vor­

tex, which derives a smaller recirculation vortex (secondary vortex). The size, 

the strength, and the centre of t hese vortices depend on the L / D ratio and t he 
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upstream boundary layer condition. 

The three-dimensional effect in the cavity flow is attributed to: (i) the side 

wall effect, and (ii) a transverse instability wave. The side wall effect causes a 

significant spanwise curvature in the core of the vortical structures. On the other 

hand, the three-dimensional effect of the transverse wave instability is evident 

from the cellular pattern of the separation line between the main recirculat ion 

vortex and the secondary vortex. According to one research, t his instability, 

which is Reynolds number-independent, modulates the amplitude of the wall 

pressure signal. 

3 Oscillations of the cavity separated shear layer 

This section examines the oscillations of the cavity separated shear layer. It 

focuses on the characteristics of these oscillations and the fact ors influences them. 

There are three modes of oscillations in open cavity flows at low speeds: (i) no­

oscillation mode, (ii) the wake mode, and (iii) the self-oscillation mode (Gharib 

and Roshko, 1987). The no-oscillation mode occurs in cavit ies with small L/ B0 , 

where B0 is t he momentum thickness of the boundary layer upstream of the cavity. 

In this mode, the separated shear layer smoothly bridges over the cavity with no 

noticeable oscillations. The wake mode, on the other hand, is associated with 

temporary reattachment of the separated shear layer on the cavity floor and 

shedding of very large vortical structures inside the cavity similar to that found 

behind bluff bodies, as shown in Figure 2.9 (a) . This mode is usually found in 

cavities behind bluff bodies (Gharib and Roshko (1987)) and flows past closed 

branches of a pipe (Sapienza and Eudossiana, 1995). In the self-oscillations mode, 

t he separated shear layer oscillates vertically in an organised manner (Suponitsky 

et al. , 2005), as shown in Figure 2. 9 (b). The following sections will focus on the 

self-oscillation mode, as it is relevant to t he current study. 

3.1 Shedding of the large vortical structures 

The self-oscillation mode of the cavity separated shear layer is associated with: 

(i) shedding of large, coherent vortical structures, and (ii) flapping motion of 

the cavity separated shear layer. The shedding of the large vortical structures is 

considered by many studies, such as Gharib and Roshko (1987), as the dominant 

instability in t he cavity separated shear layer. 
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Figure 2.9: Snapshots of the instantaneous velocity streamlines of a wake and 
self-oscillation modes. Flow was computationally simulated at R ed= 5000 and L / D = 

4 (Suponitsky et al. , 2005). 

Different approaches have been applied to reveal and ident ify the coherent 

vortical structures within t he cavity separated shear layer , such as smoke visu­

alisation, vorticity maps, and manipulation of the instantaneous velocity field. 

Little et al. (2007) successfully visualised the vortical structures using smoke vi­

sualisation at R ed '"" 105 , as shown in Figure 2.10. Lin and Rockwell ( 2001), on 

the other hand, used the instantaneous vorticity field to reveal these structure 

at R ed '"" 27 x 103 . The main disadvantage of this method is that t he vorticity 

contours do not distinguish between the shear effect of the separated shear layer 

and the rotational motion of the vortical structures (Garrido, 2014). A more 

successful vortex identification approach is probably the manipulation of the in­

stantaneous velocity field. Ashcroft and Zhang (2005) revealed large vortical 

structures spanning a cavity by manipulating the velocity field using the Galilean 

decomposition technique at R ed '"" 105 . This technique works by subtracting 

the averaged propagation speed of the vortical structures from the instantaneous 

Figure 2.10: Number of vortical structures spanning the cavity length at R eD"' 105 

(Little et al. , 2007). Arrows indicate large vortical structures. 
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velocity field. 

The formation process of the coherent vortical structures has been investi­

gated by different studies. For an axi-symmetrical cavity at a Reynolds number 

based on the model diameter between 2 x 104 and 105 , Virendra Sarohia (1975) 

reported that the vortical structures are formed due to the interaction between 

the oscillating separated shear layer and the cavity trailing edge. The flow vi­

sualisation images showed that the cavity separated shear layer starts oscillating 

vertically near the cavity leading edge. As t he separated layer approaches t he 

cavity trailing edge, the oscillations increase significantly. Consequently, as the 

separated shear layer deflects downwards at the trailing edge region, t he sepa­

rated layer rolls into a vortex, which sheds as the separated shear layer deflects 

upwards. 

The formation mechanism of t he coherent vortical structures in two-dimensional 

rectangular cavit ies is different. T he formation mechanism in t hese cavit ies is due 

to the instability of the cavity separated shear layer , as illustrated in Figure 2.11. 

When the cavity separated shear layer moves over the initially-stagnant cavity 

flow, the shearing action generates instability waves due to t he Kelvin-Helmholtz 

instability. The instability waves, then, grow along the streamwise direction and 

eventually roll into discrete vortical structures (Chan et al. , 2007). The esti­

mated scale of a typical vortex, according to experimental study of Rockwell and 

Knisely (1979), is approximately 6B0 , where B0 is the momentum t hickness of t he 

upstream boundary layer. 

As the vortical structures propagate downstream, the size of these structures 

increases and may interact wit h each other. At R e80 of 1.37 x 103 , Lin and 

u 
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Figure 2.11: The formation process of a vortical structure (Knisely and Rockwell, 
1982). 
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Rockwell (2001) claimed that t he small vortical structures merge to form larger 

vortical structures. However, the authors did not provide any evidence for t his 

interaction. In contrast, no vortex merging was reported by Little et al. (2007) 

At ReD rv 105 . Rockwell and Knisely (1979) and Knisely and Rockwell (1980) 

also did not observe this interaction within t he cavity separated shear layer at 

Reo0 between 106 and 324. 

The generated vortical structures propagate downstream at a constant speed. 

This speed can reach more than 50% of the free stream velocity (Rockwell and 

Knisely, 1979). However, it decreases as it approaches the cavity trailing edge. 

According to Rockwell and Knisely (1979), the speed reduction starts at a dis­

tance of approximately 4B0 from the cavity t railing edge. 

Near the cavity trailing edge, the trajectory of the large vortical structures, ac­

cording to Rockwell and Naudascher (1979), takes one of three scenarios, as shown 

in Figure 2.12: (i) complete impingement at t he cavity trailing edge, whereby t he 

vortex is swept down into the cavity; (ii) part ial impingement, which involves 

vortex severing; or (iii) complete escape, whereby the vortex is convected above 

the cavity trailing edge. Knisely and Rockwell (1982) attributed this trajectory 

variation of t he vortical structures to the flapping motion of the cavity separated 

shear layer . 

3.2 Flapping motion of the cavity separated shear layer 

The flapping motion is a cyclic vertical displacement of the cavity separated shear 

layer. This motion tends to modulate t he pressure signal at t he cavity trailing 

edge (Knisely and Rockwell, 1982). The lack of quantitative information in t he 

literature about the flapping motion is probably due to the random nature of t his 

(a ) Complete impingement (b) Partial impingement (c) Complete escape 

Figure 2.12: Hydrogen bubble visualisation for the scenarios of t he the large vortical 
t rajectories near t he cavity trailing edge. The visualisation was performed at Reo0 of 

106 and Lj()o of 142 (Rockwell and Naudascher , 1979). 
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motion. 

Virendra Sarohia (1975) attributed the flapping motion to the change in t he 

pressure across t he cavity separated shear layer. As the cavity separated shear 

layer deflect s upwards, the pressure inside the cavity decreases. Under t he in­

fluence of the pressure difference, the separated shear layer deflect s downwards 

towards the cavity. As a result , the pressure inside the cavity increases and 

bushes the separated layer upwards again. Knisely and Rockwell (1982) investi­

gat ed the flapping motion of t he cavity separated shear layer at Ree0 rv 102 and 

L/B0 between 50 abd 160. The study revealed t hat the flapping motion travels 

downstream as a wave with a particular propagat ion speed. This speed , according 

to the study, is similar to the propagation speed of the large vortical structures. 

3.3 Dimensionless parameters for the cavity separated shear 

layer oscillations 

The main dimensionless parameters for the oscillations of t he cavity separated 

shear layer are: (i) the dimensionless propagation speed Uc/U1, (ii) the dimension­

less oscillation frequency St, and (iii) the oscillation mode m. The dimensionless 

propagation speed is the ratio between the propagation speed of t he oscillation 

and the free stream velocity. This ratio can reach as high as 0.57 (Rossiter, 1964). 

The dimensionless oscillation frequency, loosely termed as t he dimensionless reso­

nance frequency, non-dimensionalises the oscillation frequency by the free stream 

velocity and the cavity length St = f L jU1. 

The oscillation mode m is the integer number of the large vortical structures 

spanning the cavity length simultaneously. As t he cavity length and/ or the free 

stream velocity increases gradually, the oscillation mode does not change unt il 

a certain point is reached, at which the mode "jumps" suddenly from a lower 

mode to a higher one, as illustrated in Figure 2.13. This jump is associated with 

a sharp increase in the dimensionless oscillation frequency. As t he cavity length 

and/or the free stream velocity continues to increase, the oscillation continues to 

jump to higher modes until t he oscillations become irregular (Virendra Sarohia , 

1975). 
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Figure 2.13: Dimensionless oscillation frequency as a function of the dimensionless 
cavity length L f6o . The dashed line indicates the modal jump. Data was obtained at 

Res0 of 0.92 x 103 and D /Bo of 12.95 (Virendra Sarohia , 1975). 

3.4 Factors affecting the organisation of the cavity sepa­

rated shear layer oscillations 

The organisation or the regularity of the cavity separated shear layer oscillations 

is recognised from the oscillations spectra. Highly organised regular oscillations 

exhibit a well defined spectral peak or peaks, while low organised random oscil­

lations are associated with a broadband spectra. The oscillations organisation 

is affected by different factors : (i) The feedback cycle, (ii) the reverse flow in­

teraction, (iii) t he double oscillat ion mode, (iv) the intermittency of the vortex 

shedding phenomena, (v) the small-scale disturbances, and (vi) the interaction 

with the streamwise vorticity. The feedback cycle, which will be discussed in 

the next section, highly organises and enhances the cavity separated shear layer 

oscillations. On the other hand, the reverse flow interaction modulates these 

oscillations. The remaining factors reduce the oscillations' organisation. 

Within the recirculation zone, sudden surges of reverse flow were observed by 

Lin and Rockwell (2001) at R ee0 of 1.37 x 103 and L / D = 4. These occasional 

flow surges occur due to the downward deflection of the separated shear layer 

at the cavity trailing edge. As a result, the flow is deflected at t he cavity trail­

ing edge and returned back towards the cavity leading edge, as demonstrated in 

Figure 2.14. The reverse flow interaction with cavity leading edge influences t he 

initial development of the cavity separated shear layer. The evidence presented 
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Figure 2.14: Snapshot of the instantaneous velocity field showing a sudden surge of 
the reverse flow. The figure was obtained at R ee0 of 1.37 x 103 and L/ D = 4. The 

arrows indicate the reverse flow (Lin and Rockwell, 2001). 

in the study suggest that the reverse flow interaction is, at least, partially re­

sponsible for the amplitude and frequency modulations of the cavity separated 

shear layer oscillations. Although this phenomenon has a significant impact on 

the oscillations of the cavity separated shear layer, rare studies have investigated 

it. 

The cavity separated shear layer usually oscillates at a particular oscillation 

mode (single mode). However, within the modal jump region, the oscilations 

randomly switch between the lower and t he higher oscillation modes (Virendra 

Sarohia , 1975). This is called the double oscillation mode. This behaviour was 

investigated by Yan et al. (2006) at M between 0.3 and 0.32 and L/ D = 4. The 

investigation revealed that the oscillation frequency for the single mode does not 

vary with time, and hence, the frequency spectrum is dominated by a relatively 

large amplitude peak as shown in Figures 2.15(a) and 2.15(c). On the other hand, 

the oscillations in the double mode switch rapidly between two modes, and hence 

the single spectral peak is split into two smaller peaks as illustrated in Figures 

2.15(b) and 2.15(d)(Yan et al. , 2006). The intermittency of t he vortex shedding 

phenomenon also affects the organisation of the cavity separated shear layer os­

cillations. As the shedding of the large vortical structures becomes intermittent, 

the spectrum of the cavity separated shear layer becomes broadband with no 

distinct peaks (Ashcroft and Zhang, 2005). 

The impact of the small-scale disturbances on the organisation of the cavity 

separated shear layer oscillations was investigated by Ashcroft and Zhang (2005) 

at M ~ 0.1 and L/ D between 2 and 4. These small-scale disturbances, accord­

ing to the authors, are less organised and have a shorter lifespan than the large 
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Figure 2.15: Spectral characteristics of single and double modes. The modes are 
indicated by arrows. The data were obtained at M between 0.3 and 0.32, and L / D = 

4 (Yan et al. , 2006). SPL: denotes sound pressure level. 

vortical structures. The authors claim that these small disturbances affect the 

location and the geometry of the large vortical structures, which leads to an in­

crease in the spatial intermittency of the large vortical structures. As a result, the 

spectra of the wall pressure signal becomes broadband. This claim is consistent 

with the findings of Roos and Kegelman (1986) on a separated shear layer over 

a backward facing step. According to the study, tripping t he laminar boundary 

layer generates more disturbances in the separated shear layer and causes more 

irregularity in the trajectory of the large vortical structures. Anot her influencing 

factor is the interaction between the spanwise coherent vortical structures and 
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the streamwise vorticity generated in the cavity separat ed shear layer. This inter­

action destroys the coherence of the spanwise vortical structures (Rockwell and 

Naudascher, 1979). 

3.5 Section summary 

The main instabilities in the cavity separated shear layer are: (i) the shedding 

of large coherent vortical struct ures, and (ii) the flapping motion of the cavity 

separated shear layer. Different approaches have been applied t o reveal t he co­

herent vortical st ructures within the cavity separated shear layer , such as smoke 

visualisation, vorticity maps and manipulation of the instantaneous velocity field . 

The coherent vortical structures in the rectangular cavities are formed due to t he 

Kelvin-Helmholtz instability. After generation, these structures convect at a con­

st ant speed of more than 50% of the free stream velocity. Near the cavity trailing 

edge, the coherent structures slow down and t ake one of t hese three scenarios: 

(i) complete impingement at the cavity trailing edge, (ii) partial impingement , 

or (iii) complete escape from the cavity trailing edge. This variation in the tra­

jectories of the coherent structures is attributed to the flapping motion, which is 

a cyclic vertical displacement of the cavity separated shear layer. The flapping 

motion is caused by the change in the pressure across the cavity separated shear 

layer. The lack of quantitative information in the literature about the flapping 

motion is probably due to the random nature of this motion. 

The main dimensionless parameters for the oscillations of the cavity separated 

shear layer are: (i) the dimensionless propagation speed Uc / U1, (ii) the dimen­

sionless oscillation frequency St = f LjU1, and (iii) the oscillation mode m . As 

the cavity length and or the free stream velocity increases, the oscillation mode 

"jumps" suddenly from a lower mode to a higher one. This jump is associated 

with a sharp increase in the dimensionless oscillation frequency. The oscillation 

mode continue to jump to higher modes until the oscillations become irregular. 

The organisation or the regularity of the cavity separated shear layer oscilla­

tions is affected by different factors: (i) the double oscillation mode, (ii) the in­

termittency of the vortex shedding phenomena, (iii) the small-scale disturbances, 

(iv) the interaction with the streamwise vort icity, (v) the reverse flow interaction, 

and (vi) The feedback cycle. The first four factors reduce the oscillations' organ­

isation. The reverse flow interaction phenomenon has a significant modulating 

impact on the oscillations of the cavity separated shear layer. However , rare 
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studies have investigat ed this phenomenon. The last factor is the feedback cycle, 

which highly organises and enhances the cavity separated shear layer oscillat ions. 

This cycle will be discussed in the next section. 

4 The feedback cycle 

This section describes the mechanisms of the feedback cycle and the associat ed 

predicting equations for the dimensionless oscillat ion frequency. 

In feedback cycle, the disturbances are generated in the cavity and then feed­

back towards the cavity separated shear layer to organise and enhance t he os­

cillations of this layer. As illustrated in Figure 2.16, the cycle consists of three 

stages: (i) the amplification/ interaction of the instabilities along the cavity sep­

arated shear layer, (ii) the generation of the feedback disturbances, and (iii) t he 

feedback of these disturbances t owards the cavity separated shear layer. 

The amplification/interaction of the instabilities along the cavity sep­

arated shear layer 

Similar to the mixing layers, t he instabilities of the cavity separated shear layer 

undergo two stages of development: (i) linear growth, and (ii) nonlinear inter­

action. The concept of each stage is provided in Section 1.1. These stages were 

investigat ed by Knisely and Rockwell (1982) at Ree0 rv 102 and L/ Bo between 50 

and 160. The study was carried out using hot-film measurments on the separation 

point of the cavity separated shear layer. W ithin the region of the linear growth , 

two frequencies were found most amplified, which are the oscillation frequency (or 

......... 
.................... 

······ 
II. Generation of Feedback Disturbances 

1. Amplification/Interaction of Instabilities / 

Figure 2.16: The feedback cycle in open cavity flow. 
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the fundamental frequency) and the sub-harmonic of the fundamental frequency. 

The fundamental and the sub-harmonic are attributed to the shedding of t he 

large vortical structures and the flapping motion, respectively. The instability 

growth rate in this region, according to the study, is constant , rapid, and follows 

the linear spatial-stability theory for inviscid shear layer proposed by Betts and 

Umiastowski (1976), as illustrated in Figure 2.17. 

The study of Knisely and Rockwell (1982) found that beyond approximately 

L I eo = 20 the nonlinear interaction between t he fundamental and the sub­

harmonics takes place. This interaction either reinforces t he sub-harmonics or 

generates additional weaker sub-harmonics. It was also found that the funda­

mental frequency interacts with itself to form new harmonics, and then the new 

harmonics interact with the fundamental frequency to generate higher harmon­

ics. The harmonic and the sub-harmonics of t he fundamental frequency was also 

reported in the velocity spectra of Rockwell and Knisely (1979) experiment at 

Ree0 of 106 and 324, and L/ B0 "" 102 . In contrast, Little et al. (2007) did not 

find any harmonics nor sub-harmonics in the wall pressure spectra at M = 0.3 

and L/ D = 4. This discrepancy is probably because of the spectral analysis in 

the experiments of Rockwell and Knisely (1979) and Knisely and Rockwell (1982) 

Non-Linear 

Interaction 

0·0001 .._._.........._..._.._ l_._l.........__.__,__.__........._( .......... ..L....I......I....L....J 

20 40 60 80 
1'/0, 

Figure 2.17: Growth rates of the fundamental and the sub-harmonic frequencies with 
increasing downstream distance. The squares indicate the fundamental frequency, 

while the triangles indicate the sub-harmonic. The linear spatial stability theory is 
represented by solid and dashed lines. Data was obtained at Ree0 = 190 and Lfeo of 

80 (Knisely and Rockwell, 1982). 
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were performed using the velocity fluctuations of t he cavity separated shear layer , 

while the spectral analysis in the Little et al. (2007) experiments were performed 

using the wall pressure fluctuations of the cavity floor. 

4.1 The mechanisms of feedback disturbances 

Different feedback mechanisms have been found in open cavity flows. These 

mechanisms include: (i) the hydrodynamic feedback, (ii) the acoustic feedback, 

(iii) the standing wave, and (iv) the fluid-elastic interaction. The fourth mech­

anism (the fluid-elastic interaction) will not be examined in this section since it 

is not relevant to the current study. This type of interaction is associated with 

the displacement of the cavity solid boundaries , such as a cavity with a vibrating 

component. In t he present study, the cavity model is sufficiently stiff, and hence 

the fluid-elastic interaction has been prevented. 

The Hydrodynamic Feedback 

The hydrodynamic feedback is also referred by Rockwell and Naudascher (1978) 

as the "fluid-dynamic" interaction. As the separated shear layer impinges on the 

cavity trailing edge, velocity and pressure changes in this region. These distur­

bances are then convected upstream to impact the separated shear layer , par­

ticularly the sensitive separation region at the cavity leading edge (Knisely and 

Rockwell, 1982). The harmony between the fluctuations in t he cavity leading and 

trailing edges organises t he oscillations of the cavity separated shear layer. T his 

influence was uncovered by Rockwell and Knisely (1979) at Ree0 between 106 and 

324. The study found that placing an impingement edge downstream of a back­

ward facing step increases the organisation and the amplitude of t he oscillations 

of the cavity separated shear layer. This is evident from the narrow-band peak in 

t he velocity spectra of the cavity separated, as shown in Figure 2.18. According 

to the authors, this organising effect includes the fundamental, the harmonic, and 

t he sub-harmonic frequencies of oscillation. The authors attributed this organ­

ising effect to t he hydrodynamic feedback from t he impingement edge. Further 

investigations, carried out by Gharib and Roshko (1987) on an axisymmetric cav­

ity at a Reynold number based on t he model diameter of 2.4 x 104 , revealed that 

the harmony between the leading and trailing edges fluctuations are satisfied by 

t he "phase criterion". According to this criterion, the phase difference between 
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Figure 2.18: Comparison of streamwise evolution of velocity spectra without (a) and 
with (b) the cavity impingement edge at corresponding locations in t he cavity shear 

layer (U/Ut = 0.95) (Rockwell and Knisely, 1979). 

t he fluctuations in the cavity leading and trailing edges is an integer multiple of 

2n. The author expressed this mathematically as follows 

¢ L fL 
- = - = - = m 
27r A Uc 

(2.2) 

where ¢ is the overall phase difference of the fluctuations between the two 

cavity corners, ,\ is the oscillation wavelength, f is the oscillation frequency, Uc is 

the propagation speed of the disturbances, and m is the order of the oscillation 

mode which is an integer number. However, as the cavity length increased beyond 

L/B0 = 155, the phase criterion lost its validity, and the oscillations of t he cavity 

separated shear layer become random. Similar phase criterion was reported by 

Knisely and Rockwell (1982) for a rectangular cavity at Ree0 ""' 102 . Another 

version of the phase criterion was proposed by Virendra Sarohia (1975) for an 

axisymmetric cavity at a Reynolds number based on the model diameter between 

2 x 104 and 105 . According to this study, the phase criterion satisfies ¢ / 2n = 

L/ ,\ = m + 0.5. This formula was satisfied until the oscillations in the study 

became random at approximately L/60 2:: 18. 
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The Acoustic Feedback 

Acoustic waves can enhance the oscillations of the cavity separated shear layer. 

Rossiter (1964) performed a number of experiments on the open cavity flow at 

transonic and subsonic speeds. The study yields the Rossiter hypothesis on acous­

tic feedback, which states that the cavity acoustic noise is generated due to the 

passage of the vortical structures over the cavity trailing edge, and that the 

generated acoustic waves propagate upstream to excite the vortical structures 

at the cavity leading edge, as shown in Figure 2.19. Based on this hypothesis, 

the author derived the following semi-empirical equation to predict the cavity 

oscillations frequency, which is referred to as the "Rossiter equation": 

m-a 
St = fL/Ui = 1 M+-

"' 
(2 .3) 

where m is the oscillation mode (also known as Rossiter mode), M is Mach 

number, "' is the ratio of the propagation speed of the vortical structures to the 

free stream velocity, and a is the phase lag factor between the vortex-edge inter­

action and the generation of the upstream feedback disturbances. The empirical 

constants, a and "'' in the experiment of Ahuja and Mendoza (1995) at M = 0.065 

to M = 1 were 0.25 and 0.65, respectively. 

The Rossiter equation is less successful at M < 0.4 (Tam and Block, 1978). 

Thus, various researchers, such as Tam and Block (1978), modified this equation. 

Tam and Block (1978) modified the Rossiter model by including the effect of 

the reflections of t he acoustic feedback on the cavity walls. The authors found a 

Generation of Vortex-trailing 

T = t 0 

Arrival of the 

acoustic wave 

\ 

T = t 0 +M 

Figure 2.19: The acoustic feedback mechanism hypothesised by Rossit er (1964). The 
sketch shows two time frames separated by a time delay !lt (reproduced from Patricia 

et al. (1975)). 
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good agreement between the proposed model and the experimental data within 

0.2 < M < 1.2, but the model was less accurate at lower Mach numbers M < 
0.2. 

Although the Rossiter equation was originally proposed for high speed cavity 

flows, some low speed studies M :::; 0.3 have claimed good agreement between 

the measured oscillations frequency and the frequency predicted by the Rossiter 

equation. At M = 0.2 and L / D = 1.49, Ukeiley and Murray (2005) reported 

two sharp spectral peaks. One of them, according to the authors, agrees with 

the Rossiter equation. Daoud et al. (2006) also claimed good agreement with the 

Rossiter equation at M = 0.086 and L/ D = 8. However, mode number m, a, 

and r~, in both studies were selected based on the best fit and the experiments 

of Rossiter (1964) at high speeds. No measurements were provided for these 

parameters. The agreement between these experiments and the Rossiter equation 

maybe be attributed to the flexibility of the equation, not to the actual existence 

of the acoustic feedback mechanism. Moreover, there has not been any study in 

the literature which proves the validity of the Rossiter equation at low speeds. 

The Standing Wave 

The oscillations in the standing wave mechanisim are excited by acoustic stand­

ing waves. According to Patricia et al. (1975), when the broadband noise gener­

ated in the cavity separated shear layer coincides with one of the cavity acoustic 

natural modes, the oscillations of the cavity separated shear layer receive great 

enhancement, as illustrated in Figure 2.20. These acoustic natural modes are 

geometry-dependant. They are generated due to the noise interaction with: (i) 

the cavity length (length mode) , or (ii) cavity depth (depth mode), or (iii) cavity 

span (width mode). According to Patricia et al. (1975), the length modes h and 

t he width modes fw are calculated as follows, 

Nc 
h= 2L 

Nc 
fw= 2W 

(2.4) 

(2.5) 

where N is the acoustic mode number (N = 1,2 .... etc.) and cis the sound 

speed in the fluid. 

The acoustic standing wave can also be generated between the cavity and any 
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Figure 2.20: Standing wave mechanism within a cavity (Patricia et al. , 1975). 

solid boundary above it, such as the standing wave between a cavity and t he 

top roof of a wind tunnel or a duct. Ziada et al. (2003) proposed the following 

equation to predict this acoustic transversal mode, 

Nc 
fr = 2H (2.6) 

where N = 1,2 .... etc, and H is the distance between the cavity and the top 

solid boundary. 

The standing wave mechanism has been reported in various low speed cavity 

experiments, such as Ziada et al. (2003) experiment for a confined shallow cavity 

at M between 0.1 and 0.3 and Samimy et al. (2007) experiment at M between 

0.2 and 0.7. 

4.2 Section summary 

The feedback cycle greatly organises and enhances the oscillations of the cav­

ity separated shear layer. The cycle consists of three stages: (i) the amplifica­

tion/interaction of the instabilities along the cavity separated shear layer , (ii) the 

generation of t he feedback dist urbances, and (iii) the feedback of these distur­

bances towards the cavity separated shear layer. 

In the first stage, some instabilities get amplified. The amplified instabilit ies 

then interact with each other to reinforce particular instabilities or generate new 

instabilities. In the second stage, the amplified instabilities generate feedback 

disturbances via: the fluid-elast ic interaction, hydrodynamic feedback, standing 
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wave or acoustic feedback. The fluid-elastic interaction is not relevant to the 

current study. The hydrodynamic feedback and the standing wave mechanisms 

have been reported in low speeds cavity experiments, and they are linked to t he 

equations of the phase criterion and the cavity acoustic modes, respectively. The 

acoustic feedback is predicted using the Rossiter equation. Although some low 

speed studies have claimed good agreement with the Rossiter equation, t hese 

studies have not provided any measurements for the equation parameters (m, a , 

and r;,). Moreover, there has not been any study in the literature yet proves the 

applicability of the Rossiter equation at low speeds. 

5 Cavity flow control 

The term "flow control" in aerodynamics refers to any mechanism or process 

used to favourably alter a particular characteristic of the flow field ( Gad-el Hak 

et al. , 1998). According to Gad-el Hak et al. (1998), is "whether the task for 

flow control is to delay/advance transition, to suppress/enhance turbulence or 

to prevent/provoke separation, useful end results include drag reduction, lift en­

hancement, mixing augmentation and flow-induced noise suppression". 

Based on the power requirements, flow control methods are classified into 

passive and active control methods. Passive control methods do not require input 

power, for instance, vortex generators and riblets. On the other hand, the active 

control methods consume power. As illustrated in Figure 2.21 , the active devices 

(actuators) can be: (i) fluidic , such as steady and unsteady jets, (ii) Moving 

object/surface, for example a rotating surface, (iii) Plasma actuator, or (iv) others 

such as electromagnetic devices ( Cattafesta and Sheplak, 2011). These devices are 

usually incorporated in open-loop, feed-forward or feedback control systems, as 

shown in Figure 2.22 (Gad-el Hak et al. , 1998) . The open-loop control systems do 

not contain any sensing element, and hence the actuator action is predetermined. 

In contrast, the actuator action in the feed-forward control systems is determined 

by the signal received from the sensing element. While the feed-forward control 

systems do not monitor the controlled variable itself, the controlled variable in the 

feedback control systems is monitored, fed back and compared with a reference 

input. 

Controlling the open cavity flow at low Mach numbers M < 0.3 has been 
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Figure 2.21: Classification of t he active devices ( Cattafesta and Sheplak, 2011). 
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investigated thoroughly in the past 60 years. The main objectives of these inves­

tigations have been to: (i) suppress the narrow-band peaks of the cavity separated 

shear layer oscillations, and (ii) attenuate the narrow-band acoustic tones and t he 

overall sound pressure level (OSPL) of the cavity-induced noise. Generally, sta­

bilising the cavity separated shear layer (first objective) implies a reduction in 

the noise level (second objective) (Sarohia and Massier, 1976). 

In the current study, the cavity flow control methods will be classified based on 

the working principles into five categorises, which are: (i) geometry modification 

of cavity leading and trailing edges, (ii) excitation of the upstream boundary 

layer, (iii) stabilising the recirculation zone, (iv) frequency excitation, and (v) 

phase cancellation. 

5.1 Geometry modification of the leading and trailing edges 

Geometry modification of the cavity leading and t railing edges (Figure 2.23) has 

been widely used for cavity flow control at high speeds M ?: 0.3. T his method 

aims to minimise t he interaction between t he separated shear layer and the cavity 

trailing edge. Franke and Carr (1975) suppressed the cavity oscillations using 

double ramps at the cavity leading and trailing edges. Ethembabaoglu (1973) 
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Figure 2.22: Types of active control systems: a) open-loop control system, b) 
feed-forward control system, and c) feedback control system (Gad-el Hak et al. , 1998). 

achieved a significant oscillations reduction by ramping, rounding, and offsetting 

the cavity trailing edge. A similar effect can be achived by installing a spoiler 

at the cavity leading edge. The spoiler, according to Cattafesta et al. (2003), 

shifts the reattachment location of the separated shear layer downstream of t he 

cavity trailing edge, and hence the feedback disturbances are minimised. Overall, 

the geometry modification approach has been highly successful in suppressing the 

cavity oscillations. 
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Figure 2.23: Sketch of different geometry modification approaches: (E) trailing edge 
offset, (F) trailing edge gradual ramp, (G) spoiler at the leading edge, (H) leading 

edge deflector, ( J) leading edge spoiler and trailing edge ramp (Rockwell and 
Naudascher , 1978). 

5.2 Excitation of the upstream boundary layer 

Another method of supressing the cavity separated shear layer oscillations is by 

exciting the boundary layer upstream of the cavity. A typical example of t his ap­

proach is the experiments of Patricia et al. (1975). The aut hors installed fences 

and roughness elements upstream of the cavity at M between 0.12 and 0.24, and 

L / D between 1 and 4. According to this study, the tripping devices generated 

broadband turbulences that dis-organised t he cavity oscillations. The hydro­

dynamic and the acousitc pressure spectra showed that the roughness elements 

suppressed some acoustic modes without any net reduction in the overall noise. 

However , the tripping devices were found less effective at higher free stream ve­

locities, possibly due to the reduction of the boundary layer thickness. Similar 

effects were observed with increasing the cavity length. On the other hand, Chan 

et al. (2007) used an active device to excite the upstream boundary layer at M 

between 0.03 and 0.06, and L / D = 1. A streamwise array of plasma actua­

tors was installed upstream of t he cavity in order to induce streamwise vortical 

structures, as shown in Figure 2.24 (a). The particle image velocimetry results 

suggest that the streamwise structures are convected downstream along the sep­

arated shear layer, as evident from Figure 2.24 (b) . According to the study, t he 

induced structures impede t he development of the spanwise vortical structures in 

the cavity separated shear layer. Consequently, the shedding phenomena became 

more intermittent. The plasma excitation completely suppressed the dominant 
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Figure 2.24: The experimental study of Chan et al. (2007) at M = 0.03 and L / D = 1. 
The black regions in subfigure (b) represent the cavity leading and trailing edges, 

while the light-grey strips represent the location of the plasma actuators. 

acoustic tone along with its harmonics. Although the plasma actuators generate 

narrow-band spectral peaks, the overall sound pressure level (OSPL) reduced by 

approximately 22%. 

5.3 Stabilising the recirculation zone 

The continuous mass exchange within the recirculation zone (the inflow and out­

flow at the cavity leading and trailing edges) enhances the oscillations of the 
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cavity separated shear layer Sarohia and Massier (1976). Therefore, stabilising 

the recirculation zone is an effective way of suppressing the cavity oscillations. 

Sarohia and Massier (1976) forced a steady jet of fluid from the cavity floor at 

M between 0.18 and 0.35, and L / D from 0.5 to 1.5. The fluid was injected along 

the cavity floor. The velocity spectra of the cavity separated shear layer showed 

that the injection suppressed the dominant spectral peak, but it increased the 

amplitude of the lower-frequency peak. According to the authors, the injection 

of the steady flow along the cavity floor eliminates any mass imbalance between 

the inflow and outflow to the cavity. Furthermore, the jet pushed the cavity sepa­

rated shear layer upwards and away from the cavity trailing edge. As a result, the 

feedback of disturbances towards the cavity separated shear layer is minimised. 

Consequently, the cavity induced noise is significantly reduced. 

At Ree = 194, Kuo and Huang (2001) minimised the cavity separated shear 

layer oscillations by reducing t he interaction between the main recirculation vor­

tex and the cavity separated shear layer. In this experimental study, the authors 

examined various passive control devices: (i) positively and negatively sloped 

cavity floor, and (ii) a vertical fence installed at different streamwise locations 

on the cavity floor as shown in Figure 2.25. The velocity spectra and t he ve­

locity auto-correlation revealed t hat as t he positive or negative slope increases, 

the oscillations of the cavity separated shear layer decrease until they are com­

pletely suppressed. As illustrated in Figure 2.25 (a), the negative slope generates 

an adverse pressure gradient on the recirculation flow. This pressure gradient 

slows the recirculation vortex and reduces its interaction with the cavity sepa­

rated shear layer. The positive slope, on the other hand, reduces the oscillations 

of the cavity separated shear layer due to two reasons. Firstly, it reduces t he 

effective area of the cavity trailing edge, and hence the feedback of the cavity 

separated shear layer disturbances is significantly suppressed. Secondly, t he pos­

itive slope reduces the size of t he main recirculation vortex. Consequently, t he 

main recirculation vortex affects a smaller portion of the cavity separated shear 

layer, as demonstrated in Figure 2. 25 (b). The authors also found that installing 

the vertical fence at x / L = 0.3, 0.5, and 0.8 significant ly suppresses the cavity 

oscillations. The fence, according to the authors, forces the recirculation vortex 

to impinge and bifurcate at a certain point on the cavity separated shear layer, 

as shown in Figure 2.25 (c). As a result , the oscillations are suppressed due to 

the out-of-phase relationship between the impinging recirculating flow and the 
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oscillations of the cavity separated shear layer. 

Yoshida et al. (2006) performed a computational simulation of the cavity flow 

with a moving cavity floor. The simulation was carried out at a R eD of 6000 

and L/ D = 2. The simulation discovered t hat moving the cavity floor with 

sufficient speed rearranges the recirculation vortices in a way t hat enhances t he 

stability of the cavity separated shear layer. Moving the cavity floor in the ant i­

streamwise direct ion at a speed of more than 10% of the free stream velocity (U1) 

generates a large clockwise recirculation vortex (Figure 2.26 (b)), while moving 

the cavity floor in the streamwise direction at a speed of more t han 19.5% of U1 

produces two parallel and horizontally-oriented recirculation vortices (Figure 2.26 

(c)). In both cases, the stability of the cavity separated shear layer is enhanced 

and the oscillations are almost suppressed. Another computational study was 

carried out by Suponitsky et al. (2005) at R eD of 5000 and L / D = 4. In t his 

study, steady flow is simultaneously injected and sucked at the cavity leading and 

trailing edges, respectively, as demonstrated in Figure 2.27 (a) . According to t he 
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Figure 2.25: The working principles of the sloped floor and vertical fence (Kuo and 
Huang, 2001). 
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Figure 2.26: Instantaneous streamlines (solid lines) and grayscale contour plots of 
vorticity for Yoshida et al. (2006) simulation. The simulation was carried out at R eD 

of 6000 and L/ D = 2 (Yoshida et al. , 2006). 

study, increasing the injection rate beyond a threshold value causes the cavity 

separated shear layer to be isolated from the recirculation zone. As a result, t he 

main recirculation vortex becomes weaker and t he momentum of the reverse flow 

decreases, as evident from Figure 2.27 (b). Consequently, t he cavity separated 

shear layer becomes more stable and the oscillations are effectively suppressed. 

The threshold value for the injection rate was found to be Cll- ~ 0.11%, where e ll­

is the momentum coefficient, that is expressed as, 

pjUJAj 
ell-= 2 

0. 5 P f U f A cavity 
(2.7) 

where j and f denote the injected flow and the free stream, respectively. Aj 

and Acavity are t he slot area and the cavity floor area, respectively. A similar 

effect was achieved with injection alone. Therefore, the suction from the cavity 

trailing edge, according to the authors, does not seem to have any significant 

impact on the oscillations apart from keeping the net forced mass flux zero. 

5.4 Frequency excitation 

Although the aforementioned control techniques are relatively simple and easy to 

implement, the effectiveness of some of them is limited to a narrow range of flow 

conditions. Recently, more research has been adopting the frequency excitation 

and the phase cancellation approaches. These approaches rely on easy-controlled 

actuators, such as zero-net mass unsteady synthetic jets (Debiasi and Samimy 

(2004) and Little et al. (2007)), and vibrating elements (Cattafesta et al. (1997)) . 

Furthermore, these approaches can be easily incorporated within a feedback con­

trol system to gain wider operational conditions as well as reducing the cost of 
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Figure 2.27: Simultaneous steady injection and suction. Data was simulated at ReD 

of 5000 , L/ D = 4 and Cf-1 of 0.8 (Suponitsky et al. , 2005). 

electrical power consumption. 

Frequency excitation works by forcing a new frequency into the cavity sepa­

rated shear layer to disorganise t he oscillations of t he cavity separated shear layer. 

Frequency excitation can be classified into three categories: (i) near-instability 

excitation, whereby the forcing frequency is slightly different from the oscillat ion 

frequency, (ii) mode excitation which involves exciting an additional oscillation 

mode, and (iii) high-frequency excitation, whereby the forcing frequency is sub­

stantially higher than the oscillation frequency. 

Near-instability excitation 

The working principles of the near-instability excitation are revealed by the ex­

perimental work of Gharib (1987) at a Reynolds number based on the cavity 

model of 24 x 103 . In this study, a heated strip was installed upstream of t he 

cavity to excite Tollmien-Schlichting waves at a particular forcing frequency F1. 

As shown in Figure 2.28, increasing the forcing power P1 gradually suppresses 

the natural oscillation frequency F(cases (a) to (d)). The forcing and natural 

frequencies then equalise in case (d). Increasing t he forcing power further causes 

the forcing frequency to dominate the cavity separated shear layer , as evident 

from cases (e) to (g). According to the author, t he total amplitude of the coex­

isting peaks (cases (b) to (f)) is less than the amplitude of a single peak (cases (a) 
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and (g)) . T his behaviour, which explains the effectiveness of the near-instability 

excitation, is attributed to the destructive interaction between the forcing and 

natural oscillation frequencies (Grundmann and Tropea, 2009). Another study on 

near-instability excitation was performed by Cattafesta et al. (1997) at M ~ 0.11. 

In this experimental study, the frequency was excited using segmented piezoelec­

tric actuators installed at t he cavity leading edge. According to the authors, the 

forcing frequency suppressed the oscillation frequency, as well as the broadband 

level of t he oscillations. 
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Figure 2.28: Influence of increasing forcing power Pf on the velocity spectra of the 
cavity separated shear layer. Data was obtained at Reynolds number based on the 

cavity model of 24 x 103 (Gharib, 1987) . 
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Mode excitation 

The principles of mode excitation are similar to the double mode oscillations. It 

involves switching between two frequencies, and hence the single spectral peak 

is split into two smaller peaks. Over a wide range of free stream velocities 

(0.25 < M < 0.5) Debiasi and Samimy (2004) applied a zero-net mass, un­

steady synthetic jet from the cavity leading edge, as illustrated in Figure 2.29. 

The jet was controlled by a logic-based controller, that monitors the flow con­

dition inside the cavity and then searches for the optimum forcing frequency in 

order to achieve maximum spectral peak reduction. The study found that the 

optimum control of the single mode oscillation is achieved by exciting an addi­

tional oscillation mode. At M = 0.3 and L / D = 4, Little et al. (2007) attempted 

to suppress a single mode oscillation by exciting: (i) a higher-order mode, or (ii) 

a lower-order mode. It was found that forcing the lower-order mode shifts the 

oscillation frequency without any peak reduction. On t he other hand, forcing 

at the higher-order mode significantly suppresses the natural oscillation mode. 

The authors attributed the effectiveness of the higher-order mode excitation to 

the merging/pairing of the large vortical struct ures at the downstream portion of 

the separated shear layer. The events of the merging/pairing, according to the 

authors, destroy t he coherence of the vortical structures. This is evident from t he 

lack of coherent structures in the downstream portion, as illustrated in Figure 

2.30 (b). Furthermore, the merging/pairing events generate a sub-harmonic that 

randomly switches with the oscillation frequency. Due to all of t hese factors , the 

dominant oscillation frequency is effectively suppressed. 

Figure 2.29: Zero-net mass, unsteady synthetic jet was used in the experimental work 
of Debiasi and Samimy (2004) and Litt le et al. (2007). 



Chapter 2. Literature Survey 

0.5 

'i 0 

·0.5 

(a) Baseline flow (no jet) 

0.5 1 5 2 2.5 
x/0 

3.5 

(b) With higher-order mode excitation 

45 

Figure 2.30: Contours of phase-averaged normal-to-wall velocity fluctuations at M = 
0.3 and L / D = 4 (Little et al. , 2007). 

High-frequency excitation 

The third category of the frequency excitation is the high-frequency excitation 

(HF), which has been applied at high speeds. HF devices, such as resonance tubes 

and rods, are usually installed upstream of the cavity. These devices generate dis­

turbances at frequencies much higher than the oscillations frequency. According 

to Stanek et al. (2000), HF devices work by accelerating the energy cascade, so 

that all coherent structures within the cavity separated shear layer are replaced 

by a large population of small disturbances. 

5.5 Phase cancellation 

The phase cancellation approach works by forcing the cavity separated shear layer 

to oscillates at a phase angle different from the phase angle of the feedback dis­

t urbances. As a result, a destructive interaction takes place between the feedback 

disturbances and the oscillations of the cavity separated shear layer, and hence 

the cavity oscillations are suppressed (Little et al. , 2007). This approach was in­

troduced to the cavity flow by Gharib (1987). The author attenuated the cavity 

oscillations by manually adjusting the phase of the excited disturbances upst ream 

of the cavity. However, due to a small phase drift in the cavity oscillations, the 

author could not maintain the attenuation for a long period of time. Recently, 

the phase-cancellation approach has been incorporated in a feedback control sys­

tem, whereby the cavity oscillation signal is monitored and t ime-delayed before 

it is fed back to t he actuator, as illustrated in Figure 2.31. This control system, 

which has been implemented by several researchers (Williams et al. , 2000, Ziada 

et al. , 2003, Little et al. , 2007, Micheau et al. , 2004), effectively suppresses the 
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oscillations of the cavity separated shear layer. At M = 0.3 and L/ D = 4, Little 

et al. (2007) compared the phase cancellation control method against the mode 

excitation approach. The comparison revealed t hat the phase-cancellation control 

method is slight ly more effective in suppressing t he dominant spectral peak than 

t he mode excitation approach . The flow visualisation results showed that t he 

former approach reduces the coherence of the vort ical structures more effectively 

than the latter approach. 

Rowley and Williams (2006) claimed that complete attenuation of the dom­

inant oscillation frequency wit h a feedback cont rol syst ems is t heoretically im­

possible. According to t he authors, this limitation is due to the "peak split ting" 

phenomena. At a certain point of increasing the control gain of t he actuator, t he 

dominant oscillation peak is split into two peaks. Peak splitting, according t o t he 

authors, is a fundamental limit at ion in the feedback control syst ems, particularly 

with narrow-band width actuators and large t ime-delay controllers. T he authors 

attributed this phenomenon to t he area rule which states that any decrease in t he 

sensitivity over one frequency range must be balanced by an increase for some 

other frequencies. To minimise t he impact of t his issue, t he authors suggested 

using a wide broadband actuator. 

5.6 Section summary 

The main objectives of open cavity flow control are to : (i) suppress the narrow­

band peaks of t he cavity separated shear layer oscillations, and (ii) attenuate 

t he narrow-band acoustic t ones and the overall sound pressure level ( OSP L) of 

_____. 

Cavity 

L 

II 
Microphone 

Vibrating 
/ surface 

Shaker 
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Figure 2.31: Phase cancellation control loop with a vibrating surface at t he cavity 
trailing edge (Micheau et al. , 2004). 
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the cavity-induced noise. The current study classifies the open cavity flow control 

methods at low-subsonic speeds into five categorises: (i) geometry modification of 

cavity leading and trailing edges, (ii) excitation of the upstream boundary layer , 

(iii) stabilising the recirculation zone, (iv) frequency excitation, and (v) phase 

cancellation. Although the first three control techniques are relatively simple 

and easy to implement, the effectiveness of some of them is limited to a narrow 

range of flow conditions. On the other hand, frequency excitation and the phase 

cancellation approaches: (i) rely on easy-controlled actuators, and (ii) can be 

easily incorporated within a feedback control system to gain wider operational 

conditions as well as reducing the cost of electrical power consumption. However, 

complete attenuation of the dominant oscillation frequency with a feedback con­

trol systems is theoretically impossible due to t he "peak splitting" phenomena . 

6 Concluding remarks 

Numerous studies have been conducted to examine the time-averaged character­

istics of the cavity flow and the oscillations of t he cavity separated shear layer. 

However, most of these studies focus on the large vortical structures of the cav­

ity separated shear layer. Rare studies have investigated t he phenomenon of the 

reverse flow interaction, which has a significant effect on the oscillations of t he 

cavity separated shear layer. This leaves a wide gap in this field of research. 

Studying t he development and t he impact of this phenomenon on t he stability of 

t he cavity separated shear layer and quantifying its frequency over a wide range 

of Reynolds numbers would be highly interesting from an academic point of view. 

As it was seen , various cavity flow control methods have been implemented to 

suppress the cavity-induced noise and the oscillations of the cavity separated shear 

layer. The current study introduces a novel flow control strategy to the cavity 

flow. In t his study, steady jets will be applied to the cavity flow with different: 

momentum fluxes, slot configurations, and blowing locations. The jets impact on 

t he time-averaged flow field and t he cavity separated shear layer oscillations will 

be investigated . The purpose of the steady jets is suppressing t he oscillations of 

t he cavity separated shear layer. 
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Chapter 3 

Experimental Set-up 

This chapter provides the details of the wind tunnel facility, t he experimental 

model, the test cases, and the utilised flow diagnostic techniques. The chapter also 

discusses the experimental procedure and the limitations of the flow diagnostic 

techniques used. Uncert ainty estimations are provided at the end of the chapter. 

1 Wind tunnel 

The experiments were carried out in the De Havilland tunnel, which is a closed­

return wind tunnel, as shown in Figure 3.1. The wind speed at t he test section 

can reach up to approximately 76 m/s. The air is circulated in the tunnel via 

Figure 3.1: Sketch of De Havilland closed-return wind tunnel (top view) (Giuni, 2013). 
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a 3 m-diameter fan. The octagonal test section of the tunnel is 2.04 m high , 

2.65 m wide, and 5.60 m long. Gaps of 5 em are provided upstream and down­

stream of the test section in order to keep the test section static pressure equal 

to approximately the atmospheric pressure. The test section is equipped with a 

pitot tube and thermocouple to monitor the velocity and temperature of t he free 

stream upstream of the model. The test section is also equipped with several 

windows allowing a wide optical access from the sides and from t he top. The test 

section has a rotating floor to align the model with respect to t he centerline of the 

test section. The tunnel is equipped with honeycombs and fine meshes upstream 

of the test section in order to reduce the turbulence intensity of the free stream. 

The averaged turbulence intensit ies of the free stream, evaluated by laser Doppler 

anemometry at different locations within the test section, are 1.82%, 1.95%, and 

2.29% for free stream velocities of 11.1, 22.1 , and 43.7 m/ s, respectively. 

2 Experimental model 

Figure 3.2 shows the experimental model. The main body of the model is made 

of wooden panels and painted black to minimise laser reflections for laser-based 

flow diagnostic methods. The model was aligned with the centreline of the test 

section and fastened to the floor by four airfoil-shaped carbon fibre legs. Two 

inter-changeable 2.9 mx 0.57 m side plates were bolted to t he sides of the model. 

One of t he side plates is made of perspex to allow optical access for flow diagnostic 

techniques, while the other was made of wood. To add rigidity to the perspex 

plate, two thin carbon fibre airfoils were bolted between the two side plates, thus 

the perspex plate was structurally supported by the wooden plate. Both airfoils 

have a symmetrical profile with a maximum thickness of 25 mm and a cord length 

of 162.5 mm. The supporting airfoils were positioned 300 mm above the model 

surface to avoid interaction with the cavity flow. With a model span of 800 mm 

along the z-coordinate, the estimated model's blockage ratio is approximately 

5.9%. 

The model was positioned 0.98 m above the tunnel floor. The leading edge 

of the model has a smooth ellipt ic shape with a length of 400 mm and a width 

of 100 mm, which yields an axis ratio of 4. The same ellipsoid ratio was used 

by number of researchers in the past (Ashcroft and Zhang (2005) and Lin and 

Rockwell (2001)) and separation at the model leading edge was not reported. To 
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allow full development to a turbulent boundary layer, the cavity is located 1116 

mm downstream of the model leading edge. Addit ionally, a trip, made of a sand­

paper strip, was glued to t he model's surface 600 mm upstream of t he cavity 
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leading edge. The experiments were performed on an open cavity with length 

L , depth D , and span W of 260 mm, 65 mm, and 800 mm, respectively. This 

yields aLl D ratio of 4 and a length to span ratio LIW of 0.325. The model has 

the capability to increase LI D ratio up to 20 by removing the removable blocks 

"A", "B", and "C". However, t he LID ratio in the current study was fixed at 4 for 

all experimental cases. The reference point for t he coordinate system is located at 

the cavity leading edge, as illustrated in Figure 3.2 (b). The x-axis corresponds to 

the streamwise direction, while t he y-axis is in the vertical direction. The z-axis 

is along the span of the model. 

Two actuator locations were examined in this study: (i) actuator positioned 

at the cavity leading edge, and (ii) actuator located at the cavity trailing edge. 

At the former location, the jet is parallel to the free stream, while at the latter 

location the jet direction is opposite to the direction of the free stream. After 

installing the actuator on the model, the actuator was masked by an adhesive 

tape to eliminate any gap between the actuator and the model. By swapping 

between the actuator and the removable block "A" (As shown in Figure 3.2 (a)), 

the actuator can be placed at the cavity leading or trailing edges. Bot h t he 

actuator and the removable blocks were fastened to the model by bolts screwed 

from underneath the model. 

To reduce the manufacturing cost and air supply requirements, the actuator 

covers only the central portion of the cavity span. As illustrated in Figures 

3.3 (a) and (b) , the actuator consists of an actuator housing, removable plastic 

insert, perforated tube, top plate, air chamber, a mesh, nozzle, knife edge, and 

jet outlet. The air-tight actuator housing, which was made of aluminium, is 65 

mm high, 100 mm wide, and 420 mm long. The plastic inserts were made from 

plastic using a 3D printer, then surface-smoothed with sandpaper. As shown in 

figure 3.3 (d) , two plastic insert configurations were used in this study: one with 

a fiat jet outlet (sharp edge), and the other with a rounded jet outlet ( coanda 

surface). The purpose of the sharp edge slot is to generate a tangential jet, while 

t he purpose of t he coanda slot is to produce a curved jet that adheres to the 

coanda surface and then bends towards t he cavity floor. Swapping between t he 

two configurations was done by removing the top plate and unscrewing two bolts 

from underneath the actuator. The top plate was mainly made of aluminium, 

but the 0.7 mm-thick knife edge was made of carbon fibre. 

Three design elements were added to the actuator to ensure a uniform jet along 
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the span of the slot, as illustrated in Figures 3.3 (b) and 3.3 (c) : (i) perforated 

tube to provide a uniform air supply, (ii) a chamber where t he air mixes, and (iii) 

a mesh downstream of the air chamber to increase the pressure in the chamber, 

which enhances t he mixing. The mesh was made of brass wires and has an 
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aperture of 0.263 mm, a wire diameter of 0.16 mm, and an open area of 39%. 

The mesh was folded into a wedge-shaped cage in order to fix its position with 

t he help of the top plate, the plastic insert , and some fillers, as shown in Figures 

3.3 (b) and (c). To avoid flow separation and reduce instability growth, the lower 

surface of the nozzle is sloped by 40°, while t he upper surface has a large radius 

of 225 mm. 

Figure 3.3 (d) shows the dimensions of the actuator with the two jet outlet 

configurations. In both configurations, the characteristic slot height h is approx­

imately 1.85 mm. As shown in the figure, the characteristic slot height for the 

sharp edge case is the height of t he slot, while t he characteristic slot height for t he 

coanda case is the height of the nozzle's throat . The radius of the coanda surface 

R is 20 mm, which yields a height to radius ratio h/ R of 0.09. In his experiment on 

airfoil circulation control, Englar (1975) reported that within 0.01 < h/ R < 0.05, 

t he jet was strongly attached t o the coanda surface. The hj R ratio could be 

reduced further from 0.09 to 0.05 by either doubling the coanda radius or halving 

the slot height. However, these options were not implemented, due to the limi­

tation of the model size for t he first option and the limitation of the maximum 

flow rate in the second option. Moreover , the knife edge location in the current 

study differs from its usual location. In most of the coanda effect experiments, 

such as Englar (1975), the knife edge ends upstream of the coanda radius. In 

the present study, the knife edge is extended above the coanda radius, as evident 

from Figure 3.3 (d). This extension of the knife edge aims to avoid any gap at the 

cavity leading edge, that will perturb the cavity flow. More information about 

the coanda effect is provided in Appendix B. 

The air supply system to the actuator is shown in Figure 3.4. A rotary-screw 

compressor (KAESER-SM 15) was used to pressurise the air into an air receiver. 

The air flow to t he actuator was adjusted via a pressure regulator and monitored 

using a pressure transducer (Kulite XT-190M) . The averaged pipe static pressure 

was used to ensure a repeatable air flow rate before each experimental case. The 

averaged pipe static pressure was calculated by averaging 1800 samples acquired 

at a sampling rate of 10 Hz. An air chamber was added to the connections 

to damp any oscillations in the air supply. Before reaching t he actuator, t he 

incoming air flow was split by a tube splitter into two equal parts. Each part was 

delivered to one side of the perforated tube via a flexible piping. The tubes were 

fastened tight ly to the model's legs and the side plates to avoid tube vibration 
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Figure 3.4: Air supply system to t he actuator. Dashed lines represent flexible t ubing, 
while solid lines represent solid piping. 

during the wind-on conditions. 

3 Test cases 

Table 3.1 shows the t est cases of the current study. The t able contains three 

columns. The first left-hand side column shows the three actuator configurations. 

The second column shows the free stream velocities. The third column shows the 

momentum fluxes per unit width J and the Reynolds numbers R e bulk of the jet. 

It is important t o note that the sharp edge cases will be compared wit h t he 

coanda cases at identical J values but at different R ebulk values, as evident from 

t he Table. T his is because, according to Rajaratnam (1976), t he behaviour of t he 

planar jets can be determined from the jet momentum flux. The jet moment um 

flux per unit width J is: 
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Table 3.1: T he test cases. LE denotes cavity leading edge, while TE denotes cavity 
trailing edge. The subscripts SE and C denote sharp edge and coanda cases, 

respectively. 

Jet Cases U 1 ( m Is ) I Ree J (kgl m .s2 )1 Rebulk 

Sharp Edge at LE Wind t unnel Off No-jet 
Coanda at LE 11.1 (Ree = 1.28 x 103) 0.11 (ResE ~ 290, Rec ~ 525) 
Sharp Edge at TE 22.1 (Ree = 2.02 x 103) 0.44 (ResE ~ 465, Rec ~ 1095) 

43.7 (Ree = 4.37 x 103) 0.96 (ResE ~ 965, Rec ~ 1410) 

Table 3.2: The calculated Reynolds numbers for the test cases. 

uf (mls ) Ree Red ReL 

11.1 1.28 X 103 49.5 X 103 198 X 103 

22.1 2.02 X 103 101 X 103 404 X 103 

43.7 4.37 X 103 201 X 103 804 X 103 

J = 1-b pjUJ dy (3.1) 

where b, pj, and uj denote t he half jet width, jet density and jet streamwise 

velocity, respectively. The jet Reynolds number Rebulk is based on the jet full 

width 2b and the jet bulk velocity at xlh = 2.5. The jet bulk velocity Ub is: 

r-b U d Jb Pj j Y 
ub = r-b 

Jb P) dy 
(3.2) 

For the test cases, Table 3.2 shows the Reynolds numbers based on the mo­

mentum thickness of the boundary layer at xl D = -0.33 (Re8 ), cavity depth 

(Red), and cavity length (ReL) · The t able 3.3 shows the calculated moment um 

coefficient CJL of each test case. The moment um coefficients for the sharp edge 

cases are identical to these for t he coanda cases. The moment um coefficient is 

calculated by 

C = J xW 
JL 0. 5 X p f X UJ X w X L 

(3.3) 

where J , W, L, PJ , and Uf denote the jet momentum flux per unit width, 

cavity span, cavity length, free stream density, and free stream velocity, respec­

tively. 
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Table 3.3: The calculated momentum coefficients for test cases. 

U1(m/ s) J (kg jm .s2 ) C~' (%) 

11.1 0.11 0.57 

11.1 0.44 2.31 

11.1 0.96 5.04 

22.1 0.11 0.14 

22.1 0.44 0.58 

22.1 0.96 1.26 

43.7 0.11 0.036 

43.7 0.44 0.14 

43.7 0.96 0.32 

4 Surface oil flow visualisation 

Surface oil flow visualisation is a simple and effective flow diagnostic technique 

that is used to show the surface flow patterns. In this t echnique, a low-viscosity 

oil is mixed wit h finely powdered pigments. T he mixture is t hen applied to t he 

surface of interest as a thin layer. When the moving air passes over the layer , it 

displaces the oil and leaves the st reaky pigments, which indicates t he direction of 

the flow at the surface. The formed pigments patterns are then used to examine 

t he surface flow behaviour (Merzkirch, 1987). T he flow representation of t his 

technique, according to Merzkirch (1987), depends on the wall shear stress and 

t he pressure gradient along t he direction of t he oil displacement . If the wall shear 

stress is much larger than the pressure gradient , the oil flow will be a correct 

representation of the surface flow. On the other hand, if t he pressure gradient 

is larger t han the wall shear stress, the oil film will accumulate in a particular 

region, as a result, the surface flow will decelerate rapidly, imposing an early flow 

separation. 

In the current experiments, t he surface oil flow visualisation was used to ex­

amine the surface flow at the model leading edge and cavity floor. Paraffin oil 

was mixed wit h fluorescent pigments wit h a mixture rat io (Paraffin oil volume 

to fluorescent pigments volume) of 4 to 1. T he mixture was then applied to 

the locations of interest as a t hin layer by a paint roller. After predetermined 

running time at t he t argeted speed , the shape of the formed patterns became 
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time-independent. The running t ime was 20 minutes for U1 of 11.1 and 22.1 m/ s, 

and 10 minutes for U1 of 43.7 m/ s. While the wind tunnel is running, the mixture 

is illuminated with a UV-LED light source and real-time images for the formed 

patterns were captured from t he top of the test section by a Canon EOS 600D 

camera. 

5 Hot-wire anemometry (HWA) 

The Hot-wire anemometry (HWA) is based on the convective heat transfer be­

tween a heated sensing element (such as a wire or a film) and t he surrounding 

moving fluid. The convected heat is then converted into a velocity signal with 

the help of a calibration curve. The HWA has different approaches. One of them 

works by fixing t he temperature of the sensing element. This approach is called 

constant temperature anemometry (CTA)(J0rgensen, 2002). Due to the high­

spatial resolution and the fast frequency response of this approach, the CTA was 

implemented in t he current experiments to characterise the jet outside the cavity 

model. No attempt was made to characterise t he jet inside the cavity model using 

CTA, as this requires a complicated linking arm between the sensing element and 

t he traverse system inside t he test section. Moreover, t his linking arm will be 

highly intrusive to the cavity flow. 

The CTA uses a well-designed electrical circuit to overcome the high thermal 

inertia of t he sensing element and substant ially increase frequency response. This 

electrical circuit consists of an electrical bridge (known as Wheatstone bridge) 

and feedback loop, as shown in Figure 3.5. T he Wheatstone bridge contains four 

Top 
resistance 
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Bridge 
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Overheat 
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Servo 
amplifier 

Bridge 
voltage 

Figure 3.5: T he working principles of the CTA (J0rgensen , 2002). 
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resist ances, which are: (i) the resistance of t he sensing element (the probe), (ii) 

the precision decade resistor, and (iii) two addit ional resistances. This electrical 

bridge is initially balanced (i.e. no voltage difference across it) . However, as 

the moving fluid convects heat from the sensing element, the probe resistance 

changes. As a result , the electrical bridge becomes electrically imbalanced , and 

hence a voltage difference is generated across t he bridge. This imbalanced bridge 

is corrected via the feedback loop, and the bridge is rebalanced. In this way, t he 

probe resistance is always kept constant , and hence the voltage difference across 

the Wheatstone bridge becomes purely dependent on the cooling velocity of the 

surrounding fluid . The voltage output is then filtered , amplified, digitised, and 

converted into velocity signal (J0rgensen, 2002). 

For the CTA measurements, a StreamLine-Pro system from Dantec Dynamics 
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Figure 3.6: Layout of the CTA system (Dant ec Dynamics, 2013). 
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was used. The syst em, as illustrated in Figure 3.6, consists of the hot-wire probe, 

the CTA frame , the analogue to digital converter (A/D) , and a PC. The auxiliary 

components of the system include an automatic calibrator to calibrate the system, 

and a traverse unit with its own controller to traverse the hot-wire probe. An 

x-wire miniature probe (55P61) was aligned parallel to the jet flow with each 

probe wire forming an angle of 45° with respect to the jet direction in order to 

measure the cross components of velocity, as shown in Figures 3.7 (a) and 3.7 (c). 

Each probe wire was made of t ungsten and has a diameter and a length of 5Mm 

and 1.2 mm, respectively. The probe was inserted into a straight probe support, 

which connects each probe wire to an individual module in the CTA frame via 

Jet D1rect1on 
) 

""' . 2 wtre 

X 

Probe 

Support 

Yaw/Pitch 

Traverse 

(a) Probe orientation during experiments (b) Directional calibration 

(c) Experimental set-up 

Figure 3.7: Experimental set-up of the CTA. 
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a short-length BNC cable. The bandwidth of the CTA module is typically 100-

250 kHz. Each module consists of 1:20 general-purpose Wheatstone bridge and 

a feedback loop to convert the convected heat into voltage. The module also 

contains a signal conditioner, which filters the voltage signal and then amplifies 

it to the desired level. The signal is then sent to a 16 bit A/ D converter board 

through a connection box. The A/D converter board (National Instrument PCI-

6143) has 8 individual channels with a simultaneous sampling rate of 250 KS/ s per 

channel and an analogue input resolution of 16 bit. This yields an analogue input 

resolution of 0.067 m V for input voltages between 0 to 5 volts. The A/D converter 

digitises the voltage signal and saves it onto the PC, where it is converted into a 

velocity signal using the calibration curve. 

The system was calibrated using a Streamline-Pro automatic calibrator. The 

automatic calibrator is equipped with a precision pressure regulator, a high reso­

lution control valve, and a series of Laval nozzles to maintain a stable mass flow 

through the calibrator. The calibrator is also equipped with a heat exchanger, 

silencer, settling chamber, and an elliptical nozzle to ensure a flat-profile low­

turbulence jet. The calibrator jet velocity is measured using a differential pressure 

transducer, an absolute pressure transducer, and two temperature transducers. 

To measure velocities less than 5 m/s, the calibrator is also equipped with a low­

speed transducer, that consists of a reference nozzle and a differential pressure 

transducer (Dantec Dynamics, 2013). 

Velocity calibration and directional calibration were performed for the system. 

The former calibration correlates the output voltage to the cross components of 

velocity, while the latter calibration is used to decompose the cross components of 

velocity into the U and V velocities. Velocity calibration was carried out between 

0.5-40 m/s using the automatic calibrator. Fourth-order polynomial curve fitting 

was used to establish the voltage-velocity relationship. On t he other hand, the 

directional calibration was carried out by pitching the probe at discrete points 

from +40 to -40 degrees around the axis of the calibrator's jet with the help 

of a pitch/yaw manipulator, as illustrated in Figure 3.7 (b) . The individual 

directional sensitivity coefficients components determined from this process were 

used to decompose the calibrated velocities into the U and V velocities. 

During the data acquisition, the influence of t he ambient temperature varia­

tion on the velocity calibration was greatly minimised by automatically adjusting 

the overheat ratio. The overheat ratio is a function of the probe resistance at the 
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operating temperature and the ambient t emperature. The automatic overheat 

adjustment involves the following steps: (i) the velocity calibration is performed 

at a particular overheat ratio, (ii) before each data acquisition t he probe resis­

tance, which varies with the ambient temperature, is measured , (iii) the decade 

resistance is adjusted to maintain a const ant overheat ratio. Keeping this ratio 

constant, greatly minimises the influence of the ambient temperature variation. 

Following this procedure yielded a highly repeatable CTA measurements during 

the experimental campaign. 

The hot-wire probe was traversed using a two-axis traverse system, Figure 

3.7 (c). The traverse system has a step resolut ion of less than 0.125 mm and 

traverses along they- and z-coordinates. The probe was manually moved t o the 

streamwise stations x/h of 2.5, 5, 10, 20, 40, and 80, where his the characteristic 

slot height. The probe was aligned with respect to the actuator using a digital 

inclinometer for t he pitch angle, L-square for t he yaw angle, and a height gage 

for the roll angle. 

During the experimental campaign, the overheat ratio of the Wheatstone 

bridge was fixed at 0.8, which is recommended by the manufacturer for air mea­

surements. The data was acquired at a sampling rat e of 75 kHz. According to 

Nyquist (2002), the minimum sampling frequency required to avoid t he signal 

aliasing must be at least two times higher than the maximum signal frequency. 

The 75 kHz is sufficient to prevent any signal aliasing issue, which occurs when 

the sampling frequency is not sufficient to resolve t he time variation of the signal. 

The dat a was acquired with a 30 kHz Butterworth-low pass filt er in order to 

remove the electronic noise and to avoid the aliasing problem at high frequencies. 

For the time-averaged measurements, the acquisition time at each spatial point 

was det ermined by a convergence study at each streamwise station. Different 

t raverse step sizes were used to resolve the jet streamwise velocity profile. The 

acquisition time for each spatial point and the t raverse step size are shown in 

Table 3.4. For the velocity spectral analysis, 3 million samples were acquired. 

6 Laser Doppler anemometry (LDA) 

Laser Doppler anemometry (LDA) is a non-intrusive, high-spatial resolution flow 

diagnostic t echnique. For these reasons, LDA was used in the current study for 

the charact erisations of the upstream boundary layer and t he wind tunnel. As 
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Table 3.4: The acquisition time per each spatial point and the traverse step size for 
the hot-wire measurements. 

x jh Acquisition time ( s) traverse step size ( mm) 

2.5 2 0.125 

5 2 0.125 

10 2 0.25 

20 2 0.5 

40 8 1 

80 32 4 

illustrated in Figure 3.8, the technique works by seeding the flow with reflective 

particles and intersecting two coherent laser beams at the point of measurement. 

At the intersection point , bright and dark stripes (referred to as optical fringes) 

are formed. Consequently, when a seeding particle crosses the optical fringes, a 

burst of a scattered light is omitted. Each burst consists of a number of pulses 

that correspond to the number of the optical fringes. The scattered light is then 

received by a photo-detector and sent for signal processing. The magnitude of 

the flow velocity is calculated by dividing the known dist ance between the optical 

fringes (d) by the particle travel time between these fringes ( t) , which is obtained 

from the processed signal (Dantec Dynamics, 2016). The direction of the flow is 

det ermined by shifting the frequency of one of t he emitted laser beams. This shift 

generates dynamic fringes, which move with respect to each other at the shift ing 

frequency. The effective frequency of the processed signal becomes the sum of t he 

particle frequency and the shifting frequency. When the particle t ravels opposite 

to the direction of the moving fringes, t he effective frequency is higher t han t he 

shifting frequency, and vice versa for the particle traveling in the direction of the 

moving fringes (Dantec Dynamics, 2016). 

A two-dimensional LDA system from Dantec Dynamics was used in the exper­

iments. The layout of the LDA system is shown in Figure 3.9 (a). Two Argon-ion 

laser heads with a maximum laser power output of 1 Watt were used to emit 514.4 

nm green-laser and 488 nm blue-laser beams. Each laser beam is split by a beam 

splitter into two beams. One of the beams is shifted by 40 MHz using a Bragg 

cell. All laser beams are sent through a multimode fiber to a 112 mm transmitting 

probe, where the four laser beams are emitted. In order to intersect the omitted 
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laser beams at a single point (measurement volume), a beam expander with a fo­

cal length of 2000 mm and expansion ratio of 1.5 is fitted to the probe. The beam 

expander also reduces the measurement volumes and increases the power density. 

Two coincident measurement volumes (for blue and green lasers) were generated 

at the point of measurement. The size of each measurement volume was approxi­

mately 0.21 mm x 0.21 mm x 7.2 mm. The transmitting probe is equipped with 

backscattering-receiving optics, which receive t he scattered light and send it to 

the colour separator, where the scattered light is separated into green and blue 

light. Next, the scattered light is filtered through the interface filter and sent 

to the photo-multipliers, where t he scattered light is converted into an amplified 

electrical signal. Eventually, the signal reaches the processing unit (BSA 60) for 

further signal processing (Dantec Dynamics, 2016). BSA Flow software was used 

for real-time data monitoring, data processing, and post-processing. 

For traversing the transmitting probe, a three-axis traverse system with a 

traversing step resolution of 0.1 mm was used, as shown in Figure 3.9 (b). The 

alignment of the LDA system with respect to x, y, and z axes was checked by 

moving the control volume along these axes. Olive oil particles were injected into 

the flow during the experiments to seed the flow. 

The signal bursts were validated using a level validation ratio of more than 

4, and a coincidence time window of 1 x 10-5 seconds. The former criterion 

looks for the ratio between the two highest peaks in the burst spectrum, while 

the coincidence-window criterion requires that both bursts from the blue and 

t he green lasers are detected within a pre-determined time window. However, 

Flow with particles 

/__- --- --.-- ----- Optical Fringes Signal 

- t (measured) 

Receiving optics 
with detector 

Figure 3.8: Working principles of LDA (reproduced from (Dantec Dynamics, 2016)) . 
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(a) Configuration of t he LDA system (Dantec Dynamics (2016)) 

(b) Transmitting probe and t raverse system 

Figure 3.9: Set-up of the LDA system. 
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Photo-
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achieving the latter criterion in axially-dominated flow using a two-perpendicular 

measurement volumes is rather difficult . Therefore, it was decided t o rotate t he 

t ransmitting probe by 45° . This arrangement allowed the system t o measure t he 

cross components of the velocity which are then transformed into the normal 

components of velocity using t he following equations, 

U = 0.707U1 + 0.707U2 (3.4) 
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V = 0.707U1 - 0.707U2 (3.5) 

where U1 and U2 are the cross components of the velocity. The transmitt ing 

probe was also tilted by 2.5° to prevent the model blocking the laser beams. This 

t ilting angle has a negligible impact on Equations 3.4 and 3.5. The acquisit ion 

time for boundary layer characterisation was 40 seconds per each spatial point , 

which was sufficient to ensure converged velocity profiles. A traversing step res­

olution of 0.1 mm to 0.5 mm was used to resolve the profiles of the boundary 

layer. The step was then increased to 50 mm in t he free st ream region. For t he 

wind tunnel characterisation, a volume of 1000 mm x 600 mm x 600 mm at t he 

centre of the test section was scanned with traversing step resolutions of 200 mm 

x 300 mm x 300 mm for x , y, and z coordinates , respectively. 10,000 samples per 

each spatial point were acquired during the wind tunnel charact erisation tests at 

a sampling rate of at least 1 kHz. 

7 Particle image velocimetry (PIV) 

The particle image velocimetry (PIV) technique has enabled the experimentalists 

all around the world to acquire velocity measurements over relatively large areas 

without interfering with the flow. Figure 3.10 (a) shows the basic working prin­

ciples of the two-dimensional PIV. As shown in t he figure, t he air flow is seeded 

with reflective particles, while a pulsating laser sheet illuminates the measure­

ment area. The pulsating laser sheet is formed by two laser pulses separated by 

a microsecond time delay ( dt) and repeated at a specific repetition rate. These 

pulses are synchronised with the image frames of a high-spatial resolution cam­

era that capt ures the raw images of the illuminat ed particles. The raw images 

are then stored in a computer where they are processed. Each double frame (at 

t and t + dt) is used to generate a single velocity field. This process relies on 

the high light contrast between the bright seeding particles and the dark image 

background, which allows the tracking of the particle displacements between t he 

two frames. In order to spatially resolve the velocity distribut ion over the en­

tire the measurement area, each frame is subdivided into smaller regions, called 

an interrogation area , as illustrated in Figure 3.10 (b). A correlation algorithm 

(such as cross-correlation) is applied at each interrogation area to det ermine t he 

local displacement vector of t he moving part icles. The correlation peak is then 
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• First light pulse at t 
o Second light pulse at t+dt 

.. ·y ·J··t .. / :: . . . . . . . ~ 
.. · .. r.·J: t: .J 
~: .. :.<· ·.· .. _;./ •• 
"--- . ·.. . . ·. . .. 

. . . . 
. . . ·.· · . . . · . . . 

. . 

• • 

Light sheet 

----~-· . . magmg optics 

Image plane 

(a) Acquiring images 

cross-correlation 
peak search 

~ 

1-·1 v(t) 

(b) Image processing 

Figure 3.10: The working principles of the two-dimensional PIV (Lavision, 2017a). 

detected and t he displacement vector is calculated. This displacement vector is 

then converted into a velocity vector by taking into account the time delay be­

tween the two frames (dt) and the image-magnification factor obtained from a 

pre-calibration (Raffel et al. , 2012). 

A two-dimensional PIV system, which is shown in Figure 3.11, was used to 

study the cavity velocity field . The laser beam is emitted from Two-pulsed Litron 
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Nd:YAG laser head , that has a maximum repetition rate of200 Hz and wavelength 

of 532 nm. The laser head consists of two laser resonators, each emitt ing a laser 

beam. The laser beam is guided via a number of fixed mirrors into the laser sheet 

optics at the top of the test section, where the beam is expanded by a cylindrical 

lens into a thin laser sheet. The laser sheet optics are mounted on a rail so 

that the optics can be moved along the streamwise direction. The raw images 

were captured using a Phantom V341 digital high-speed video camera, which 

was perpendicular to the laser sheet. The camera is fitted with 105 mm Sigma 

lens and equipped with CMOS sensor, which has a full resolut ion of 2560 x 1600 

pixel at a frame rate of 10 to 800 frame/second. The camera also has a built-in 

memory to temperately store the acquired images, which are then transferred to a 

computer t hrough an Ethernet cable. The camera was triggered and synchronised 

with the laser pulses by a high-speed controller (art. 1108075) 

The image magnification factor was calculated daily using t he scaling method. 

The scaling method was performed by positioning a calibration plate at the lo­

cation of the laser sheet. Then, the plate dimension was scaled to the associated 

number of pixels in the image, which yields the image magnification factor. 

Olive oil particles were generated from an Aerosol Generator PivPart160 

atomiser and injected into the wind tunnel before acquiring the images. Olive oil 

particles are widely used in low-speed wind tunnels (Little et al. , 2010, Kourta 

and Leclerc, 2013, Mathis et al. , 2009). Additionally, the Stokes number of the 
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Figure 3.11: The experimental set-up for the two-dimensional PIV. 
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particles is much smaller t han 0.1 , hence the tracking error of t he particles is 

negligible in the current study. The theory and calculation of t he Stokes num­

ber is provided in Appendix D. Each interrogation area contained a considerable 

number of seeding particles N »> 1, which enhances t he signal-to-noise ratio 

(Raffel et al. , 2012) . Before acquiring the images, sufficient t ime was allowed for 

t he particles to distribute homogeneously in t he wind tunnel. 

The time step dt was calculated based on t he one-quarter rule. According to 

t his rule, t he optimum detection probability of a valid correlation peak is achieved 

when the part icle displacement is 25% of t he interrogat ion window size (Keane 
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and Adrian , 1990). The raw images were acquired at a frequency of 200Hz, which 

is the maximum repetition rate of the laser system. A convergence study for t he 

PIV measurements is shown in Figure 3.12 and Appendix E. The convergence 

study includes the maximum and the minimum free stream velocity cases and 

examines the most unstable flow locations. It is concluded from the convergence 

study that 1800 images are sufficient to ensure a converged time-averaged flow 

field, and hence it was decided to acquire 1800 images for each test case. 

Davis 8 software from Lavision was used to process and post-process the 

raw images. The images were processed using multi-pass cross-correlation with 

decreasing interrogation windows from 32 x 32 pixels ( 2 passes) to 16 x 16 pixels 

( 3 passes). The size of the interrogation windows could not be reduced further 

due to the limited number of particles. However, the interrogation windows were 

overlapped by 50%, which increased the spatial resolution to approximately 1 

mmx 1 mm. Basic filters and post-processing tools, including correlation value 

limit, median filter , peak ratio, and smoothing filter were applied to the processed 

images. The criteria for these filters and post-processing tools are shown in Table 

3.5. Correlation value limit determines the minimum value of a valid correlation 

peak. Median filter compares t he centre vector with its 8 neighbouring vectors 

using the difference to average ratio ( D f I Avg) and the standard deviation of 

the neighbouring vectors (a neigh). Peak ratio is the ratio between the highest 

correlation peak and the second highest correlation peak. The smoothing filter is 

averaging-based filter, that is used to suppress noise and tiny details (Lavision, 

2017b). 

Table 3.5: The criteria for the filters and the post-processing tools used for PIV. 

Post-processing tool Criteria Iterations 

Correlation value limit Minimum is 0.2 1 

Median filter Remove if D f I Avg > 2aneigh 2 
Reinsert if D f I Avg < 5aneigh 

Peak ratio Minimum is 1.3 1 

Smoothing filter 3 x 3 pixels smoothing filter 3 
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8 Pressure measurements 

The pressure measurements were utilised in t he current study to carry out the 

spectral analysis of the wall pressure fluctuations. The set-up for the unsteady 

wall pressure measurements is shown in Figure 3.13. 16 pressure taps were drilled 

along the cavity floor. Only one tap at a time was used for measurements. The 

tap was connected to a differential pressure transducer via a hypodermic and a 1 

mm diameter flexible tube of a total length of approximately 85 mm. The second 

port of the transducer is connected to the atmospheric pressure (outside the wind 

tunnel), which is the reference pressure. A 5-core cable connected the transducer 

to a DC voltage supply module (NI 9246) , a data acquisition module (NI 9205) 

and a grounding connection. The two modules were inserted into a grounded 

compact chassis (NI cDAQ-9178), which is connected via a USB connection to a 

computer with Lab VIEW program. 

The differential pressure transducer (First Sensor-LEA series) is a bi-directional 

transducer with an operating pressure of 0 to 5 mbar and a full-scale output volt­

age of 0.5 to 4.5 volts. The total accuracy of the transducer is ± 1.5% of t he 

sum of the pressure reading and the full-scale span. The pressure transducer 

has a maximum frequency response of 1 kHz, which is sufficient to resolve t he 

frequencies up to the fifth oscillation mode ( ~ 450 Hz) predicted by the Rossiter 

Equation. The fifth mode is the highest oscillation mode found in the literature 

for the cavity separated shear layer. 

The DC voltage supply module (NI 9246) from National Instrument consists 

of single-ended channels. The channels have gain and offset errors of less than 

1% and noise of 500 p, V"rms. On the other hand, the absolute accuracy, random 

noise, and sensitivity of the data acquisition channels (NI 9205) are 0.17 4 m V, 

0.01 mV"rms, and 0.004 mV, respectively for a nominal voltage range of± 200 

mV. 

The unsteady pressure measurements were performed at xj L of 0.5 and 0.75. 

A total of 4.4 million samples were acquired for t hese measurements at a sampling 

rate of 20 kHz. Matlab software was used for data processing. In order to produce 

clear spectral maps, the pressure-time series was multiplied by a window function 

before executing Fast Fourier transform (FFT) algorithm (Schmid, 2012). 10,000 

points FFT with Hanning window was used to compute the power specta. 

Additionally, an absolute pressure transducer (Kulite XT-190M) was used to 
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calculate the average static pressure of the air supply (see Figure 3.4). The trans­

ducer has an operating pressure of 0 to 0. 7 bar (absolute) and a full-scale output 

voltage of 100 m V. The combined non-linearity, hysteresis, and repeatability of 

this transducer contributes to 0.1% of the full-scale output. 1800 samples were 

used to calculate the averaged pipe static pressure at a sampling rate of 10 Hz. 

Both pressure transducers (the differential and the absolute pressure transducers) 

were calibrated using Druck DPI 610 portable pneumatic calibrator, which has 

an accuracy of 0.025% (full span) and an operating range of -1 to 2 bar (gauge). 

The calibrator is equipped with a built-in vacuum pump, hand-pump, and a fine 

pressure adjuster and a release valve. The calibration set-up is shown in Fig­

ure 3.14. The electrical connections of the transducer were identical to Figure 

3.13. Each transducer was calibrated across its operating pressure range. Twenty 
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(a) Experimental set-up for the unsteady pressure measurements 
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Figure 3.13: Experimental set-up for the unsteady wall pressure measurements. 
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calibration points were used to generate the linear fit. 

9 Errors and uncertainty 

T he measurements uncertainties of the flow diagnostic techniques must be esti­

mated. The combined uncertainty for the time-averaged PIV measurements is 

3.45%. The calculations of the combined uncertainty for PIV is shown in Ap­

pendix F . For HWA, the sources of errors include drift , calibration equipment , 

curve-fitting of the calibration curve, analogue to digital converter board resolu­

t ion, probe posit ioning, temperature variations, ambient pressure variations and 

gas composition. The relative expanded uncertainty for HWA velocity sample 

at normal experimental condit ions is approximately 2.47%. The majority of t his 

error is attributed to t he calibration equipment and the curve fitting errors. The 

calculation of the HWA relative expanded uncertainty is shown in Appendix G. 

For the LDA measurements, the relative sampling uncertainty E for the time­

averaged velocity Umean is below 1%. The uncertainty a est and the relative un­

certainty E were estimated by 

Urms 
a est = VN 

Figure 3.14: Calibrat ion set-up for the pressure transducers. 

(3.6) 
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(Jest U rms 
E - --- ----= 

- Umean - Umean VN 
(3.7) 

where Urms and N are the root mean square velocity and number of acquired 

samples (Dantec Dynamics, 2016). 



Chapter 4 

Characterisation of Free Stream, 

Boundary Layer, and Jets 

This chapter examines the characteristics of t he free stream flow, upstream bound­

ary layer, and blowing jets at different Reynolds numbers. The outcome of this 

chapter will be used to non-dimensionalise important parameters in the following 

chapters. 

1 Free stream characteristics 

Before conducting any experimental test in wind tunnels, it is essential to quantify 

the free stream velocity and the t urbulence intensity of the free stream. The free 

stream velocity is characterised by laser Doppler anemometry and averaged over 

different spatial points within the free stream region. Table 4.1 compares t he 

free stream velocities for the empty tunnel (without the experimental model) and 

the tunnel with the experimental model. As shown in the table, the free stream 

velocities for the tunnel with the experimental model U1 is higher than those for 

the empty tunnel case Ue by 3.65% to 3.8%. This increase is because the model 

blocks approximately 5.9% of t he flow area of t he test section. In this study, t he 

free stream velocities of the tunnel with the experimental model will be used to 

non-dimensionalise velocity, vorticity, and turbulence quantities. The turbulence 

intensity of the free stream is also evaluated using laser Doppler anemometry and 

averaged over different spatial points. The time-averaged turbulence intensities 

u' /U are 1.82%, 1.95%, and 2.29% for free stream velocit ies of 11.1, 22.1 , and 

43.7 m/s, respect ively. 

75 
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Table 4.1: Time-averaged free stream velocities for empty and occupied wind tunnel. 
Ue : free stream velocity for the empty tunnel, Ur free stream velocity for the tunnel 

with t he experimental model. 

Ue (m/s) uf (m/s) {UJ - Ue}/Ue 

10.69 11.1 3.8% 

21.32 22.1 3.65% 

- 43.7 -

Figure 4.1 shows the distribution of the dimensionless time-averaged stream­

wise velocity above the model's surface (y / D = 0) for Uf = 11.1 m/s and 43.7 

mjs. As evident from the figure , the streamwise velocity within t he free stream 

region is uniform for both cases, except the velocity defect region (y/ D = 4) at 

Ut = 11.1 mjs. This defect is due to the wake of the supporting airfoil. This 

wake region is far from the separated shear layer of the open cavity, and hence 

does not affect it. As the free stream velocity increases to Ut = 43.5 m/s, the 

velocity defect diminishes, due to a rapid mixing between t he wake and the free 

stream. 
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(a) Ut = 11.1 m/s (b) Ut = 43.7 m/s 

Figure 4.1: Streamwise velocity profiles at different streamwise locations. The 
position y / D = 0 denotes the model surface. 
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2 Flow around the model leading edge 

The formation of a separation bubble at the leading edge of t he model table can 

significantly influence the measurements at the open cavity. Thus, it is essential 

to ensure that the model leading edge is free from separation. At the beginning 

of the experimental campaign, the model leading edge was semicircular with a 

radius of 65 mm. However , the surface oil flow visualisations showed a formation 

of separation bubble downstream of the leading edge, as evident from Figure 4.2. 

The flow separates because of t he abrupt turning angle at the leading edge. Due 

to the backflow of the separation bubble, a portion of the oil is displaced upstream 

and accumulates at the model leading edge. 

The semicircular leading edge was then replaced with an elliptical leading 

edge (length to t hickness ratio = 4). The reasons behind this selection were 

explained in Chapter 3. Figure 4.3 shows the surface oil flow patterns for t he 

ellipt ical leading edge at different Reynolds numbers based on the thickness of t he 

model leading edge. The oil at R et ~ 96 x 103 accumulates at cert ain locations 

on the elliptical leading edge (Figure 4.3 (a) ). The oil accumulation at t his 

Reynolds number is not due to separation, but because the wall shear stress 

imposed by the airflow is too weak to displace the oil layer. As the Reynolds 

number increases further (Figures 4.3 (a) and 4.3 (b)), no flow separation is 

noticed. However, regions of side interaction are observed, due to t he interaction 

between the incoming airflow and the side plates. These interaction regions are 

far from the model's mid-span, where measurement is taken. Therefore, t his 

interaction is not affecting the current results. 

3 Characteristics of the referenced boundary layer 

The Reynolds number of the cavity separated shear layer in the current study 

is calculated based on the referenced boundary layer. The position of the ref­

erenced boundary layer is at xj D = -0.33, which is slightly upstream of t he 

separation point of the cavity separated shear layer. The boundary layer was 

not characterised at the separation point, as t he characterising equations of t he 

turbulent boundary layer are not applicable there (Schet z, 1984). More informa­

tion about the main characterising equations of the turbulent boundary layer is 

found in Appendix A. To determine the state of the referenced boundary layer, 
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Figure 4.2: Formation of a separation bubble downstream of the semicircular leading 
edge (Ret~ 190 x 103 ) . 

Figure 4.3: P atterns of the surface oil flow visualisations at the ellipt ical leading edge 
for different Reynolds numbers. 

t he boundary layer profile is compared with t he universal law of the wall. T his 

law is applicable for all streamwise pressure gradients, and hence it is widely 

used to characterise the turbulent boundary layers (Schetz, 1984). Figure 4.4 

compares between the experimental data and the universal law of the wall at 
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Figure 4.4: Dimensionless boundary layer velocity profiles at x/ D = -0.33 for different 
Reynolds numbers. [circle: experimental data, solid line: u+ = 5.6 log(y+) + 4.9]. 

1.28 x 103 :::; Reo :::; 4.37 x 103 , where Reo is t he Reynolds numbers based on t he 

momentum thickness of the boundary layer. The defination of the momentum 

thickness is provided in Appendix A. As suggested by Clauser (1956), the empir­

ical constants A and C for the t heoretical universal law (Equation A. 7) are 5.6 

and 4.9, respectively. To calculate the non-dimensional parameters y+ = y uT/v 

and u+ = U / un t he wall frict ion velocity uT is calculated using the Clauser chart 

method (Wei et al. , 2005) rather than the direct method. This is because t he 

direct method requires measurements of the velocity gradient very close to the 

wall, which are difficult to obtain. In the Clauser chart method, the wall friction 
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velocity is calculated by fitting t he experimental data with the universal law of 

the wall. 

Using the Clauser chart method, the estimated wall friction velocities are 0.515 

m/s, 1.23 m/s, and 1.75 m/s for Reo = 1.28 x 103 , 2.02 x 103 , and 4.37 x 103 , 

respectively. Figures 4.4 (a) and 4.4 (b) compares the universal law of the wall 

at Re0 = 1.28 x 103 for two cases: without a trip and with a trip upstream of the 

reference boundary layer. For both cases, the experimental data points coincide 

with the theoretical universal law of the wall within 100 ~ y+ ~ 200. This proves 

that the boundary layer for both cases is fully turbulent. However, it was decided 

to keep the trip on the model to ensure that the upstream boundary layer is always 

fully turbulent. At Reo of 2.02 x 103 and 4.37 x 103 , the experimental data points 

coincide with the theoretical universal law of t he wall within 100 ~ y+ ~ 200 and 

200 ~ y+ ~ 500, respectively, as shown in Figures 4.4 (c) and 4.4 (d). This means 

that within t he experimental range of the Reynolds numbers , the boundary layer 

remains fully turbulent. The reference boundary layer parameters for each free 

stream condition are provided in Table 4.2. 

Table 4.2: Boundary layer parameters at xj D = - 0.33 for each free stream condit ion. 

Ut 5 6* e Rex Reb R eb* Reo 
(m/ s) (mm) (mm) (mm) (106 ) (103 ) (103 ) (103 ) 

11.1 13.9 2.24 1.69 0.83 10.6 1.71 1.28 

22.1 12.0 1.60 1.30 1.70 18.7 2.49 2.02 

43.7 13.0 1.75 1.41 3.38 40.4 5.43 4.37 

4 Streamwise and spanwise development of the 

boundary layer 

The adhesive tape, which was used to mask the actuator, introduces a small 

step on the surface at xj D ~ 1.9. This step has a height of less than 1 mm. 

To check the impact of this step on the boundary layer, the boundary layer 

profile was investigated at three streamwise stations: x j D = -0.33, -2.33, and 

-4.33, as illustrated in Figure 4.5. The profiles are compared with the profile of 

zero-pressure gradient, turbulent boundary layer obtained from the experiments 

of Tomkins and Adrian (2003). The similarity between t he present data and 
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the data of Tomkins and Adrian (2003) indicates that the boundary layer at 

these streamwise locations is fully turbulent and hence the laminar to turbulent 

boundary layer transition takes place upstream of the small step. 

To check the uniformity of the boundary layer along the span of the model, 

boundary layer measurements were t aken at three spanwise stations: z/ D = -1, 0, 

and 1, as shown in Figure 4.6. As evident in the Figure 4.6 (a), the boundary layer 

1.2 • x/D = -0.33 1.2 • x/0=.0.33 J .... x/D = -2.33 .... x/D = -2.33 

• x/D = -4.33 • x/D = -4.33 

• Tomkins (Re9=1 015) • Tomkins (Re9=1015) 
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U/Ut U/U1 

(a) R eo = 1.28 x 103 at x/D = -0.33 (b) Reo = 4.37 x 103 at x/D = -0.33 

Figure 4.5: Dimensionless boundary layer velocity profiles at different streamwise 
stations. 
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Figure 4.6: Boundary layer velocity profiles for different spanwise stations (x / D = 
-0.33) . 
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profiles are uniform at the lowest tested Reynolds number (Ree = 1.28 x 103 ) . At 

the highest tested Reynolds number (Ree = 4.37 x 103 ) the profiles are slightly 

less uniform (Figure 4.6 (b)) . Thus, the upstream boundary at the mid-span 

region is quite uniform along the z-axis, and hence it is assumed t hat the cavity 

separated shear layer at this region is uniform along this axis. 

5 Characteristics of the blowing jets 

The jet characteristics were examined in two stages: (i) HWA measurements for 

t he jet outside the cavity model, and (ii) PIV measurements for the jet inside t he 

cavity model. The first stage aims at achieving high spatial resolution measure­

ments, while the second stage examines the global behaviour of t he jets. HWA 

measurements were not carried out in the second stage due to t he requirement 

of a complicated and flow-intrusive linking arm between the sensing element and 

the traverse system. The basics of the planar jets are provided in Appendix B. 

5.1 Actuator outside the cavity model 

The HWA experimental campaign started by optimising the spanwise uniformity 

of the jet using a mesh and a honeycomb. Figures 4.7(a) , 4.7(b) and 4.7(c) 

show the jet time averaged streamwise velocity distribution along the z-axis at 

(x/h = 10, yj h = 0). The jet velocity is normalised by the mid-span velocity 

Uz=O· The velocity distribution of the init ial set-up (without a mesh , nor a 

honeycomb) is not uniform, as evident from Figure 4.7(a). Adding a mesh and a 

honeycomb upstream of the nozzle (Figure 4. 7(b)) yields a sharp velocity-gradient 

between the mid-span region of the jet and t he sides of the jet. This is attributed 

to the impact of t he honeycomb, which works as a flow straightener , and hence 

reduces t he t urbulence mixing in the air chamber. Removing the honeycomb 

and keeping the mesh (Figure 4. 7( c)) greatly improves the velocity uniformity 

along the z-axis. This is because the mesh increases the back pressure inside t he 

air chamber, and hence fluid mixing is enhanced there. Within the mid-span 

region ( -40 2': z / h 2': 40) , t he velocity variation is approximately 5%. The jet 

t ime-averaged streamwise velocity profiles at different stations along t he z-axis 

for the case with mesh only is illustrated in Figure 4. 7( d) . The profiles confirm 

t he uniformity of the jet . Therefore, the experimental campaign was continued 

with only the mesh upstream of t he nozzle. 
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Averaging 600 PIV raw images yields regions of low-particle density, which 

represent t he path of the unseeded jet. These images, as shown in Figure 4.8, high­

light two important differences between the sharp edge and coanda jets. Firstly, 

at J = O.llkgj m .s2 (Figures 4.8 (a) and 4.8 (b) ) the sharp edge jet exhibits a 

point of a sudden expansion at x jh ~ 7, while the coanda case does not show 

t his transitional point. This point of sudden expansion was reported by Munro 

and Ahuja (2003) for a high aspect-ratio jet (Re = 7000) . The author attributed 

t his behaviour to t he mixing transition from laminar to turbulent . The turbulent 

mixing generates a significantly higher jet growth rate than the laminar mixing, 
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Figure 4.7: Cases a, b, and c: distribut ion of t he jet t ime-averaged streamwise 
velocity along z-axis at (xjh = 10, yjh = 0). Cased: jet profiles of the time-averaged 

streamwise velocity at xjh = 10 for different locations along the z-axis. Data is 
acquired for actuator outside t he cavity model, Coanda slot, J = 0.96 kg jm .s2 . 
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Figure 4.8: T ime-averaged P IV raw images for 
actuator outside t he cavity model, different slot configurations, different J . 

as the former t ransfers momentum by eddies, while the later transfers moment um 

by the viscous effect . The transitional point does not appear in t he coanda case, 

because t he posit ion of t he virtual origin for this case is 20 mm upstream of t he 

virtual origin of the sharp edge case, as illustrated in Figure 3.3 (d). For t his 

reason, the jet in the coanda case is more developed than the jet in the sharp 

edge case. Secondly, for J 2:: 0.44kgjm.s2 (Figures 4.8 (c) and 4.8 (d)) t he init ial 

coanda jet t hickness is noticeably larger t han t hat of t he sharp edge jet due to 

t he difference in t he position of the virtual origin between t he two cases. 

It is important to estimate t he jet angle with respect to the x-axis. Figure 

4.8 indicates t hat the jets' centrelines are parallel to the x-axis. T he same thing 

was also observed at J = 0.96 kg j m .s2 . To estimate the jet angle with respect to 

t he x-axis, the vertical shift of the jet centre along the x-axis is shown in Figure 
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Figure 4.9: Shift of the jet centre along the x-axis for 
actuator outside the cavity model, different slot configurations, different J. 

4.9. In this figure, Yc denotes the local y-position of t he jet centre, while Yx/h=2 .5 

indicates they-position of the jet centre at x / h = 2.5, which is the closest position 

to the slot that the HWA probe could reach wit hout blocking t he jet or damaging 

the HWA probe. Using the horizontal distance and the maximum vertical shift 

provided in t he figure, the maximum estimated jet angles for the sharp edge and 

t he coanda jets are 2.2° and 1.8°, respectively. These angles are negligibly small 

and likely due to the uncertainty of the HWA probe angle and the HWA velocity 

measurements (2.47%). Thus, it is concluded that outside t he cavity model t he 

centrelines of all jet cases are approximately parallel to the x-axis. 

Unexpectedly, the jets in the coanda cases do not deflect towards the convex 

surface ( coanda effect). The basics of the coanda effect are provided in Appendix 

B. Figures 4.8 (b) and 4.8 (d) demonstrate t hat the jet adheres to the surface 

of the knife edge, not to the convex surface. A similar observation is noted at 

J = 0.96 kg jm.s2 . Figure 4.10 shows the t ime-averaged U and V velocity profiles 

at xjh = 2.5 for the sharp edge and the coanda cases. The U profiles have 

positive velocity values, while V profiles have negative velocity values. The figure 

illustrates the lack of symmetry around the jet centreline for t he U profiles for 

the coanda cases compared to t he sharp edge cases. The jet centre in the coanda 

cases tends towards the knife edge side, which means that the jet adheres to the 

surface of the knife edge and forms a wall jet. The jet adheres to the knife edge 
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rather than the convex surface because the knife edge is closer to the jet. The jet 

would probably adhere to the convex surface if t he knife edge was not extended 

above the coanda radius. However, it was decided not to shorten the knife edge. 

This decision was taken to avoid any gap at the cavity leading edge, t hat will 

perturb the cavity flow. 
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Figure 4.10: The time-averaged U and V velocity profiles at x j h = 2.5 for 
actuator outside the cavity model, different slot configurations, different J . 

The next step is to investigate the other charact eristics of t he jets and com­

paring them with the characteristics of turbulent planar jets. Figure 4.11 (a) 

shows the decay of the jet centre velocity along the x-axis. Um denotes the local 

jet centre velocity, while U0 denotes the jet centre velocity at x / h = 2.5. As 

illustrated in the figure, the decay rate DR= d(U0 /Um? / d(x / h) for all jet cases 

is constant and decreases with increasing J (or Re), which agrees wit h the exper­

imental study of Namer and Ot iigen (1988) on plane turbulent jets (Re = 1000 

to 7000). The decay rate reported in this study is 0.239 at Re = 1000. This 

decay rate is lower than the decay rates of the sharp edge cases (DR ~ 0.364 

to 0.212) and higher than the decay rates of t he coanda cases (DR ~ 0.252 to 

0.149). According to Namer and Otiigen (1988), there is no agreement on the 

value of the decay rate due to various reasons. One reason for this variation is 

the Reynolds number dependency. 

The dimensionless jet half width b/h along t he x-axis is shown in Figure 4.11 

(b) . The jet half width b is t he distance between the centre of the jet to the 
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y-position where U = 0.5Um . As illustrated in t he figure, t he initial jet width 

for the coanda cases is not iceably larger than t he initial width of the sharp edge 

cases, due to the difference in t he position of t he virtual origin between the two 

cases. On the other hand, the jet growth rates GR = d(b/h) / d(x / h) for the sharp 

edge and the coanda cases are quite similar. The GR is between 0.136 and 0.114 

for the sharp edge cases, and 0.139 to 0.117 for the coanda cases. These rates 

are relatively smaller to the growth rate reported by Namer and Otiigen (1988) 

at Re = 1000 (GR ~ 0.179). 

The centreline turbulence intensity Urms / Um along the x-axis is shown in 

Figure 4.12 (a). Urms denotes the root mean square of t he U velocity fluctuations. 

As illustrated in the figure , the initial turbulence intensity at x / h = 2.5 for t he 

coanda jets is substantially higher than the that for the sharp edge jets. This is 

probably because the virtual origin in the coanda cases is upstream of the knife 

edge, and hence t he jets are more developed t han t he jets of t he sharp edge cases. 

For both cases, the centreline turbulence intensity increases asymptotically with 

x-direction unt il it reach the asymptotic value between 0.25 and 0.2. This value 

is approximately similar to the asymptotic value reported by Namer and Ot iigen 

(1988) for turbulent jets, which is 0.22. F igure 4.12 (b) shows t he streamwise 

development of t he dimensionless dominant frequency along the jet centreline. 

The dimensionless frequency St = fb /Um is calculated based on the local jet half 
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Figure 4.12: The streamwise development of t he Urms/Um and the dimensionless 
dominant frequency at y / h = 0 for actuator outside the cavity model, different slot 

configurations, different J. SE: sharp edge slot, C: coanda slot. 

width b and the local jet cent re velocity Um · The figure shows the scattering 

of data points wit hin the flow-development region (x/h :::; 6). However, as t he 

jets become fully developed (x/h 2': 6) , t he data points collapse between St = 

0.05 and 0.1. This agrees with the frequency range found by Deo et al. (2008) at 

1500 < R eh < 16500 (0.05 :::; St :::; 0.11). 

In conclusion, characterising the jet outside the cavity model showed that 

t he coanda jets have higher t urbulence intensity and larger init ial widt h t han t he 

sharp edge jets. This is attributed to the posit ional difference of the virtual origin 

between the two cases. It was also shown that the jet characteristics for both 

cases are t o some extent similar to the characteristics of the turbulent planar jets. 

5.2 Actuator at the cavity model 

Time-Averaged Characteristics 

T his subsection investigates the behaviour of t he jets inside the open cavity at qui­

escent condit ions. Figure 4.13 illust rates t he t ime-averaged velocity streamlines 

and U / U0 contours for all jet cases. As evident from the figure, t he jet behaviour 

for the sharp edge and coanda cases is generally similar. For J = 0.11 kgj m.s2 

and 0.44 kgjm.s2 , the jet deflects slightly towards the cavity floor , then it deflects 
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upwards as it approaches the cavity trailing edge. For J = 0.96kg j m.s2 , t he jet 

deflects significant ly downwards until it reattaches at the cavity floor , then t he 

jet impinges on t he cavity trailing edge and deflects upwards. At the same time, 

portion of the jet is recirculated towards the cavity leading leading. The main 
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Figure 4.13: Time-averaged velocity streamlines and U / Uo contours for 
actuator at the cavity model, different slot configurations, different J . 
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difference between the sharp edge and coanda cases seems to be how the jet in­

teracts with the cavity trailing edge. In the sharp edge cases, the jets interact 

with the cavity trailing edge and then deflect upwards at a small angle. Similar 

behaviour is noted for the coanda cases, but wit h significant ly larger deflection 

angle. This difference is probably attributed to the jet width difference between 

the two cases. 

The jet deflect ion towards the cavity floor at J = 0.96 kg jm .s2 is attributed 

to the coanda effect. As the characteristic jet velocity (or J ) increases, t he jet 

entrains more fluid from the cavity (Morton et al. , 1956). As a result, the static 

pressure at t he cavity floor decreases, until it reaches a threshold point . Beyond 

this point, the pressure force causes the jet to deflect towards the cavity floor. 

Figure 4.14 shows the time-averaged V velocity distribution along the cavity floor 

(y/ D = -0.9) for sharp edge and coanda cases. The positive V velocity indi­

cates upward fluid movement or jet entrainment, while t he negative V velocity 

indicates a downward fluid movement. For both slot configurations , the jet en­

trainment at J = 0.11 kgjm.s2 and J = 0.44kg jm.s2 is quite small. Increasing J 

to 0.96 kg/ m.s2 yields a significant increase in the entrainment at the upstream 

half (0 :::; xj L :::; 0.4) , which forces the jet to deflect downwards. As the jet 

deflects and reattaches onto t he cavity floor , the sign of V shifts from posit ive to 

negative. 
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Figure 4.14: The time-averaged V velocity distribution along yj D = -0.9 for 
actuator at the cavity model, different slot configurations, different J . 
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Figure 4.15: Distribution of the time~averaged U /Uo at yj D = 0.9 for 
actuator at the cavity model, different slot configurations , J = 0.96 kg jm.s2 

SE: sharp edge slot, C: coanda slot. 

Figure 4.15 shows the distribution of the t ime-averaged U / U0 along the cavity 

floor at yj D = 0.9 for J = 0.96 kgjm.s2 . As illustrated in t his figure, t he 

reattachment point (XR), which is identified based on the location of U / UJ = 0, 

is at xjh ~ 0.58. At this point, the sign of the streamwise velocity changes from 

negative to positive and hence t his point indicates the location of jet reattachment 

on the cavity floor. The location of XR for the sharp edge and coanda cases is 

almost identical, as illustrated in the figure. 

Temporal Behaviour 

The instantaneous flow fields show that the temporal behaviour of t he sharp 

edge and slot cases is generally similar. Thus, only the temporal behaviour of 

t he coanda cases will be investigated here. Figure 4.16 (a) shows a snapshot of 

t he instantaneous R/U0 field for t he coanda case at J = 0.11 kgjm.s2 , where 

R = vU2 + V2 is the velocity magnitude. As illustrated in the figure, the jet 

entrains fluid from above and below (regions "A" and "B"). Due to the turbulent 

mixing, the entrained fluid is mixed with the core of the jet (region "C") . As 

the jet travels downstream, it starts to flap at a larger amplitude (region "D" ). 

Eventually, the jet breaks into coherent structures, such as region "E", which 

continue to travel downstream. At the cavity trailing edge, a portion of the jet 

deflects upwards, whilst the remainder is recirculated towards the cavity leading 
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edge, region "F" , where it is entrained by t he jet. A similar behaviour was 

observed at J = 0.44kgjm. s2 and 0.96kgj m.s2 . However, at J = 0.96kgj m .s2 

t he jet splits at t he reattachment point into two streams: one deflects upwards 

and the other is recirculat ed towards the cavity leading edge, as illustrated in 

Figure 4.16 (b) . 

The instantaneous velocity fields show a complicated jet behaviour. Thus, to 

study the most dominant jet behaviours, the flow field is decomposed using t he 

proper orthogonal decomposition (POD) into a large number of energy modes, 

then the inst antaneous velocity fields were reconstructed using the most dominant 

modes. As a result , the low energy POD modes are filtered out , while the flow is 

only represented by the dominant modes. The POD was implemented using t he 

snapshot method. The basics of POD and the procedure of t he snapshot method 

is presented in Appendix H. 

The instantaneous velocity fields were reconstructed using t he first four POD 

modes, which represents 16.2% to 16.7% of the total energy for J = 0.11 kg j m .s2 

and J = 0.96kg j m.s2 , respectively, as shown in Figures 4.17 and 4.18. Both 

figures show a significant jet flapping motion. Figure 4.17 shows t he reconstructed 

inst antaneous U/ Uo field for the coanda case at J = 0.11 kgj m .s2 . As shown in 

Figure 4.17 (a) , initially t he jet impinges on the cavity trailing edge. Due to t he 

increased pressure at the impingement region, t he jet starts to deflect upwards, 

while the pressure inside the cavity drops due to the jet entrainment, as illustrated 

in Figure 4.17 (b). At a certain point , t he jet stops deflecting upwards and starts 

deflecting downwards under the influence of the low-pressure inside t he cavity. 
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Figure 4.16: Snapshot of the inst antaneous R / Uo for 
actuator at the cavity model, coanda slot, different J . 
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Figure 4.17: Snapshots of the instantaneous U / Uo approximated by the first four 
POD modes (16.2% of the total energy) for 

actuator at the cavity model, coanda slot, J = 0.11 kg j m .s2 . 
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Figure 4.18: Snapshots of the instantaneous R/ Uo approximated by the first four 
POD modes (16.7% of the total energy) for 

actuator at the cavity model, coanda slot, J = 0.96kg j m.s2 . 
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As the jet deflects downward, more fluid is supplied to the recirculation region, 

and hence the pressure inside the cavity increases, as demonstrated in Figure 4.17 

(c). Eventually, the gradual pressure increase forces the jet to deflect upwards, 

and the cycle repeats again. A similar t emporal behaviour was observed for the 

coanda case at J = 0.44 kg j m.s2 . 

Figure 4.18 shows the reconstructed instantaneous R /Uo field for the coanda 

edge case at J = 0.96 kg jm.s2 . As the jet reattaches on the cavity floor , a 

portion of the jet is supplied to the recirculation region, as shown in Figure 4.18 

(a). When the flow supplied to the recirculation region becomes more than the 

fluid entrained by the jet, the jet lifts up and interacts with the cavity trailing 

edge at a smaller angle, as demonstrated in Figure 4.18 (b). However, as the 

pressure inside the cavity drops due to the jet entrainment, the jet deflects back 

and reattaches again and the cycle repeats. 

6 Concluding remarks 

The characterisation of the free stream and t he upstream boundary layer was 

performed at Re8 of 1.28 x 103 , 2.02 x 103 , and 4.37 x 103 , which corresponds to 

time-averaged free stream velocities of 11.1, 22.1, and 43.7 m/ s and time-averaged 

free stream turbulence intensities of 1.82%, 1.95% and 2.29%, respectively. The 

characterisation outcomes are summarised as follows: 

• The upstream boundary layer is fully turbulent for both tripped and not 

tripped cases. However, it was decided to keep the trip to ensure that t he 

upstream boundary layer is always fully turbulent. 

• The small step of the adhesive tape did not trip the boundary layer. The 

laminar to turbulent boundary layer transition t akes place upstream of the 

small step. 

• The upstream boundary layer at the mid-span region is acceptably uniform 

along the z-axis, and hence the cavity separated shear layer within t his 

region is assumed to be uniform along t his axis. 

Next, the sharp edge and coanda blowing jets were characterised outside the 

cavity model at quiescent condit ions for 0.11 kg j m.s2 ::; 10.96 ::; kgjm.s2 . The 

characterisation outcomes are concluded as follows: 
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• Both jets' centrelines are almost parallel to the x-axis. The jet in the coanda 

case does not deflect towards the convex surface because it adheres to t he 

knife edge rather than to the convex surface. 

• The coanda jets have higher turbulence intensity and larger initial width 

compared to the sharp edge jets. This is because the virtual origin for t he 

coanda case is upstream of the knife edge. 

• The jet characteristics for the coanda and sharp edge jet cases, such as decay 

rates, growth rates, turbulence intensity, and dimensionless frequency are 

generally similar to the charact eristics of the turbulent planar jets. 

Eventually, the aforementioned jet cases were characterised inside the cavity 

model at quiescent conditions. The characterisation outcomes are as follows: 

• For the coanda and sharp edge jet cases, no jet deflection was observed at 

J = 0.11 kgjm.s2 and 0.44 kgjm.s2 . However, at 0.96 kg j m.s2 the coanda 

and sharp edge jets deflect downwards and reattach on the cavity floor due 

to the coanda effect. 

• The instantaneous flow fields show a significant flapping motion for all jet 

cases. 

• The time-averaged flow field and temporal behaviour for both jet cases are 

quite similar inside the cavity. However, t he main difference between t he 

sharp edge and coanda cases seems to be how the jet interacts with t he 

cavity trailing edge at J = 0.96 kgjm.s2 . 
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Chapter 5 

Baseline Cavity Flow 

This chapter examines the open cavity flow without a jet. The t ime-averaged flow 

field and the oscillations of the cavity separated shear layer at Ree = 1.28 x 103 

(sharp edge at LE) are studied. This chapter also examines the influence of 

increasing the Reynolds number to Ree = 4.37 x 103 on the oscillations of the 

cavity separated shear layer. 

1 Time-averaged flow field 

The slot configurations used for flow control may affect the baseline flow. Figure 

5.1 illustrates the impact of the slot configurations on the t ime-averaged U j U1 

and V /UJ flow fields. Ensemble-averaging of 1800 instantaneous flow field was 

used to generate the time-averaged flow field. The definition of the ensemble­

averaging is provided in Appendix C. Figure 5.1 shows a change in the centre of 

t he main recirculation vortex between the three cases. The vortex centre is at 

xj L ~ 0.65, 0.7, and 0.8 for the sharp edge slot at the cavity leading edge, coanda 

slot at the cavity leading edge, and the sharp edge slot at the cavity trailing edge, 

respectively. T his difference is attributed to t he interaction between t he slot and 

t he cavity flow. Addit ionally, t his difference maybe due to the uncertainty of t he 

t ime-averaged PIV measurements, which is approximately 3.45%. Despite this 

difference, the time-averaged flow fields for the aforementioned cases are generally 

similar. Therefore, only a single slot configuration, which is the sharp-edge slot 

at the cavity leading edge, will be examined in this chapter. 

To examine the three-dimensionality of the cavity flow, surface oil flow visu­

alisation experiments were performed. Figure 5.2 illustrates the oil flow patterns 
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Figure 5.1: Time-averaged velocity fields for 
R ee = 1.28 x 103 , different slots at LE, no jet . 
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Figure 5.2: Surface oil flow visualisation for 
Ree = 1.28 x 103 , sharp edge at LE, no-jet. 
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for the sharp edge slot with no jet at Ree = 1.28 x 103 . To focus the images at 

the central portion of the cavity, the side regions of the cavity are cropped from 

the images. As illustrated in the figure, the reverse flow of the main recirculation 

vortex displaces t he oil from t he cavity trailing edge towards the cavity leading 

edge. As the reverse flow starts to separate, the oil accumulates at the middle of 

the cavity (x / L ~ 0.55). This accumulation of oil is believed to be the separation 

zone, where the reverse flow separates from the cavity floor. The oil patterns at 

the main recirculation and separation regions indicate that the flow is parallel to 

the x-axis, and hence the cavity flow is believed to be two-dimensional. 

Velocity streamlines and contours of the time-averaged U j U1 are shown in 

Figure 5.3 (a). The figure demonstrates a typical shallow open cavity flow, that is 

similar to those described in the literature. As shown in the figure, the separated 

shear layer grows continuously until it impinges on the cavity trailing edge. As 

a result, a portion of the flow is recirculated towards the cavity leading edge. 

This reverse flow is eventually entrained by t he cavity separated shear layer. 

Two recirculation vortices are formed inside t he cavity: a large, relatively strong 

clockwise vortex (main recirculation vortex) at x/ L ~ 0.65, yj D ~ -0.5, and a 

smaller, relatively weak anti-clockwise vortex (secondary recirculation vortex) at 

the lower corner of the cavity leading edge. 

Figure 5.3 (b) shows the time-averaged U j U1 velocity profile along the cavity 

floor (y / D ~ - 0.9) . The maximum reverse flow velocity is approximately 30% 

of the free stream velocity, which is similar to the value reported by Ukeiley and 

Murray (2005) for shallow cavities at Red~ 70 x 103 . The figure also shows that 

t he reverse flow separates at xj L ~ 0.2. The separation locat ion (XR) is t he 
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Figure 5.3: Time-averaged U/ UJ field and U/ UJ profile at y j D = - 0.9 for 
Ree = 1.28 x 103 , sharp edge at LE, no-jet. 
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location where U j U1 = 0 at the cavity floor. This value differs significantly from 

the oil flow results, which is presented in Figure 5.2. The oil flow result indicates 

a much earlier separation ( x / L ~ 0. 55). The early oil flow separation is because 

the wall shear stress at Ree = 1.28 x 103 is too weak to push the accumulated oil 

to the actual separation location. 
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(a) V/UJ 

Figure 5.4: T ime-averaged V /UJ field and vorticity thickness for 
Ree = 1.28 x 103 , sharp edge at LE, no-jet. 

The contours of the time-averaged VjU1 field are provided in Figure 5.4 (a). 
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The figure shows the momentum exchange between the cavity separated shear 

layer and the fluid inside the cavity. Within 0 ::; xj L ::; 0.85, t he cavity fluid 

is entrained by the cavity separated shear layer. Beyond xj L ;::::: 0.85, the cavity 

separated shear layer supplies fluid to the interior of the cavity. This moment um 

exchange affects the growth rate of the cavity separated shear layer. The growth 

rate of the cavity separated shear layer vorticity thickness is illustrated in Figure 

5.4 (b). As shown in the figure , within 0.1 ::; x/L::; 0.8 the cavity separated 

shear layer grows steadily at a rate of dbw/dx ~ 0.18 due to the entrainment of 

the cavity separated shear layer. This rate is noticeably higher than the growth 

rate reported by Ashcroft and Zhang (2005) at M ~ 0.1 and L / D between 2 

and 4. A similar discrepancy has been observed by Rodi (1975) for mixing layer. 

Rodi (1975) attributed this discrepancy to: (i) t he dependency on free stream 

turbulence, (ii) the dependency on initial condit ions, and (iii) the sensitivity to 

t he outer flow field. Beyond xj L ;::::: 0.8, t he cavity separated shear layer stops 

growing as a portion of the cavity separated shear layer momentum is transferred 

to the cavity's interior. 

The dimensionless Reynolds stress t ensors, which represent the transfer of 

momentum due to turbulent fluctuations, are shown in Figures 5.5 (a) , 5.5 (b), 

and 5.5 (c). The location and value of the peak stress is indicated in each figure . 

As evident from the figures, the velocity fluctuations of the cavity separated shear 

layer increase substantially along the streamwise direction unt il they reach t he 

peak value upstream of the cavity trailing edge (x/ L ~ 0.7 to 0.8) . The peak 

location is similar to that reported by Al Haddabi et al. (2016) and Ukeiley and 

Murray (2005) for shallow open cavities. The peak location coincides with t he 

end of the steady growth zone of t he cavity separated shear layer. Downstream of 

t his location, t he velocity fluctuat ions decrease due to the splitting of t he cavity 

separated shear layer , as evident from the t ime-averaged dimensionless vorticity 

field presented in Figure 5.5 (d) . As demonstrated in t he figure , beyond xj L ~0.8 , 

the cavity separated shear layer splits into two parts: one part passes over the 

cavity trailing edge, while the other part deflects backwards at the cavity trailing 

edge (reverse flow) . 

In summary, t he surface oil flow visualisations showed that t he cavity flow is 

likely to be two-dimensional. T he time-averaged flow fields demonstrate a typical 

shallow open cavity flow. 



Chapter 5. Baseline Cavity Flow 

<u'u'>/U1 
2 : o.ooo 0.014 0.029 0.043 

1 

0.5 

e o 
>­

-0.5 

-1 

0.2 0.4 0.6 0.8 
x/L 

(a) u'u' /U} 

<u'v'>/U1 
2 : -0.020 -0.015 -0.010 -0.005 

1 

0.5 

c 0 
>. 

-0.5 

-1 

0 0.2 0.4 0.6 0.8 
x/L 

(c) u'v' /U} 

<v'v'>/U1 
2 : 0.000 0.004 0.008 0.012 

1 

0.5 

e o 
>­

-0.5 

-1 

cozl/Ut: 
1 

0.5 

c 0 -:>. 
-0.5 

-1 

-30 

0 

0.2 0.4 0.6 0.8 
x/L 

(b) v'v' /U} 

-20 -10 0 10 

0.2 0.4 0.6 0.8 
x/L 

(d) WzL/ UJ 

20 

Figure 5.5: Dimensionless Reynolds stress components and z-vorticity for 
Ree = 1.28 x 103 , sharp edge at LE, no-jet . 
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1.1 Comparing time-averged results with the literature 

Figure 5.6 compares the time-averaged streamlines for the current experiment 

(Red = 49.5 x 103 ) and Grace et al. (2004) experiment (Red ~ 13 x 103 ). Both 

experiments were performed at L / D=4. The t ime-averaged flow behaviour for 

both cases is almost identical. However, t he centre of t he main recirculation 

vortex differers between t he two experiments. In t he current t he vortex is centred 

at xj L ~ 0.65, while the vortex is centred at x j L ~ 0.75 in Grace et al. (2004) 

experiment. This difference is perhaps attributed to the presence of slot at t he 

cavity leading edge, as it was observed previously in Figure 5.1. 

Figure 5. 7 compares the t ime-averaged dimensionless Reynolds shear stress 

u'v' /U] profiles at xj L of 0.19 and 0.94 for the current experiments and Grace 

et al. (2004) experiments. In both cases, the dimensionless Reynolds shear stress 

in the Grace et al. (2004) experiments is significantly higher than the current 
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Figure 5.6: Time-averaged streamlines for: a ) current experiment (Red = 49.5 x 103) , 

and b) Grace et al. (2004) experiment (Red~ 13 x 103) . 

experiment. This noticeable difference is probably attributed to flow conditions 

or to the accuracy of the flow diagnostic technique used (PIV for the current 

experiments, LDA for Grace et al. (2004) experiments). 
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Figure 5.7: Time-averaged u'v' /U} profiles at x/ L of 0.19 and 0.94 for t he current 
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Chapter 5. Baseline Cavity Flow 104 

2 Oscillations of the cavity separated shear layer 

2.1 Low-frequency instabilities 

The reverse flow interaction wit h the cavity leading edge has a significant impact 

on the cavity oscillations. The temporal evolut ion of U jU1 at t he cavity leading 

edge region xj L = 0.2 and cavity trailing edge region xj L = 0.8 is shown in 

Figure 5.8. As evident from Figure 5.8 (a), surges of reverse flow, which are 

indicated by arrows, arrive at the cavity leading edge region. The timing of these 

surges coincides with the t iming of the oscillation peaks in t he cavity separated 

shear layer, as demonstrated in Figure 5.8 (b) . The reverse flow surge generates 

a large-amplit ude flapping wave, as evident from t he temporal evolution of U j U1 

along the cavity separated shear layer (Figure 5.9). The dashed sloped line shown 

in the figure indicates that the wave propagates downstream. 

Figure 5.10 presents snapshots of the instantaneous U jU1 field at the instance 

of peak oscillation. When the cavity separated shear layer deflects downwards 

(Figure 5.10 (a)), a reverse flow surge propagates upstream to impact t he sep­

aration point of the cavity separat ed shear layer (Figure 5.10 (b)) . As a result , 

an instability wave is generated at the separated shear layer (Figure 5.10 (c)). 

The instability wave amplifies as it propagates downstream unt il it impacts t he 
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Figure 5.8: Temporal evolut ion of U fUJ at two streamwise stations for 
R ee = 1.28 x 103 , sharp edge at LE, no-jet . 
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cavity trailing edge (Figure 5.10 (d)). Throughout this study, t his interaction 

will be called "reverse flow interaction". This hydrodynamic interaction was also 

observed by Lin and Rockwell (2001) at R e80 = 1.37 x 103 and L/ D = 4. Accord­

ing to Lin and Rockwell (2001), the interaction is , at least , part ially responsible 

for the amplitude and frequency modulations of t he cavity separat ed shear layer 

oscillations. 

To study the impact of this phenomenon on the velocity spectra of the cavity 

separated shear layer, spectral analysis of the streamwise velocity was performed 

at particular points along the cavity separated shear layer. The spectra were 

generated using 1800 processed PIV images acquired at a sampling rate of 200Hz. 

900 points FFT with Hanning window was used to compute t he spectra . Although 

the sample size used to generate the velocity spectra is small, t he existence of 

the spectral peaks is confirmed by repeating the spectral analysis at different 

locations along t he cavity separated shear layer. 

Figure 5.11 presents the development of the streamwise velocity spectra along 

the cavity separated shear layer. For clarity, the spectra were vertically separated 

by a margin of 20 dB. As evident from the figure, a low-frequency peak (St ~ 0.05) 

dominates t he cavity separated shear layer. The existence of t his spectral peak 

at different locations along t he cavity separated shear layer confirms t he actual 

existence of this peak in the flow . 
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Figure 5.11: Development of t he streamwise velocity power spectra along the cavity 
separated shear layer (y / D = 0) for Reo = 1.28 x 103 , no-jet. 
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Figure 5.12: Peak amplitude of the dominant frequency along the cavity separated 
shear layer (y/D = 0) for Ree = 1.28 x 103, sharp edge at LE, no-jet. 

The amplitude of the low-frequency peak was calculated along the cavity 

separated shear layer and is presented in Figure 5.12. The peak amplitude is 

calculated by subtracting t he peak amplitude from the averaged broadband level 

of the spectrum. To check the repeatability of the results, the peak amplitudes 

of the other two baseline cases are included in the figure. The figure clearly 

indicates that the instability associated with this spectral peak is amplified along 

t he upstream half of the cavity separated shear layer. However, at t he downstream 

half, the amplitude of the instability peak starts to level out and eventually 

decreases upstream of the cavity trailing edge (x/ L = 0.8) due to the interaction 

with the cavity trailing edge, which dissipates t he energy of the instability. 

To determine t he source of t his dominant spectral peak, t he spectral analysis 

was performed along two flow paths, as demonstrated in Figure 5.13. Flow path 

1 represents the cavity separated shear layer over the cavity trailing edge. Flow 

path 2 represents the cavity separated shear layer impinging at the cavity trailing 

edge and deflect ing backwards . As evident from Figure 5.13 (a) , the velocity 

spectrum of the upstream boundary layer (point "a" ) does not contain any low­

frequency peaks. The peak appears at the cavity separat ed shear layer (point "b") 

and persists downstream of t he cavity (point "c" ). This indicates that t he low­

frequency peak is originated at the cavity separated shear layer and not upst ream 

of the cavity. On the other hand, the spectral development along flow path 2 

shows that the low-frequency peak disappears as t he flow deflects backward at t he 

cavity trailing edge, due to t he broadband fluctuations of t he recirculation zone. 
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Figure 5.13: Development of the velocity power spectra along two flow paths for 
R ee = 1. 28 x 103 , sharp edge at LE, no-jet. 

In conclusion, this figure indicates that the low-frequency peak is originated at 

the cavity separated shear layer, not upstream of t he cavity nor the recirculation 

zone. 
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Figure 5.14: Energy of the spatial eigenmodes and power spectra of the first four 
POD temporal coefficients for R ee = 1.28 x 103 , sharp edge at LE, no-jet. 

Figure 5.14 (a) shows the energy percentage of the spatial POD eigenmodes. 
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F igure 5.15: U / Ut instantaneous fields approximated by the first POD mode for 
R ee = 1.28 x 103 , sharp edge at LE, no-jet. 

As illustrated in t he figure, the first mode strongly dominates the flow (18% of 

the total energy). The spectra of this mode and the 2nd, 3rd, and 4th modes 

are presented in Figure 5.14 (b) . The spectral analysis for t hese POD modes is 

generated using the time history of the POD temporal coefficients. As illustrated 

in the figure, the spectrum of the first mode is dominated by a spectral peak. 

T his peak coincides with the low frequency peak of t he actual flow field (without 

POD). Figure 5.15 demonstrates the U jU1 instantaneous images approximated 

by the first POD mode only. The figure relates the first POD mode with a 

large amplitude flapping of the cavity separated shear layer. From the above 

discussions, it can be concluded that the low frequency peak found in the velocity 

spectra of the cavity separated shear layer is associated with t he large amplitude 

flapping motion, which is triggered by the reverse flow interaction. 

In summary, the reverse flow interaction is a low frequency phenomenon. This 

interaction occurs occasionally and generates a large amplitude flapping wave in 

the cavity separated shear layer. As the wave propagates downstream, it amplifies 

until it reaches the cavity trailing edge where its energy is partially dissipated 

due to the interaction with t he cavity trailing edge. 

2.2 Higher-frequency instabilities 

To reveal the large coherent vortical structures of the cavity separated shear 

layer , the fluctuating velocity flow fields were generated. The fluctuating velocity 

flow fields were produced by subtracting the instantaneous flow fields from the 

t ime-averaged field . Afterwards, a spatial filter with a Gaussian kernel was used 
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streamlines with different filter sizes. The dashed arrow indicates t he free stream 

direction. R eo = 1.28 x 103 , sharp edge at LE, no-jet 

to filter out small structures, and hence it generates a clearer visualisation of 

the large coherent structures. Figure 5.16 (a) shows the unfiltered fluctuating 

velocity field. T wo large vortical structures appear: one centred at (x/ L ~ 0.4, 

yj D ~ 0.3) and the other cent red at (x/ L ~ 0.8, yj D ~ 0.2) . Applying t he 

spatial filter wit h a Gaussian kernel size of 18 mm x 18 mm (Figure 5.16 (b)) 

provides a clearer visualisation of vort ical structures. Increasing t he filter size 

to 27 mm x 27 mm (Figure 5.16 (c)) enhances t he clarity of t he large vortical 

structures further. Further increase in the kernel size (Figure 5.16 (d)) filters out 

some flow details without improving the clarity of the large vortical structures. 

Thus, it was decided to implement the spatial filter with a Gaussian kernel size 

of 27 mm x 27 mm. Using t his method, sequential images were examined to 

count the coherent vortical structures passing over the cavity trailing edge. This 

method is time-consuming, and hence only 400 images were examined. For t his 

reason, the vortex count provides a rough estimation of t he shedding frequency. 
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Figure 5.17: Vortex count of the coherent vortical structures and streamwise 
development of the unsteady pressure power spectra and for 

Ree = 1.28 x 103 , sharp edge at LE, no-jet. 

Figure 5.17 compares the vortex count results with the spectral development 

of the unsteady wall pressure at x / L = 0. 5 and 0. 75. Figure 5.17 (a) demonstrates 

t hat the shedding of the large vortical structures is highly intermittent and not 

regular with time. The average frequency estimated by the vortex count method 

is St ~ 0.68. This frequency is not visible in the unsteady wall pressure spectra 

presented in Figure 5.17 (b) . This is due to the high intermittency of the vortical 

structures. For the same reason , Ashcroft and Zhang (2005) did not observe any 

sharp peak in the unsteady wall pressure spectra at M ~ 0.1 and L / D between 2 

and 4. However , the figure shows a sharp spectral peak at St ~ 3. This frequency 

is four times higher than the frequency estimated by the vortex count and hence it 

cannot be related to the vortex shedding phenomenon. However, this frequency 

coincides with the first acoustic transversal mode estimated by Equation 2.6. 

The transversal acoustic mode has been observed by Ziada et al. (2003), Debiasi 

and Samimy (2004), Little et al. (2007), Chan et al. (2007) and Ashcroft and 

Zhang (2005). Therefore, it can be concluded that the narrow-band peak in t he 

unsteady wall pressure spectra is attributed to the first acoust ic transversal mode 

generated between the cavity and the wind tunnel. 
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2.3 Influence of the Reynolds number on the oscillations 

of the cavity separated shear layer 

To examine the Reynolds number dependency of the aforementioned instabilit ies, 

the flow was tested at three Reynolds numbers, Ree, of: 1.28 x 103 , 2.02 x 103 , and 

4.37 x 103 . Figure 5.18 shows the influence of Ree on the temporal evolut ion of 

U/Ut near the cavity leading (x / L = 0.2) and trailing edges (x / L = 0.8) regions. 

The figures do not show any noticeable change in the surges of the reverse flow 

in Figures 5.18 (a), 5.18 (c) , and 5.18 (e) , nor in the oscillation peaks in Figures 

5.18 (b), 5.18 (d), and 5.18 (f) . 

Figures 5.19 (a), 5.19 (c) , and 5.19 (e) show the stream wise velocity spectra 

at (x/ L = 0.5, yj D = 0) for different Ree . As illustrated in the figure , the 

low frequency peak is still dominating the cavity separated shear layer over t he 

experimental range of R ee . The low frequency peaks are at St ~ 0.05, 0.018, and 

0.008 for R ee: 1.28 x 103 , 2.02 x 103 , and 4.37 x 103 , respectively. This indicates 

the dependency of the dimensionless frequency St on the Reynolds number R ee . 

The dimensionless frequency decreases with increasing R ee from 1.28 x 103 to 

4.37 x 103 . Figures 5.19 (b) , 5.19 (d) , and 5.19 (f) show the spectra of t he 

unsteady wall pressure at xj L = 0.5 and xj L = 0.75. The figures show that t he 

vortex shedding instability peak continues to disappear from the spectra due to 

the high intermittency. In contrast, the acoustic transversal mode continues to 

appear in the spectra. Increasing the R ee from 1.28 x 103 to 4.37 x 103 shifts the 

transversal mode from the first mode (St ~ 3) to the second mode (St ~ 6). On 

the other hand, no significant peak was found at R ee = 2.02 x 103 . 

Figure 5.20 shows the vortex count of the large coherent vortical structures 

at R ee = 1.28 x 103 and R ee = 2.02 x 103 . No result was obtained for the 

R ee = 4.37 x 103 case. This is because at this Reynolds number , t he propagation 

speed of the vortical structures is high, and hence the repetit ion rate of the PIV 

system is not sufficient to accurately count the vortical structures. The average 

frequency estimated by the vortex count method is St ~ 0.68 and 0.54 for R ee 

= 1.28 x 103 and 2.02 x 103 , respectively. The variation of the dimensionless 

frequencies with the R ee is probably attributed to the uncertainty of the vortex 

count method. The figure also shows that the shedding phenomenon is still highly 

intermittent even at a higher R ee . 
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2 

3 Concluding remarks 

Firstly, the time-averaged flow field and t he instabilities of t he cavity separated 

shear layer were investigated for the baseline cavity flow (without a jet) at Ree = 
1.28 x 103 . The first part of the investigation is concluded as follows: 

• Changing t he slot configuration influences the time-averaged flow field. 

Modifying the slot configuration causes a shift in the centre of t he main 

recirculation vortex. However, the time-averaged flow fields for these cases 

are generally similar. T herefore, it was decided to focus t his chapter on a 

single slot configuration, which is the cavity with the sharp edge slot at t he 

cavity leading edge. 

• The surface oil flow visualisations showed that the cavity flow is likely to 

be two-dimensional. T he t ime-averaged flow fields demonstrate a typical 

shallow open cavity flow, t hat is similar to t hose described in the literature. 

• The velocity spectra showed that a low frequency instability (St ~ 0.05) 

dominates t he cavity separated shear layer. This instability is attributed 

to the reverse flow interaction. The interaction t akes place when sudden 

reverse flow surges reach t he sensitive separation point of the cavity sepa­

rated shear layer. As a result, a large-amplit ude flapping wave is produced. 

As the wave propagates downstream the cavity separated shear layer , it 
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amplifies until it reaches the cavity trailing edge region, where the wave is 

partially dissipated due t o the interaction with the cavity trailing edge. 

• Higher frequency instabilit ies were ident ified in the flow: (i) the shedding 

of the large vortical structures (St ~ 0.68) which was estimated by t he 

vortex count method, and (ii) the first t ransversal mode (St ~ 3) which 

was identified from the unsteady wall pressure spectra. The spectral peak 

related to the shedding of t he large vortical structures was not found in t he 

unsteady wall pressure spectra because the shedding phenomenon is highly 

intermittent and not well organised. 

Secondly, the cavity flow was investigated at 1.28 x 103 :::; R e8 :::; 4.37 x 103 

to study the Reynolds number dependency of the cavity separated shear layer 

instabilit ies. The second part of the investigation is concluded as follows: 

• The dimensionless frequencies of the reverse flow interaction and transversal 

mode showed a clear Reynolds number dependency. Increasing R eo from 

1.28 x 103 to 4.37 x 103 causes a reduction in the dimensionless frequency 

of the reverse flow interaction from St ~ 0.05 to St ~ 0.008. Increasing 

Re8 also causes the transversal mode to jump from t he first to the second 

mode. In contrast, the variation of the dimensionless frequency for t he 

shedding of the large vortical structures with R eo is probably attributed to 

the uncertainty of the vortex count method. 



Chapter 6 

Blowing from Cavity Leading 

Edge 

This chapter investigates the impact of blowing from the cavity leading edge 

on the time-averaged cavity flow field and the oscillations of t he cavity separated 

shear layer at Ree = 1.28 x 103 . Two blowing jet cases will be examined: jets from 

the sharp edge slot and jets from the coanda slot. Both slots are a horizontal to the 

x-axis. The values of the jet momentum flux per unit width J are 0.11 kg j m .s2 , 

0.44 kgjm.s2 , and 0.96 kgjm.s2 . 

1 Surface oil flow visualisations 

Figure 6.1 shows the images of t he surface oil flow visualisations for no-jet and 

jet-on cases. At J = 0.11 kg j m.s2 , the reverse flow is parallel to the x-axis, as 

evident from Figure 6.1 (b). As J increases further , the reverse flow starts to 

diverge towards the side plates. This divergence increases with J, as illustrated 

in Figures 6.1 (c) and 6.1 (d) . This divergence is attributed to the impingement 

of the jets at t he cavity trailing edge. This impingement raises the stagnation 

pressure at the mid-span of t he cavity compared to the side regions, where the jet 

is not applied. As a result , the reverse flow diverges towards the side regions of 

the cavity. Despite this flow divergence, the reverse flow at the mid-span region 

remains parallel to the x-axis, and hence the flow at this region, where the PIV 

and pressure measurements are acquired, is likely to be two-dimensional. 

117 
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Figure 6.1: Surface oil flow visualisations for 
Ree = 1.28 x 103 , sharp edge at LE, different]: a) no jet, b) J = 0.11 kgjm.s2 , c) 

J = 0.44 kg jm.s2 , and d) J = 0.96 kgjm.s2 . 

2 Time-averaged flow field 

2.1 Jet penetration 

Before examining the jet impact on the cavity flow, it is essential to study how 

the jet penetrates the cavity flow. Figure 6.2 shows the instantaneous PIV raw 

images and the time-averaged V / UJ fields for different values of J. As shown in 

Figures 6.2 (a) and 6.2 (c), the jet at J = 0.11 kgjm.s2 and J = 0.44 kg j m.s2 

flows parallel to the cavity separated shear layer and then impinges at the upper 

part of the cavity trailing edge. On the other hand, the jet at J = 0.96 kg j m.s2 

deflects downwards and impinges at the lower part of the cavity trailing edge, 

as illustrated in Figures 6.2 (e). This deflection is clearly indicated by a large 

downward V velocity in region "B", as demonstrated in Figure 6.2 (f). The jet 

impingement at the cavity trailing edge causes a significant increase in the upward 

V velocity at region "A", as illustrated in Figures 6.2 (b), 6.2 (d), and 6.2 (f). 

This increase in t he upward V velocity, as it will be shown later, influences t he 

boundaries of the cavity separated shear layer. 

The jet deflection at J = 0.96 kgjm.s2 is attributed to two reasons: (i) t he 

coanda effect, and (ii) the difference in the jet 's growth rate between the upper 

and lower sides of the jet. The coanda effect causes the jet to deflect towards 

the cavity floor. This effect has been already observed in Chapter 4 for the jet 

at quiescent conditions (without free stream). Thus, the coanda effect is at least 
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partially responsible for the jet deflection in the dynamic conditions (with free 

stream). On the other hand, t he difference in t he jet 's growth rate between the 

two halves of t he jet is because the upper side of the jet is in contact with the 

Flow. 
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Figure 6.2: The instantaneous PIV raw images and the time-averaged V / UJ for 
Ree = 1.28 x 103 , sharp edge at LE, different J. 
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relatively fast-moving free stream, while the lower side of the jet is in contact 

with the relatively slow-moving cavity flow. As a result , the jet's growt h rate 

of the lower side is much larger than that of the upper side. This is because 

the strongly advect ed side of the jet (the upper side) has difficulty in entraining 

the free stream fluid into the jet, as the jet momentum at t his side of the jet is 

relatively small compared to the momentum of the free stream, and vice versa 

for the weakly advected side of the jet (the lower side) (Wang, 2000). This is 

consistent with many studies on jet interaction in a co-flowing free stream, such 

as the studies of Ben Haj Ayech et al. (2016) and Kalifa et al. (2016). These 

studies found that increasing t he free stream velocity significant ly reduces t he 

jet's growth rate. 

To examine the jet penetration further , t he time-averaged U j U1 profiles for 

different axial stations are plotted in Figure 6.3 for various J values. To show 

t he profiles clearly, they are separated by a margin of 0.25 along t he U jU1 axis. 

At J = 0.11 kg j m.s2 , the jet completely mixes with the cavity flow near t he 

cavity leading edge, and hence it has almost no influence on t he velocity profiles 

downstream, as illustrated in Figure 6.3 (a). However , at J = 0.44 kg/ m.s2 , t he 

jet penetrat es the cavity separated shear layer , as demonstrated in Figure 6.3 (b) . 

As shown in t he figure, the jet penetration is indicated by the excess streamwise 

velocity within t he cavity separated shear layer (C.S.S.L). As t he jet expands 

downstream, the excess velocity decreases unt il the two profiles collapse into one 

profile at xj L ~ 0.6. At J = 0.96 kgjm.s2 , t he penetration effect is stronger, 

as shown in Figure 6.3 (c). As evident from the figure , the lower side of t he jet 

growths faster than the upper side. As the jet expands and deflects downwards, 

the excess velocity decreases unt il the two profiles collapse into one profile at 

x/ L ~ 0.9 . It is also important to notice that the jet causes a reduction in t he 

streamwise velocity near the cavity trailing edge (region "C"), as demonstrated 

in Figures 6.3 (b) and 6.3 (c) . This reduction is attributed to the increase of 

the upward V velocity at the cavity trailing edge, which impedes the flow of t he 

cavity separated shear layer, as highlighted in region "A" in Figure 6.2. 

2.2 Jet impact on the cavity flow topology 

The next step is to investigate the jet impact on the cavity flow topology. The 

t ime-averaged U j U1 fields for t he no-jet and jet-on cases are shown in Figure 6.4. 

Forcing the jet at J = 0.11 kg j m .s2 does not yield significant changes in t he 
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velocity field. As J increases to 0.44 kgjm.s2 , t he jet penetration through the 

cavity separated shear layer appears clearly at the cavity leading edge region, as 

indicated by the arrow in Figure 6.4 (c). The centre of the main recirculation vor­

tex shifts upstream, while the reverse flow rate increases significantly. Increasing 

J to 0.96 kg j m .s2 causes a clearer jet penetration effect and shifts the main re­

circulation vortex further towards the cavity leading edge (centred at xj L ~ 0.5), 

due to the downward jet deflection, as illustrated in Figure 6.4 (d ). On the other 
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Figure 6.3: Time-averaged U /UJ profiles at different axial stations for 
R ee = 1.28 x 103 , sharp edge at LE, different J . C.S.S.L: denotes the cavity 

separated shear layer. 
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hand, there is a small increase in the reverse flow rate for this case compared to 

the J = 0.44 kg j m .s2 case. 

The increase in the reverse flow rate causes the separation zone to displace 

towards the cavity leading edge. Figure 6.5 shows the distribut ion of U jU1 along 

the cavity floor (y/ D = -0.9) . The streamwise locations XRl , XR2 , and XR3 ,4 

denote the separation point for no-jet, J = 0.11 kgjm.s2 , and J = 0.44 kg j m .s2 

cases, respectively. The figure shows that for J = 0.11 kg j m .s2 , the separation 

point is displaced upstream from x/ L ~ 0.2 to x/ L ~ 0.1. Increasing J to 

0.44 kgjm.s2 slightly shifts the separation point to xj L ~ 0.07. A similar position 

of the separation point is found at 0.96 kgjm.s2 . 

Figure 6.6 compares the t he time-averaged U j U1 for: a) blowing from t he 

cavity leading edge in the current experiments, and b) blowing from the cavity 

leading edge in Suponitsky et al. (2005) simulation. The L / D and B e for both 
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Ree = 1.28 x 103, sharp edge at LE, different J. 
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cases are 4 and 1%, respectively. Be = is blowing coefficient and is defined as 

P ·U·A · B - J J J 

e - PJUJAeavity 
(6.1) 

where PJ UJ AJ denote t he jet density, jet velocity at t he slot, and slot area, 

while PJ Uf Aeavity denote free stream density, free stream velocity, and cavity 

floor area. The R ed are 49.5 x 103 and 5 x 103 for the current experiments 

and Suponitsky et al. (2005) simulation, respectively. According to Suponitsky 

et al. (2005), increasing Be to 1% causes the cavity separated shear layer to be 

isolated from the recirculation zone. As a result, the main recirculation vortex 

becomes weaker and the maximum reverse flow velocity decreases from 37% to 

10%. These findings contradict with the current study. According to the current 

study, increasing Be to 1% causes a significant increase in the maximum reverse 

flow velocity from 30% to approximately 40%. 

2.3 Jet impact on the cavity separated shear layer 

The jet influences on the t ime-averaged cavity separated shear layer include: t he 

Reynolds stresses, the boundaries of the cavity separated shear layer, and t he 

growth rate. The Reynolds shear stresses indicate the moment um transfer by 

t urbulent fluctuations. Figure 6.7 shows the t ime-averaged Reynolds shear stress 

for the no-jet and jet-on cases. As illustrated in t he figure , increasing J yields 
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a substantial increase in the Reynolds shear stress in the cavity separated shear 

layer. This increase is due to the jet disturbances. The jet disturbances consist 

of pairs of counter-rotating vortical structures generated due to t he positive and 

negative vorticity regions downstream of the jet 's slot, as illustrated in Figure 

6.8 (b). These disturbances raise the turbulent fluctuation level in the cavity 

separated shear. Figure 6. 7 also illustrates a noticeable downward shift in t he 

peak location of t he Reynolds shear stress from y / D ~ 0 for the no-jet case to 

y j D ~ -0.36 for the J = 0.96 kg jm.s2 case. This shift is attributed to the 

downward jet deflection. 

Figure 6.9 (a) shows the t ime-averaged boundaries of the cavity separated 

layer. The upper and lower boundaries are based on the locations of U /UJ = 0.9 

and U jU1 = 0.1, respectively. At the upstream half of the cavity separated shear 

layer (x/ L ::; 0.5) , increasing J yields a downward shift in t he boundaries of t he 

cavity separated shear layer. This shift is because the momentum is transferred 

from the jet to t he surrounding fluid at both sides of t he jet. On t he other 

hand, at the downstream half of the cavity separated shear layer (x/ L 2: 0.5), 

increasing J causes the U jU1 = 0.9 boundaries to lift up. This lift is caused by 

the upward V velocity observed in region "A", as shown previously in Figure 6.2. 

The upward V velocity impedes the flow of the cavity separated shear layer. As a 

result the streamwise velocity decreases and t he thickness of t he cavity separated 

shear layer increases. 

Figure 6. 9 (b) shows the vorticity thickness of t he cavity separated shear layer 

along the x-axis. Based on this figure, the growth rates of the cavity separated 

shear layer for the no-jet and jet one cases are estimated in Table 6.1. As evident 
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from the t able, the growth rate increases with J. This increase is attributed to 

two reasons: (i) the transfer of jet momentum to t he cavity flow at the upstream 

half of the cavity (xI L ::; 0. 5) , and ( ii) the lifting of the U I U f = 0. 9 boundary for 

the cavity separated shear layer at the downstream half of the cavity (x l L ::; 0.5) 

due to the upward V velocity. 

Table 6.1: Growth rate of the cavity separated shear layer for 
Ree = 1.28 x 103 , sharp edge at LE, different J. 

J (kglm. s2 ) No Jet 0.11 0.44 0.96 

dbwldx 0.180 0.183 0.229 0.256 
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Figure 6.7: Contours of t he time-averaged Reynolds shear stress for 
Ree = 1.28 x 103, sharp edge at LE, different J. 
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3 Oscillations of the cavity separated shear layer 

The oscillations of the cavity separated shear layer are affected by the blowing 

from the cavity leading edge. Figure 6.10 illustrates the t emporal evolution of 

U jU1 at xj L = 0.2 and 0.8 for the no-jet and jet-on cases. The figure does not 

show any noticeable change in the flow behaviour between t he no-jet case and 

the J = 0.11 kg j m .s2 jet case. As J increases to J = 0.44 kg j m .s2 , the number 
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of the reverse flow surges arriving at xj L = 0.2 increases significantly, as evident 

from Figure 6.10 (e). Consequently, the number of the oscillation peaks in t he 

cavity separated shear layer at xj L = 0.8 increases, as shown in Figure 6.10 (f). 

However , increasing J from 0.44 kgjm.s2 to 0.96 kg jm.s2 does not yield any 

noticeable increase in the number of the reverse flow surges, nor the oscillation 

peaks. 

To quantify the frequency of the reverse flow interaction, the streamwise ve­

locity power spectra at x/ L = 0.9 and yj D = 0 is presented in Figure 6.11 (a) . 

As shown in the figure, forcing t he jet at J = 0.11 kgjm.s2 does not produce any 

increase in the dominant frequency. However, as J increases to 0.44 kg jm.s2 , the 

dominant frequency increases from St ~ 0.05 t o St ~ 0.1. Increasing J further to 

0.96 kgjm.s2 does not yield any further rise in the dominant frequency. The signif­

icant increase in the frequency of t he reverse flow interaction at J = 0.44 kg j m.s2 

is attributed to the large increase in the reverse flow rate impacting the sensit ive 

separation point at the cavity leading edge, as evident from t he time-averaged 

VjU1 along the centre of the main recirculation vortex (Figure 6.11 (b)). As J 

increases, the jet impingement at the cavity t railing edge increases the reverse 

flow rate and pushes the main recirculation vortex upstream. As a result , more 

reverse flow impacts the cavity leading edge region, and hence the frequency of 

the reverse flow interaction increases. However, increasing J from 0.44 kg j m.s2 

to 0.96 kg jm.s2 does not produce a significant increase in the amount of t he 

reverse flow impacting the cavity leading edge, perhaps due to t he increase in the 

divergence of reverse flow, as shown previously in Figure 6.1. Consequent ly, the 

frequency of the reverse flow interaction does not increase further. 

The jets also supply the cavity with relatively small coherent structures. These 

structures are likely to impact the cavity flow and hence it is essential to study 

their temporal behaviour. Figure 6.12 shows snapshots of the instantaneous di­

mensionless z-vorticity for the no-jet and jet-on cases. As J increases, t he jet 

populates the cavity separated shear layer with relatively smaller vortical struc­

t ures, as indicated in Figures 6.12 (c) and 6.12 (d). The sequential snapshots 

of the fluctuating velocity field show that t hese structures develop at t he prox­

imity region of t he slot. The fluctuating velocity field also shows that most of 

the jet vortical structures are rotating clockwise and few of them are rotating 

anti-clockwise. The lack of the anti-clockwise vortical structures is because t he 

anti-clockwise vorticity region (positive vort icity) at the upper half of the jet is 
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Figure 6.11: U Velocity spectra at xj L = 0.9, yj D = 0 and profiles of the 
time-averaged V fUJ along t he centre of the main recirculation vortex for 

R eo = 1.28 x 103 , sharp edge at LE, different J. 

highly suppressed by the clockwise vorticity of both the cavity separated shear 

layer and the lower half of t he jet. At J = 0.11 kgjm.s2 , t he anti-clockwise vor­

t icity region (positive vorticity) of the jet is completely suppressed, as illustrated 

in Figure 6.12 (b) . The region of the anti-clockwise vorticity starts to appear at 

J = 0.44 kg/m.s2 and increases at J = 0.96 kg/ m .s2 , as indicated by the arrows 

in Figures 6.12 (c) and 6.12 (d). Consequently, the number of the anti-clockwise 

vortical structures observed in the flow increases. 

The sequential snapshots of the fluctuating velocity field show that most of the 

jet vortical structures at J = 0.44 kgjm.s2 and J = 0.96 kg jm.s2 either dissipate, 

impinge at the cavity trailing edge, or deflect downwards. The fluctuating velocity 

field also shows that the large vortical structures are still present in the cavity 

separated shear layer along with the jet structures. It is difficult to quantify t he 

impact of the jet structures on t he shedding frequency for the coherent vortical 

structures of the cavity separated shear layer due to two reasons. First, the vortex 

count method provides a rough estimation of t he shedding frequency. Second, it 

is sometimes difficult to distinguish between t he jet structures and the structures 

of the cavity separated shear layer. 

The jet structures are responsible for the rise in the turbulent fluctuation 

level and the turbulence broadband level of the unsteady wall pressure spectra 
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Figure 6.12: Snapshots of the instantaneous dimensionless z-vorticity for 
Reo = 1.28 x 103 , sharp edge at LE, different J. 

at x/ L = 0.5, as was illustrated in Figure 6.13. As evident from the figure, t he 

turbulence broadband level increases with J . Although the jet supplies the cavity 

flow with additional disturbances, the spectral peak at St ~ 3 is not affected. This 

indicates again that this spectral peak is not related to the coherent structures 

of the cavity separated shear layer, but to the acoustic transversal mode. 

4 Influence of the slot configuration 

This sect ion compares the impact of leading edge blowing at Reo = 1.28 x 103 

and J = 0.96 kg j m .s2 for different slot configurations: the sharp edge and t he 

coanda slots. 



Chapter 6. Blowing from Cavity Leading Edge 

-20 

iii' 
~-50 ... 
<II 

~ -60 
a.. 

-70 

-80 

--- NoJet 
·················· J=0.11 kg/m.s2 

............. __ J=0.44 kg/m.s2 

----- J=0.96 kg/m.s2 

-90 L...----'---''--'-...................... ..J...__..__....__'--'-"--'--'...LJ 

10'1 10° 
st= t UU1 

Figure 6.13: The unsteady wall pressure power spectra at x/ L = 0.5 for 
Ree = 1.28 x 103, sharp edge at LE, different J . 

4.1 Comparison of jet penetration 

131 

Figure 6.14 shows the instantaneous raw images and contours of the t ime-averaged 

V jU1 field for the sharp edge and coanda cases. Both the instantaneous raw 

images and the t ime-averaged V j U1 fields demonstrate a jet deflection for both 

cases. This deflection is evident by the strong downward V velocity in region "B" 

in Figures 6.14 (b) and 6.14 (d). The time-averaged VjU1 results also highlight a 

noticeable difference between the two cases in region "A" . As evident from t his 

region, the upward V velocity of the coanda case is significantly larger than the 

upward V velocity of the sharp edge case. This is probably attributed to t he 

difference between the two cases in the jet-cavity trailing edge interaction, that 

was observed previously in the quiescent condition (Figures 4.13 (e) and 4.13 (f)). 

Figure 6.15 illustrates the time-averaged U j U1 profiles at different axial sta­

tions for the no-jet, sharp edge, and coanda cases. As evident from the figure, 

t he growth rate of the lower side for both jets is larger t han the growth rate 

of the upper side of t he jets. The reason behind t his was previously discussed 

in Subsection 2.1. Region "A" in the figure indicates that t he reduction of t he 

streamwise velocity upstream of the cavity trailing edge in the coanda case is 

more than that of the sharp edge case. This is attributed to the relatively large 

upward V velocity at the cavity trailing edge for t he coanda case, and hence t he 

impedance against the flow for this case is relatively large. 
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Figure 6.14: Instantaneous raw images and contours of the time-averaged V / UJ field 
for Ree = 1.28 x 103 , different slots at LE, J = 0.96 kg j m.s2 . C: Sharp edge slot , C: 

coanda slot. 

4.2 Comparison of the time-averaged cavity flow 

The time-averaged cavity flow shows some differences between the two jet cases. 

Figure 6.16 presents the time-averaged U jU1 fields of the two jet cases. As evident 

from the figure, the centre of the main recirculation vortex slightly shift s from 

xj L ~ 0.5 in the sharp edge case to xj L ~ 0.45 in the coanda case. This figure 

and Figure 6.15 also show that the reverse flow rate in the sharp edge case is 

more than the reverse flow rate in the coanda case. 

Figure 6.17 provides the t ime-averaged dimensionless Reynolds shear stress 

for the sharp edge and coanda cases. The peak Reynolds shear stress in t he 

coanda case is much larger than that of the sharp edge case. This is because 

the jet turbulence intensity of the coanda case is noticeably larger than that of 

the sharp edge case, as found previously in Figure 4.12 (a). The dashed line in 

the figure indicates the location of the upper boundary of the cavity separated 
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Figure 6.15: Time-averaged U /Ut profiles at different axial stations for 
Ree = 1.28 x 103 , different slots at LE, J = 0.96 kgjm.s2 . Solid line: no-jet , dotted 
line: blowing from the sharp edge slot, dashed line: blowing from the coanda slot . 

shear layer , where the turbulent fluctuations of the cavity separated shear layer 

undergo a substantial drop. The dashed lines indicate a noticeable lift of t he 

upper boundary of the cavity separat ed shear layer in the coanda case compared 

to the sharp edge case. This lift is attributed to the increase in the upward V 

velocity at the cavity trailing edge. This lift is also noted in the time-averaged 

boundaries for the sharp edge and coanda cases, as illustrated in Figures 6.18 (a) 

and 6.18 (b). 
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Figure 6.16: Contours of t he t ime-averaged U / Ut for 
R ee = 1.28 x 103 , different slots at LE, J = 0.96 kg jm.s2 . 
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Figure 6.17: Contours of the t ime-averaged dimensionless Reynolds shear stress for 
Ree = 1.28 x 103 , different slots at LE, J = 0.96 kg j m.s2 . 
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Figure 6.18: The time-averaged boundaries of t he cavity separated shear layer for 
R ee = 1.28 x 103 , different slots at LE, J = 0.96 kg j m .s2 . 

4.3 Comparison of the cavity separated shear layer oscil­

lations 

Unlike the time-averaged cavity flow field, the analysis of the cavity separated 

shear layer oscillations do not show any significant difference between the two 

cases. Figure 6.19 illustrates the power spect ra of the streamwise velocity for t he 

sharp edge and coanda cases. The spectra do not show any not iceable difference 

in the frequency of the dominant peak between the sharp edge and coanda cases. 

Also, no noticeable difference was noted in the unsteady wall pressure spectra, 

as shown in Figure 6.20. The sequential snapshots of the fluctuating field do not 
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Figure 6.19: Spectra of the streamwise velocity at (x/ L = 0.9, yj D = 0) for 
R ee = 1.28 x 103 , different slots at LE, J = 0.96 kgjm.s2 . SE: sharp edge slot, C: 

coanda slot. 
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Figure 6.20: Spectra of t he unsteady wall pressure at x j L = 0.5 for 
R ee = 1.28 x 103 , different slots at LE, J = 0.96 kg jm.s2 . 

reveal any qualitative difference in the temporal behaviour of the cavity sepa­

rated shear layer between the two cases. It is difficult to compare the shedding 

frequency of t he large vortical structures between the two cases due to: (i) t he 

rough estimation of the vortex count method, and (ii) t he difficulty in distin­

guishing between the jet structures and the structures of t he cavity separated 

shear layer. 
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5 Concluding remarks 

Firstly, the impact of the cavity leading edge blowing with the sharp edge slot 

was investigated at Ree = 1.28 x 103 and 0.11 kgjm.s2 ::; J ::; 0.96 kg j m.s2 . 

This part of the investigation is concluded as follows: 

• The surface oil flow visualisations showed that increasing J causes the re­

verse flow to diverge towards the side plates. This divergence is due to t he 

increase in the stagnation pressure in the mid-span region compared to the 

side regions of the cavity, where the jet is not applied. However, the reverse 

flow in the mid-span region, where the pressure and PIV measurements are 

acquired, remains parallel to the x-axis and hence the flow there is likely to 

be two-dimensional. 

• Increasing J to 0.96 kg j m.s2 causes t he jet to deflect downwards. This 

deflection is attributed to two reasons: (i) the coanda effect, and (ii) the 

difference in the jet's growth rate between the upper and lower sides of t he 

jet. 

• As J increases, the change in the time-averaged cavity flow field becomes 

more significant. The changes include: (i) upstream shift of the main re­

circulation vortex, (ii) increase in the reverse flow rate, (iii) lifting of the 

upper boundary of the cavity separated shear layer upstream of the cavity 

trailing edge, and (iv) increase in the turbulence fluctuation in the cavity 

separated shear layer due to the jet's disturbances. 

• Increasing J to J ~ 0.44 kgjm.s2 causes the dimensionless frequency of 

the reverse flow interaction to increase from St ~ 0.05 to St ~ 0.1. This 

frequency rise is due to the increase in the amount of the reverse flow 

impacting the sensitive separation region of the cavity separated shear layer. 

Additionally, the jet's disturbances increase the turbulence broadband level 

of the unsteady wall pressure spectra. 

Secondly, a comparison was made between t he leading edge blowing with t he 

sharp edge and t he coanda slots at R ee = 1.28 x 103 and J = 0.96 kgjm.s2 . The 

results of this comparison are summarised as follows: 
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• The time-averaged cavity flow fields show that both jets deflect downwards. 

However, t he time-averaged results highlighted two main differences be­

tween the sharp edge case and coanda case. First, t he upper boundary 

of the cavity separated shear layer in the coanda case is noticeably higher 

than the upper boundary in the sharp edge case. This difference is because 

the upward V velocity at the cavity trailing edge for the coanda case is 

relatively large, and hence this impedes the flow of t he cavity separated 

shear layer and forces the upper boundary upwards. Second, the maximum 

Reynolds shear stress in the coanda case is significant ly larger than that of 

the sharp edge case. This is because the turbulence intensity of the coanda 

jet is noticeably higher than that of the sharp edge jet . 

• The velocity spectra, pressure spectra, and the snapshots of the fluctuating 

field did not reveal any noticeable differences in the oscillations of the cavity 

separated shear layer between the two cases. 
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Chapter 7 

Blowing From Cavity Trailing 

Edge 

This chapter examines the impact of blowing from the cavity trailing edge on t he 

t ime-averaged cavity flow field and the oscillations of the cavity separated shear 

layer at R ee = 1.28 x 103 and 0.11 kg j m.s2 :s; J :s; 0.96 kg j m.s2 . Similar to 

leading edge blowing, the jet is forced through a horizontal slot , but opposite to 

t he direct ion of the separated shear layer. This type of blowing aims to minimise 

t he interaction between the separated shear layer and the cavity trailing edge and 

hence suppressing the oscillations of the separated shear layer. The chapter also 

compares these results with the results of blowing from the cavity leading edge 

presented in Chapter 6. 

1 Surface oil flow visualisations 

F igure 7.1 shows the images of t he surface oil flow visualisations for no-jet and 

jet-on cases. Similar to the blowing from the cavity leading edge results, the 

reverse flow in t he figure diverges with increasing J. The reason behind t his 

divergence was explained in Chapter 6. Despite t his divergence, t he reverse flow 

at the mid-span region remains parallel to the x-axis, and hence t he flow in t his 

region, where t he PIV and pressure measurements are acquired, is likely to be 

two-dimensional. 

139 
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Figure 7.1: Surface oil flow visualisations for 
R ee = 1.28 x 103 , sharp edge at TE, different J: a) no-jet , b) J = 0.11 kg jm.s2 , c) 

J = 0.44 kg j m.s2 , and d) J = 0.96 kg j m.s2 . 

2 Jet behaviour 

Figure 7.2 shows the time-averaged dimensionless vorticity (wz L / U1) and t he 

instantaneous raw images at Ree = 1.28 x 103 for different values of J . As 

illustrated in this figure, the cavity separated shear layer interacts strongly with 

the jet . The time-averaged vorticity field shows positive and negative vorticity 

regions at the cavity trailing edge, which represent the two shear layers of the 

jet. These regions indicate the time-averaged position of the jet , where the jet is 

flapping around. As demonstrated in the figure, t he cavity separated shear layer 

forces the jet to deflect backward. At J = 0.11 kgjm.s2 , t he jet is blown away. 

However, as J increases, the jet deflects forward. 

Snapshots of the instantaneous dimensionless velocity magnit ude (Rj U1) for 

J = 0.96 kgjm.s2 are illustrated in Figure 7.3. The instantaneous velocity flow 

field shows that t he jets flap around the t ime-averaged jet position . An imaginary 

line is drawn around the jet to highlight its instantaneous position. As the cavity 

separated shear layer (C.S.S.L) interacts with jet (Figure 7.3 (a)), the jet deflects 

backward. As a result, the cavity separated shear layer flows over the jet (Figure 

7.3 (b)) , while a portion of the cavity separated shear layer deflects downwards 

with the reverse flow. When the interaction between the cavity separated shear 

layer and the jet is reduced, t he jet deflects forward and the cavity separated 

shear layer deflects down, as demonstrated in Figure 7. 3 (c)) . Occasionally, t he 

jet is blocked due to the impingement of the cavity separated shear layer at t he 
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Figure 7.2: The time-averaged WzL /UJ and the instantaneous raw images for 
R ee = 1.28 x 103 , sharp edge at TE, different J. 

jet's slot, as illustrated in Figure 7.3 (d). The flapping motion of t he jet was also 

observed at lower J values, but with a smaller flapping magnit ude. 
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Figure 7.3: Snapshots of the instantaneous R /UJ for 
Reo= 1.28 x 103 , sharp edge at TE, J = 0.96 kg jm.s2 . 

3 Jet impact on the cavity flow topology 

To investigate t he impact of the jets on the cavity flow topology, t he time-averaged 

U jU1 fields for the no-jet and jet-on cases are shown in Figure 7.4. As J increases, 

the jet lifts up the cavity separated shear layer, causing a small recirculation 

bubble to form downstream of t he cavity trailing edge. At t he maximum value of 

J , the recirculation bubble becomes significant ly large and the cavity separated 

shear layer splits into two parts: one part flows over the deflected jet, while t he 

other part deflects down wit h t he reverse flow, as visible in Figure 7.4 (d). The 

presence of this recirculation bubble causes more flow from the cavity separated 

shear layer to deflect downwards and hence t he reverse flow rate increases, as 

evident from the figure . 

The increase in the reverse flow rate influences the location of the separation 

zone. Figure 7.5 illustrates the distribution of U / UJ along the cavity floor (y / D = 
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F igure 7.4: Contours of the t ime-averaged U /UJ for R ee = 1.28 x 103 , sharp edge at 
TE, different J. C.S.S.L: denotes the cavity separated shear layer. 

-0.9) . T he streamwise locations X Rl, XR2,3 , and XR4 denote the separation point 

for no-jet, J = 0. 11 kgjm.s2 , and J = 0.96 kg j m .s2 cases, respectively. T he figure 

demonstrates that the separation point shifts upstream from x j L ~ 0.2 for t he 

no-jet case to x / L ~ 0.1 for t he J = 0.96 kg j m .s2 case. 

4 Jet impact on the cavity separated shear layer 

T he fluctuations level, t he boundaries, and t he growth rate of t he cavity sepa­

rated shear layer are affected by the jet . Figure 7.6 illustrates the dimensionless 

Reynolds shear stress field for no-jet and jet-on cases. As J increases, two peak 

locations are observed. T he first peak, which indicates t he maximum Reynolds 

shear in the jet , is at the cavity trailing edge. T he second peak location is found 

upstream of the former location and indicates the maximum Reynolds shear stress 

of the cavity separated shear layer. Increasing J causes the peak location of the 
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cavity separated shear layer to increase in magnitude and shift upstream. This 

is because as J increases, the jet deflects forward and hence it interacts more 

intensively with the cavity separated shear layer. 

Figure 7.7 (a) shows the time-averaged U / Ut = 0.9 and U / Ut = 0.1 bound­

aries of the cavity separated shear layer along the x-axis. This figure shows that 

as J increases, the entire cavity separated shear layer lifts up due to the presence 

of the recirculation bubble downstream. The t ime-averaged vorticity thickness 

of the cavity separated shear layer along the x-axis is demonstrated in Figure 

7. 7 (b). Based on this figure, the growth rate (dow/ dx) of the cavity separated 

shear layer for the no-jet and jet-on cases are estimated in Table 7.1. As evident 

from the table, the growth rate increases with J. This increase is due to the flow 

impedance of the recirculation bubble, which reduces the streamwise velocity of 

the cavity separated shear layer, and hence thickening this layer. 
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Figure 7. 7: The time-averaged boundaries and vorticity thickness of the cavity 
separated shear layer along the x-axis for 

R ee = 1.28 x 103 , sharp edge at TE, different J . 

Table 7.1: Growth rate of the cavity separated shear layer for 
Ree = 1.28 x 103, sharp edge at TE, different J. 

J (kg jm.s2 ) No J et 0.11 0.44 0.96 

dbw/dx 0.193 0.227 0.247 0.273 
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5 Jet impact on the cavity separated shear layer 

oscillations 

The jet affects the cavity separated shear layer oscillations. Figure 7.8 shows t he 

temporal evolution of U jU1 at x j L = 0.2 and 0.8 for jet-on and no-jet cases. 

The figure shows that as J increases, the frequency of the reverse flow surges 

at x/ L = 0.2 and the oscillation peaks of the cavity separated shear layer at 

x/ L = 0.8 increases significantly. To quantify t his frequency increase, velocity 

spectra are obtained at xj L = 0.9 and y j D = 0 for t he no-jet and jet-on cases 

which are presented in Figure 7.9 (a). This figure shows that as J increases from 

0 (no-jet case) to 0.96 kg j m.s2 , the non-dimensional frequency increases from 

approximately St ~ 0.05 to St ~ 0.09. Also, for J = 0.96 kg j m .s2 an addit ional 

peak appears at St ~ 0.03. The spectral development of this peak along t he 

x-axis is shown in Figure 7.9 (b). As evident from the figure, t he peak appears at 

xj L ~ 0.5 and t hen increases in amplitude wit h t he streamwise direction. This 

spectral peak is not present in the spectra of the no-jet case, nor the leading 

edge blowing cases. Thus, this peak is likely to be attributed to the interaction 

between the jet and the cavity separated shear layer. 

The unsteady wall pressure power spectra at xj L = 0.5 are shown in Figure 

7.10. Increasing J yields an increase in the broadband level of t he fluctuations, 

due to the increase in the velocity fluctuation levels of the cavity separat ed shear 

layer. Again, t he transversal mode at St ~ 3 is not affected because it is not 

related to t he cavity separated shear layer. The sequential snapshots of t he 

fluctuating field do not reveal any noticeable change in the temporal behaviour 

of the coherent vortical structures of the cavity separated shear layer. 

6 Comparison between blowing from the cav­

ity leading edge and blowing from the cavity 

trailing edge 

This section compares the impact of leading edge and trailing edge blowing at 

R ee = 1.28 x 103 and J = 0.96 kgjm.s2 . Both blowing jet cases are performed 

with the sharp edge slot . 
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6.1 Comparison of the time-averaged cavity flow 

The leading and t railing edge blowing significant ly affects the t ime-averaged cav­

ity flow field. Figures 7.11 (a) and 7.11 (b) illustrate the time-averaged UjU1 for 

blowing from the cavity leading and trailing edges, respectively. As illustrated 

in the figures, the trailing edge blowing causes the entire cavity separated shear 

layer to lift upwards. On the other hand, the leading edge blowing shifts the main 

recirculation vortex downstream. The upstream shift of t he main recirculation 
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Figure 7.11: Contours of the t ime-averaged U / UJ and profiles of the t ime-averaged 
V / UJ along the centre of the main recirculation vortex for 

R eo = 1.28 x 103 , sharp edge at LE or TE, J = 0.96 kg j m .s2 . 

vortex results in more reverse flow impacting the sensitive separation point of 

the cavity separated shear layer, as illustrated in Figure 7.11 (c) and 7.11 (d) , 

which show the profiles of the time-averaged V / UJ along the centre of the main 

recirculation vortex for the leading and t railing edges blowing, respectively. Con­

sequently, t he leading edge blowing is likely to enhance t he cavity separated shear 

layer oscillations more than the trailing edge blowing. F igure 7.12 highlights the 

differences in t he cavity flow behaviour for leading and trailing edges blowing. 

Figure 7.13 illustrates t he time-averaged dimensionless Reynolds shear stress 

for blowing from leading and trailing edges. T he magnitudes and locations of 

t he peak values are indicated in the figure. T his figure clearly shows that t he 
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Reynolds shear stress of the cavity separated layer in the leading edge blowing 

case is noticeably larger t han that of the trailing edge blowing case. This is 

because most of t he jet disturbances in the leading edge blowing are convected 

in the cavity separated shear layer, while the majority of the jet disturbances in 

the trailing edge blowing case are forced downstream of t he cavity. 

6.2 Comparison of the cavity separated shear layer oscil­

lations 

The blowing from the cavity leading and trailing edges impacts the frequency of 

t he reverse flow interaction. Figure 7.14 illustrates the streamwise velocity power 

spectra at xj L = 0.9 and yj D = 0 for two blowing cases. The dominant frequency 

is indicated by a filled-head arrow. The reverse flow interaction frequency in 

t he leading edge blowing case ( St ~ 0.1) is higher than that of the trailing 

edge blowing case (St ~ 0.09). The frequency of the reverse flow interaction is 
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higher in the leading edge blowing because more reverse flow impacts the sensit ive 

separation point of the cavity separated shear layer compared to t he coanda case, 

as previously shown in Figures 7.11 (c) and 7.11 (d) . This frequency increase is 

also evident in Figure 7.15, which shows the temporal evolution of U /UJ at xj L 

= 0.2 and 0.8 for the two blowing cases. 

Figure 7.16 shows the spectra of the unsteady wall pressure for the two blowing 

cases. This figure does not show any noticeable difference between the two cases 

apart from the broadband level. As evident from the figure, t he leading edge 

blowing increases the turbulence broadband level more than the trailing edge 

blowing. This is because in the leading edge blowing case, the jet 's disturbances 

are convected in the cavity separated shear layer, while the disturbances of the 

trailing edge blowing are forced downstream of the cavity. 

From the above discussions, it is concluded that bot h blowing cases enhance 

t he reverse flow interaction and rise the broadband level of t he cavity separated 

shear layer oscillations. Therefore, these control approaches are not suitable for 

the control of the cavity separated shear layer oscillations. However , the trailing 

edge blowing showed a high capability in lift ing t he cavity separated shear layer 

and reducing the flow interaction with the cavity trailing edge. Thus, the trailing 

edge blowing is likely to be an effective method for controlling t he cavity-induced 

drag. 



Chapter 7. Blowing From Cavity Trailing Edge 

c 
>. 

3 6 
Time (seconds) 

(a) x i L = 0.2 (blowing from LE) 

3 6 
Time (seconds) 

(c) xiL = 0.2 (blowing from TE) 

9 

9 

3 6 
Time (seconds) 

(b) xI L = 0. 8 (blowing from LE) 

3 6 
Time (seconds) 

(d) xI L = 0.8 (blowing from TE) 

Figure 7.15: Temporal evolution of U I Ut at xj L = 0.2 and 0.8 for 
Reo = 1.28 x 103 , sharp edge at LE or TE, J = 0.96 kg j m .s2 . 

7 Concluding remarks 
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9 

Firstly, the impact of the cavity trailing edge blowing with t he sharp edge slot 

was examined at R eo= 1.28 x 103 and J = 0.11 kg jm.s2 to 0.96 kg j m .s2 . This 

part of the invest igation is concluded as follows: 

• Similar to t he leading edge blowing, increasing J causes t he reverse flow to 

diverge. However, the reverse flow at the mid-span region is still parallel to 

the x-a:xis, and hence the flow in this region is likely to be two-dimensional. 

• The t ime-averaged flow field showed that the cavity separated shear layer 
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Figure 7.16: Spectra of the unsteady wall pressure at x/ L = 0.5 for 
R eo = 1.28 x 103 , sharp edge at LE or TE, J = 0.96 kg j m.s2 . 

forces the jet to deflect backward. However, as J increases, the jet deflects 

forward. The instantaneous flow field showed that the jets are flapping 

about the t ime-averaged position and the flapping amplitude increases with 

J. The interaction between the jet and the cavity separated shear layer 

raises the Reynolds shear stress in the cavity separated shear layer. 

• The jet forces the he cavity separated shear layer to deflect upwards. As 

a result , a recirculation bubble is formed downstream of the cavity trailing 

edge. This recirculation bubble impedes the flow of t he cavity separated 

shear layer and hence thickens it. 

• The velocity spectra showed that as J increases from 0 to 0.96 kg j m.s2 

the dimensionless frequency of the reverse flow interaction increases from 

St ;::::::: 0.05 to St ;::::::: 0.09. This frequency rise is due to the increase in t he 

reverse flow rate. An additional spectral peak is found at St ;::::::: 0.03 and 

was attributed to the interaction between t he jet and the cavity separated 

shear layer. The unsteady wall pressure spectra showed an increase in t he 

broadband level of the cavity fluctuations. 

Secondly, a comparison was made at R eo = 1.28 x 103 and J = 0.96 kg j m .s2 

between the impact of the leading edge and trailing edge blowing cases. In both 

cases the sharp edge slot is used. This comparison is summarised as follows: 
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• The location of the main recirculation vortex for the leading edge blowing is 

closer to the cavity leading edge compared to that of the trailing edge blow­

ing. As a result, more reverse flow in the former case impacts the sensitive 

separation point of the cavity separated shear layer. Consequently, leading 

edge blowing enhances the reverse flow interaction more than trailing edge 

blowing. This enhancement is evident from the temporal evolution of U j U1 

and the velocity spectra of the cavity separated shear layer. 

• The time-averaged results showed that leading edge blowing increases t he 

Reynolds shear stress of t he cavity separated shear layer and the broadband 

level of the unsteady wall pressure spectra more than trailing edge blowing. 

This is because the jet's disturbances in the former case are convected in 

the cavity separated shear layer, while the jet's disturbances in the latter 

case are forced downstream of the cavity. 

• The leading and trailing edge blowing cases enhance the reverse flow in­

teraction and increase the broadband level of the oscillations. Thus these 

control methods are not suitable for controlling the oscillations of the cavity 

separated shear layer. However , the capability of the trailing edge blowing 

in lifting up the cavity separated shear layer makes it a candidate for con­

trolling the cavity induced drag. 



Chapter 8 

Conclusions and 

Recommendations for Future 

Work 

The current experimental study was performed for a two-dimensional open cav­

ity flow with L / D = 4, fully turbulent boundary layer with 1.28 x 103 :::; R ee :::; 

4.37 x 103 . The process of this experimental study has three stages. In the first 

stage, the free stream, upstream boundary layer, and t he steady jets were char­

acterised using laser Doppler anemometry (LDA), hot-wire anemometry (HWA), 

and particle image velocimetry (PIV). In the second stage, t he cavity flow with 

no-jet was investigated using PIV, surface oil flow visualisations, and unsteady 

wall pressure measurements. In the final stage, t he impact of steady jets on t he 

cavity flow was investigated at Ree = 1.28 x 103 using the three aforement ioned 

flow diagnostic techniques. In t his stage, the blowing jets were tested with differ­

ent momentum fluxes (J = 0.11 kgjm.s2 , 0.44 kgjm.s2 , and 0.96 kgjm. s2 ), slot 

configurations (sharp edge and coanda), and blowing locations (blowing from t he 

cavity leading and trailing edges) . 

1 Conclusions 

The main findings of the current study are as follows: 

• For the jets outside the cavity model and under quiescent condi­

tions, it was found that t he sharp edge and coanda jets are parallel to t he 

155 
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x-ax1s. The coanda jets did not deflect towards the convex surface because 

they adhere to the knife edge rather t han to the convex surface. It was also 

revealed t hat the characteristics of the two jet cases are generally similar to 

that of the turbulent planar jets. However, the coanda jets have a higher 

turbulence intensity and a larger init ial width compared to the sharp edge 

jets. This is because the virtual origin of the coanda jets is upstream of t he 

knife edge. 

• For the jets inside the cavity model and under quiescent condi­

tions, t he study discovered t hat increasing J from 0.44 kg j m.s2 to 0.96 kg j m.s2 

caused the coanda and the sharp edge jets to deflect significantly downwards 

and reattach on the cavity floor , due to t he coanda effect between the jet 

and the cavity floor. It was also found that the t ime-averaged flow field and 

the t emporal behaviour of the coanda and the sharp edge cases are quite 

similar. However, t he main difference between t he two cases seems to be 

how the jet interacts with t he cavity t railing edge at J = 0.96 kg /m .s2 . 

• For the baseline cavity flow (without a jet) at Reo = 1.28 X 103 , 

t he velocity spectra showed that a low-frequency instability (St ~ 0.05) 

dominates t he cavity separated shear layer. This instability is attributed 

to the reverse flow interaction. The interaction t akes place when sudden 

reverse flow surges reach t he sensitive separation point of the cavity sepa­

rated shear layer. As a result, a large-amplitude flapping wave is produced. 

As the wave propagates downstream of t he cavity separated shear layer , it 

is amplified until it reaches the cavity t railing edge region, where the wave 

is partially dissipat ed due to the interaction with t he cavity trailing edge. 

Higher-frequency inst abilit ies were ident ified in the flow: (i) the shedding 

of the large vortical structures (St ~ 0.68) which was estimated by the 

vortex count method, and (ii) the first transversal mode (St ~ 3) which 

was ident ified from the unsteady wall pressure spectra. T he spectral peak 

related to the shedding of t he large vortical structures was not found in t he 

unsteady wall pressure spectra because the shedding phenomenon is highly 

intermittent and not well organised. 

• For the baseline cavity flow (no-jet) at 1.28 X 103 <Reo < 4.37 X 

103 , t he study revealed t hat t he dimensionless frequencies of t he reverse 

flow interaction and transversal mode showed a clear Reynolds number 
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dependency. Increasing R ee from 1.28 x 103 to 4.37 x 103 causes a reduction 

in the dimensionless frequency of the reverse flow interaction from St ~ 

0.05 to St ~ 0.008. Increasing Ree also causes the transversal mode to 

jump from the first to the second mode. In contrast , the variation of t he 

dimensionless frequency for the shedding of the large vort ical structures 

with Re0 is probably attributed to the uncertainty of the vortex count 

method. 

• For blowing from the cavity leading edge with the sharp edge slot 

at R eo = 1.28 x 103 and 0.11 kgjm.s2 < J < 0.96 kgjm.s2 , it 

was discovered that increasing J to 0.96 kgjm.s2 causes the jet to deflect 

downwards. This deflection is attributed to two reasons: (i) the coanda 

effect, and (ii) the difference in the jet's growth rate between the upper and 

lower sides of the jet. 

As J increases, the change in the time-averaged cavity flow field becomes 

more significant. The changes include: (i) upstream shift of the main recir­

culation vortex, (ii) increase in the reverse flow rate, (iii) lifting of the upper 

boundary of the cavity separated shear layer upstream of t he cavity trailing 

edge, and (iv) increase in turbulence fluctuations of the cavity separated 

shear layer due to the jet's disturbances. 

Increasing to J 2: 0.44 kg j m.s2 causes the dimensionless frequency of the 

reverse flow interaction to increase from St ~ 0.05 to St ~ 0.1. This fre­

quency rise is due to t he increase in the amount of the reverse flow impacting 

the sensitive separation region of the cavity separated shear layer. Addi­

tionally, the jet 's disturbances increase t he broadband level of the unsteady 

wall pressure spectra. 

• From the comparison between the leading edge blowing with the 

sharp edge and the coanda slots at Reo = 1.28 X 103 and J = 

0.96 kgjm.s2 , it was revealed that the sharp edge and coanda jets de­

flect downwards. However, two main differences were highlited between t he 

sharp edge and coanda cases. First, the upper boundary of the cavity sep­

arated shear layer in t he coanda case is noticeably higher than the upper 

boundary in the sharp edge case. This difference is because the upward V 

velocity at t he cavity trailing edge for t he coanda case is relatively large, 

and hence t his impedes the flow of the cavity separated shear layer and 
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forces the upper boundary upwards. Second, the maximum Reynolds shear 

stress in the coanda case is significantly larger than that of the sharp edge 

case. This is because the turbulence intensity of the coanda jet is noticeably 

higher than that of the sharp edge jet. 

The velocity spectra, pressure spectra, and the snapshots of the fluctuating 

field did not reveal any noticeable difference in the oscillations of the cavity 

separated shear layer between the two cases. 

• For blowing from the cavity trailing edge using the sharp edge slot 

at Reo = 1.28 x 103 and 0.11 kgjm.s2 < J < 0.96 kgjm.s2 , the 

study found that the cavity separated shear layer forces the jet to deflect 

backward. However, as J increases the jet deflects forward. The instanta­

neous flow field showed t hat the jets are flapping about the time-averaged 

position and that the flapping amplitude increases with J. The interaction 

between the jet and the cavity separated shear layer increases the Reynolds 

shear stress in the cavity separated shear layer. 

The jet forces the cavity separated shear layer to deflect upwards. As a 

result , a recirculation bubble is formed downstream of the cavity trailing 

edge. This recirculation bubble impedes the flow of t he cavity separated 

shear layer , and hence thickens it. 

The velocity spectra showed that as J increases from 0 to 0.96 kg j m.s2 

the dimensionless frequency of the reverse flow interaction increases from 

St ~ 0.05 to St ~ 0.09. This frequency rise is due to the increase in t he 

reverse flow rate. An additional spectral peak was found at St ~ 0.03 and 

was attributed to the interaction between the jet and the cavity separated 

shear layer. The unsteady wall pressure spectra showed an increase in t he 

broadband level of the cavity fluctuations. 

• From the comparison between leading and trailing edge blowing 

at Ree = 1.28 X 103 and J = 0.96 kgjm.s2 , t he study found that 

the location of the main recirculation vortex for the leading edge blowing is 

closer to the cavity leading edge than that of the trailing edge blowing. As a 

result, more reverse flow in t he former case impacts the sensitive separation 

point of the cavity separated shear layer. Consequently, the leading edge 

blowing enhances the reverse flow interaction more than t he trailing edge 
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blowing. This enhancement is evident from the t emporal evolution of U / UJ 

and the velocity spectra of the cavity separated shear layer. 

The time-averaged results showed that leading edge blowing increases the 

Reynolds shear stress of the cavity separated shear layer and the broadband 

level of the unsteady wall pressure spectra more than t he trailing edge blow­

ing. This is because the jet 's disturbances in the former case are convected 

in the cavity separated shear layer, while t he disturbances in the latter case 

are forced downstream of the cavity. 

The leading and trailing edge blowing cases enhance the reverse flow in­

teraction and increase the broadband level of the oscillations. Thus, these 

control methods are not suitable for controlling the oscillations of the cav­

ity separated shear layer. However, the high capability of the trailing edge 

blowing in lifting up the cavity separated shear layer makes it a candidate 

for controlling the cavity induced drag. 

2 Recommendations for future work 

With respect to the current study, the following ideas are recommended for future 

work. 

• The actuator's knife edge: In the current study, the coanda jet did not 

deflect towards the convex surface, because it adheres to the knife edge 

instead of the convex surface. Eliminating t he knife edge is not desirable, 

as it will create a gap at the cavity leading edge, which will perturb the 

incoming flow. Thus, it is recommended to curve down the knife edge. The 

curved knife edge will deflect the jet downwards without perturbing the 

incoming flow. 

• Tracking of the jet inside the cavity flow: Examining how the jet 

penetrates the cavity flow and interacts with the cavity separated shear 

layer was a challenging task in the present study, specially for the leading 

edge blowing case. In the current study, t he penetration and interaction of 

the jets were investigated using the instantaneous PIV raw images and time­

averaged velocity profiles. However, as the jet mixes with t he cavity flow, 

it becomes less observable. Thus, to overcome this issue, it is recommended 
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to either apply a flow visualisation technique or develop a computational 

method, t hat allows a better tracking of t he jet inside t he cavity flow. 

• The sample size for velocity spectra: The velocity spectra of the cavity 

separated shear layer in t he current experimental study was generated using 

only 1800 PIV images, which is too small to perform a spectral analysis. On 

the other hand, increasing the number of the acquired PIV images would 

be extremely time consuming. Thus, it was decided to overcome this issue 

considering the spectral peaks which repeatedly appear along the cavity 

separated shear layer. However, this procedure might eliminate significant 

peaks in the spectra. Therefore, to produce a better velocity spectral analy­

sis, it is recommended to acquire the data using a flow diagnostic technique 

with a high frequency response such as HWA, LDA, or high-speed PIV. 

• Blowing from the cavity trailing edge: Trailing edge blowing showed 

a high capability in lifting up the cavity separated shear layer and reducing 

the interaction between t he cavity separated shear layer and the cavity 

trailing edge. This makes trailing edge blowing a candidate for controlling 

the cavity induced drag. Therefore, it is recommended to perform drag 

measurements on a cavity model to test the effectiveness of this control 

method in reducing the cavity-induced drag. 
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Appendix A 

Turbulent Boundary Layers 

This appendix gives a basic description of the development of a turbulent bound­

ary layer along with the main characterising equations for a t urbulent boundary 

layer. 

1 Definition of the boundary layer 

In the proximity of the solid boundaries, the flow is influenced by the frict ional 

force. This influence forces the flow to slow down as it approaches the solid 

boundary until it reaches zero-velocity magnitude at the boundary (known as the 

no-slip condition). The flow region influenced by this fractional force is called 

boundary layer. Beyond this region, the flow is barely affected by the frictional 

force (known as the free stream condition)(Fox, 1977). The thickness of the 

boundary layer 6 is arbitrarily defined as the distance between the solid boundary 

and they location of U = 0.99 U1, where U1 is the free stream velocity. However, 

due to the scattering of the velocity data points, it is not easy to precisely define 

the location of U = 0.99 U1. In order to cancel the impact of data scattering, 

some integrals such as displacement thickness 6* and momentum thickness e, are 

used to define the boundary layer thickness (Schetz, 1984). These integrals are: 

1c5 u 
6* = (1 - - )dy 

o uJ 
(A.1) 

1c5 u u 
e = (1- - )- dy 

0 Uf Uf 
(A.2) 
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2 Development of the turbulent boundary layer 

Boundary layers develop in the streamwise direction. Figure A.1 illustrates the 

development of the boundary layer over a fiat plate with a zero pressure gradient 

in the streamwise direction ( dP / dx = 0). Initially, the boundary layer is laminar. 

The laminar boundary layer consists of parallel layers moving on top of each other. 

Thus, momentum is transferred from the free stream to the near-wall region via 

pure viscous shearing. As the flow passes along the plate, t he boundary layer 

becomes thicker. As a result, t he velocity gradient and the viscous shear force 

between the layers decreases, forcing the moving layers close to t he plate to slow 

down. Beyond a certain point (i.e the transition point), the flow loss stability and 

starts to rotate between the slow and fast-moving layers, forming disturbances 

which lead eventually to a turbulent boundary layer (Fox, 1977). 

There are two main regimes for laminar to turbulent boundary layer transition, 

which are: (i) t he instability amplification regime, and (ii) the "bypass" regime. 

The former regime usually takes place when the environmental disturbances (i.e 

free stream disturbances and surface roughness) are quite small. In this regime, 

the transition occurs in three stages, as illustrated in Figure A.2. During the first 

stage, the instability waves (Tollmien-Schlichting waves) are generated. In t he 

second stage, the instability waves are amplified until they reach a critical value. 

At this point, t he process of non-linear breakdown, randomisation, and a final 

transition into the turbulent state takes place (the third stage) . In the "bypass" 

regime, the environmental disturbances are significantly high, and hence the first 

and second stages are bypassed (Kachanov, 1994). 

Lomrnor 
boundary 
Ioyer 

u 

Tronsrroona l 
boundar y 
Ioyer 

u 
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Figure A.l: Boundary layer development along a fiat plate (Fox, 1977). 



Appendix A. Turbulent Boundary Layers 

TIS 
waves 

U Stable 
~ laminar 

flow 

~X 

0 

Three- Turbulent 
dimensional spots 

177 

Figure A .2: Boundary layer transition process: instability amplification regime 
(White, 1991). 

3 Characterising equations of the turbulent bound­

ary layer 

The Turbulent boundary layer (TBL) consists of four sublayers: (i) the viscous 

sublayer, (ii) t he overlap sublayer, (iii) the logarithmic sublayer, and (vi) t he 

outer sublayer , as shown in Figure A.3 (Schobeiri, 2012). To study these sublay­

ers, the normal-to-wall distance is normalised with the wall friction velocity u T 

and kinematic viscosity v, while the streamwise velocity is normalised with wall 

friction velocity as follows: 

+ y u T 
y =-

v 
(A.3) 

(A.4) 

where the the wall friction velocity is related t o the wall shear stress T w by 

UT=r: (A.5) 

The viscous sublayer is a very thin laminar layer located in the proximity of 

t he wall (0 ;;; y+ ;;; 5). In this sublayer, all turbulent forces are damped out 

and momentum is transferred by viscous shearing (Fox, 1977). In the viscous 

sublayer, the following linear relationship applies: 

(A.6) 
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Figure A.3: The dimensionless profile and the sublayers of the turbulent boundary 
layer (Schobeiri, 2012). 

The overlap sublayer (5 ~ y+ ~ 30) links the viscous sublayer wit h the loga­

rithmic sublayer. Both Viscous and turbulent effects are significant in the over­

lap sublayer. However, the turbulent effect becomes dominant at t he logarithmic 

sublayer. The logarithmic sublayer extends from approximately y+= 30 to ap­

proximately y+= 102 or 103 . T he width of the logarit hmic sublayer increases 

with increasing Reynolds number and decreases with increasing dP/dx (Young, 

1989). The logarithmic sublayer is characterised by the universal law of the wall 

(Equation A. 7), which is applicable for all stream wise pressure gradients except 

in t he immediate vicinity of separation (Schetz, 1984). 

(A.7) 

where A and Care empirical constants. Clauser (1956) suggested A= 5.6 and 

C = 4.9. However, these constants can change slightly wit h different experimental 

conditions. The wall friction velocity, which is required to calculate u+ and y+ , 

is calculated by two methods: (i) Equation A.5, or (ii) the Clauser chart method 

(Wei et al. , 2005). The former method requires measurements of the velocity 

gradient very close to the wall, which are difficult to obtain. On the other hand, 

the wall friction velocity in t he Clauser chart method is calculated by fitting the 

experimental data with the universal law of the wall. 

Moving towards the outer sublayer ( y+ ~ 200), the influence of the pressure 

gradient and free stream turbulence become significant , while the influence of the 

wall condit ion becomes less important. The governing law in t his sublayer is called 

the velocity defect law. This law states t hat the dimensionless defect velocity is a 
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function of the dimensionless normal-to-wall distance, wall shear stress, and the 

streamwise pressure gradient (Schobeiri, 2012). The law is written as, 

U - Ue = f ( '!!__ ' !____ ' dP) 
U 7 fJ Tw dx 

(A.8) 

where Ue is t he boundary layer edge velocity. According to Tennekes (1965), 

for zero pressure gradient ~~ = 0 and a negligible dependency on t he skin frict ion, 

which is a function of Reynolds number and surface roughness, the velocity defect 

law reduces to: 

(A.9) 

For non-zero pressure gradient boundary layers ~~ =f. 0, Clauser (1956) com­

bined the second and third variables in right hand side of A.8 into one parameter 

(called Clauser equilibrium constant) as follows: 

{;* dP 
(3 =--

Tw dx 
(A.10) 

According to Clauser (1956), for equilibrium boundary layer (i.e (3 is constant), 

t he form of t he velocity defect law does not change along the boundary layer. Each 

value of (3 corresponds to specific form of the defect law. 

4 Summary 

In summary, this appendix has reviewed the basics of boundary layers, part icu­

larly turbulent boundary layer. It has been seen that the thickness of the bound­

ary layers is calculated by the 0.99U rule, displacement thickness, and momen­

tum thickness. However, the displacement thickness and momentum t hickness 

are more precise since they are integrals, which tend to cancel out the scattering 

nature of the acquired velocity. It was also found that transition from laminar to 

turbulent boundary layer occurs due to: (i) the instability amplification regime 

or (ii) the rapid regime. The former regime t akes place when the environmental 

disturbances are low and vice versa for the latter regime. The appendix also 

reviewed the basics of turbulent boundary layer sublayers and their governing 

equations. It has been seen that the viscous sublayer is governed by a linear 

relationship (Equation A.6). The logarithmic sublayer is characterised by t he 
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universal law of the wall, which is applicable for all streamwise pressure gradi­

ents. On the other hand, the outer sublayer is governed by the velocity defect 

law, which is affected by a number of parameters such as the streamwise pressure 

gradient. 



Appendix B 

Other shear flows 

This appendix provides the basics of some shear flows which are related to the 

current study, such as planar jets, opposing planar jets, coanda effect and flow 

over backward facing steps. 

1 Planar jet 

This section will review the time-averaged characteristics and t he unsteady be­

haviour of the planar jets, particularly two-dimensional and turbulent planar jets. 

1.1 Development regions of planar jets 

As the planar jet expands, it develops two distinctive regwns: (i) the flow­

development region, and (ii) the fully-developed flow region, as illustrated in 

Figure B.1 (a). The flow-development region starts from the virtual origin of t he 

jet. The centre of the flow-development region consists of the potential core, 

where the jet velocity remains at its exit velocity U0 . As t he jet moves in the 

streamwise direction, the potential core contracts due to the growth of two shear 

layers on both sides of the potential core. At the approximated streamwise station 

of x = 12b0 , where b0 is the half width of the slot, the potential core disappears 

and the two shear layers merge. Beyond this point, the fully-developed flow region 

starts and the jet streamwise velocity profiles, which have a Gaussian distribution 

shape, become "self-similar" (Rajaratnam, 1976). When t hese profiles are non­

dimensionalised by the jet centre velocity Um and the jet half width b (see Figure 

B.1 (c) for definitions), they collapse on a single profile. The self-similar profile 

181 



Appendix B . Other shear flows 182 

was predicted satisfiedly by a number of numerical solutions such as Tollmien 

solution (Tollmien, 1926) and Goertle solution (Goertler, 1942). 

1.2 Momentum flux of planar jets 

Due to the substantial amount of fluid entrained by the jet, the volumetric flow 

rate per unit span of the jet increases in the streamwise direction. This entrain­

ment has a rate proportional to t he characteristic velocity (Morton et al. , 1956). 

However, for infinitely small slot and negligible axial pressure gradient, t he total 

jet momentum is assumed to be constant in t he streamwise direction, as shown 

in Equation B.1 (Schlichting and Klaus, 2001). 

d~ ~~2pU2 dy = 0 (B.1) 

where the integral part of Equation B.1 is the momentum flux per unit width 

J. Mometum flux is the momeut um rate per unit area. According to Rajaratnam 

(1976), the influence of the slot width and the jet velocity are combined in t his 

quantity, and hence the behaviour of the planar jets can be determined from t he 

momentum flux. 

(a) 

PLANE OF 
SYMMETR'G:,.. 

~-- FULLY DEVELOPED FLOW·---- --

I b) 

T - - -·------ o-l 2t 1 ::-~-----

u,. 

Figure B.l: Definition sketch for turbulent planar jet : a) jet development regions, b) 
potential core, and c) jet velocity profile (Rajaratnam, 1976). 
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1.3 Oscillations of planar jets 

The unsteady behaviour of planar jets includes flapping motion and shedding of 

symmetrical/ anti-symmetrical counter-rotating vortices pairs. The flapping mo­

tion is a lateral displacement of t he jet boundaries. According to the observation 

of Cervantes de Gortari (1978) at Reynolds numbers R eh based on slot width 

h and exit velocity between 7900 and 15100, this displacement travels in t he 

streamwise direction at a speed slower than the convection speed of the jet vor­

tical structures. The flapping motion is not caused by the bulk displacement of 

the jet mean velocity profile, but due to the quasi-periodic passage of the vortical 

structures (Antonia and Browne, 1983). The aforementioned study performed by 

Cervantes de Gortari (1978) found that the dimensionless flapping frequency in 

the farfield , xjh > 30, is approximately St = fb / Um = 0.11 , and is independent 

of R eh. 

Due t o the higher velocity at the jet centre compared t o the velocity at t he 

jet boundaries, pairs of counter-rotating vortices are continuously shed in t he 

streamwise direction, as illustrated in Figure B.2. The shedding of these struc­

t ures is eit her symmetrical or asymmetrical with respect to jet centreline. The 

two modes differ in frequency and phase-relationship (Sato, 1960). The transit ion 

from the symmet rical to asymmet rical mode depends on a number of factors, such 

as nozzle shape, R eh, and streamwise location. The impact of the first two factors 

on the jet symmetry were examined by Deo et al. (2008). The study revealed 
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Figure B.2: Shedding of counter-rotating vortices pairs in a planar jet (Browne et al. , 
1984). 
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that smooth nozzles help to generate a symmetrical pattern, while the dominant 

pattern in the long/pipe nozzles is asymmetrical. The author also found that 

the dominance of the asymmetrical mode increases with increasing the R eh from 

1500 to 10000. Another study, performed by Thomas and Goldschmidt (1986), 

found a sudden jump from the symmetrical to asymmetrical pattern at the end 

of the potential core due to the merging of the two shear layers. 

The periodicity of the vortex shedding in planar jets depends on the Reynolds 

number. At R eh 400 to 500, Beavers and Wilson (2006) observed an intermittent 

shedding of vortices within a planar jet. However, when the R eh increased from 

500 to 3000, the shedding, according to the authors, becomes more periodic. 

Different parameters have been used by the researchers to non-dimensionalise 

the shedding frequency of the planar jet. At R eh between 500 and 3000, Beavers 

and Wilson (2006) found that t he non-dimensional frequency based on slot height 

and exit velocity St = fh /U0 for a symmetrical shedding is approximately 0.43. 

On the other hand, a study carried out by Sato (1960) found that St = fh / U0 

was approximately 0.23 for the symmetrical mode and 0.14 for the asymmetri­

cal mode, and t hat these values were only constant at R eh between 1500 and 

8000. Thus, the author replaced h in the non-dimensional frequency wit h the 

momentum t hickness e. The non-dimensional frequency based on moment um 

thickness St = JB / U0 remained constant at 0.015 over a wider range of condi­

tions 100 < R eo < 500. Deo et al. (2008) used the local Strouhal number based 

on local St = fb / Um based on t he local jet half width and local jet centre velocity. 

The study revealed that the local Strouhal number in the farfield x / h = 20 is 

between 0.05 and 0.11 within 1500 < R eh < 16500. 

1.4 Section summary 

This section summarises the time-averaged and t he unsteady characteristics of 

planar jets. The section began with describing the characteristics of the stream­

wise development regions for planar jets. Then, the section introduces the def­

inition of momentum flux for planar jet s. Eventually, the section examines t he 

oscillations of t he planar jet, which include t he flapping mot ion and the shedding 

of symmetrical/asymmetrical counter-rotating vortices pairs. 
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2 Opposing planar jets 

The instability generated by two opposing planar jets has been investigated by 

a number of numerical and experimental studies. A numerical and experimental 

study, performed by Tu et al. (2014), on opposing planar jets at Reh between 16 

and 5000. The dimensionless distance between the two jet slots L / h was between 

2 and 40. The study revealed that as the L / h ratio and/ or R eh increases, the flow 

displays a number of flow regimes and eventually reaches the stage of "deflect ing 

oscillation" at L / h > 10 and R eh > 30. As shown in Figure B.3, in the deflect ing 

oscillation regime the two jets "deflect off each other in the opposite directions and 

switch directions periodically". As a result of the jet deflection, large vortices are 

formed periodically. According to the authors, as the Reynolds number increases, 

the amount of t hese vortices increases, while the size of them decreases. 

The cycle of t he deflecting oscillation starts with impingement between the 

two opposed jets. As a result , a region of positive pressure is developed in t he 

impingement area. This region pushes the two opposed jet away from the symme­

try plane causing both of them to deflect. After t he deflection reaches a certain 

amount and the pressure in the impingement area is released, the two opposed 

jets deflect back towards the symmetry plane and collide again (Denshchikov 

et al. , 1978). Under the impact of inertia, the two opposed jets continue their 

deflection in the opposite direction. 
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Figure B.3: Instantaneous time frames of the streamlines for deflecting oscillation 
regime of two opposing planar jets obtained by large eddy simulation at Reh = 250 

and L / h = 10 (Tu et al. , 2014). 
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The oscillation period T of the deflecting oscillation has been found to be 

proportional to the ratio of L / U0 . The proportionality constant in the aforemen­

tioned study of Tu et al. (2014) is approximately 5.1. On other hand, Denshchikov 

et al. (1978) found that this constant is approximately 6 at R eh between approx­

imately 200 and 2000. Another experimental study, performed by Li et al. (2013) 

at Reh between 242 and 2419, and L / h between 6 and 30, approximated t he 

proportionality constant to 5.12. 

3 Coanda effect 

Jets can be deflected with the help of "coanda effect", which has many practi­

cal applications such as jet deflection devices and circulation control of aerofoils 

(Wille and Fernholz, 1965). Coanda effect is the tenancy of free jets to attach on 

nearby surfaces, as shown in Figure B.4 (a). Jets entrains fluid from the sides. 

Consequently, when a surface is in the proximity of a jet, a low-pressure region 

is generated between the jet and surface causing the jet to deflect towards t he 

surface and attach to it (D. J. Tritton, 1977). The jet remainds attached to 

the surface due to a pressure force. This force, according to Wille and Fernholz 

(1965), is best explained by potential flow theory. According to the theory, if a 

jet is surrounded by a quiescent fluid from one side and a solid boundary from 

the other side, the pressure at the solid boundary will be lower than the pressure 

of the surrounding P0 . This pressure difference maintains t he jet attachment . 

y 

(a) Coanda effect (b) Stream wise velocity 
profile of a wall jet 

Figure B.4: Sketches for coanda effect (D. J. Tritton, 1977) and streamwise velocity 
profile of a wall jet (Zhou et al. , 1996). 
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As the jet proceeds, the jet entrains more fluid and its velocity decreases. Con­

sequently, the surface pressure increases to P0 and the jet event ually separates 

(Fekete, 1963). 

The attached jet is called a "wall jet" . The wall jet has jet-like properties and 

is also influenced by the wall (Schwarz and Cosart , 1961). The wall jet velocity is 

zero at the surface and at the unbounded jet boundary, and somewhere between 

the surface and the jet boundary, the velocity reaches the maximum value, as 

illustrated in Figure B.4(b). 

In order to generate a curved jet, the adjacent surface usually has a cylindrical 

shape, as illustrated in Figure B.5. The angular position at which the curved 

jet separates is called the separation angle c/Jsep · Fekete (1963) performed an 

experimental study on coanda effect around a cylindrical surface. The jet was 

tangential to the cylinder surface, but not penetrating into it tj h = 0. The 

study examined t he effect of Reynolds number based cylinder radius R eR, slot 

width to cylinder radius ratio h/ R, and surface roughens on the separation angle. 

The author found that the separation angle strongly increases with increasing 

R eR· However , separation angle becomes independent of Reynolds number at 

R eR ~ 4 x 104 . The study also showed some dependency of the separation angle 

on the h/ R ratio, t hough reducing h/ R ratio from 0.053 to 0.007 4 did not produce 

a specific trend with the separation angle. On the other hand, increasing the 

surface roughness yields an earlier separation. However, this effect varies with 

R eR and h/ R ratio. On his experiment on airfoil circulation control, Englar 

(1975) reported that within 0.01 < h/ R < 0.05, the jet was strongly attached to 

Figure B.5: Coanda effect over a convex surface (Wille and Fernholz, 1965). 
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the coanda surface. Another study performed by Wille and Fernholz (1965) with 

a jet penetrating into the cylinder t / h i- 0 revealed that the maximum separation 

angle was achieved with tjh = -0.4. 

4 Flow over backward facing step (BFS) 

Flow over a BFS is considered as a benchmark for separating and reattachment 

flows. Figure B.6 shows the main features of a BFS flow. Due to a geometric 

discontinuity, the flow separates at the corner of the BFS forming a free shear 

layer. Due to momentum transfer, the free shear layer expands. At the same time, 

the free shear layer curves down and eventually impinges on the reattachment 

zone generating a strong adverse pressure gradient. A portion of the impinged 

fluid is recirculated towards the separation zone (Simpson, 1996). 

The flow over BFS is highly unsteady. The wall pressure fluctuations in t he 

reattachment zone are mainly due to the instabilities of the free shear layer (Lee 

and Sung, 2001). Two main instabilities are formed in the free shear layer: (i) 

the flapping mot ion of the free shear layer, and (ii) the shedding of coherent 

vortical structures. The flapping motion is a vertical displacement of the free 

shear layer, that causes the reattachment location to fluctuate in the streamwise 

direction as illustrated in Figure B.6. Driver et al. (1987) attributed the flapping 

behaviour in BFS flows to the inflation and collapse of the recirculation zone. 
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Figure B.6: Main features of BFS flow (Driver et al. , 1987). 
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According to the authors, the recirculation zone collapses when vortical struc­

tures with high streamwise momentum escape t he reattachment zone towards 

the farfield. As a result, less flow enters the recirculation zone, and hence t he 

recirculation bubble collapses. This causes an increase in the curvature of t he 

free shear layer , t hus more flow starts to enter t he recirculation zone and t he 

bubble re-inflates. In contrast, Heenan and Morrison (1998) believed that t he 

flapping of the free shear layer is due to the upstream convection of disturbances 

from the reattachment zone towards the free shear layer. The authors claimed 

that they completely eliminated the flapping motion by replacing the BFS floor 

with a permeable surface. When the free shear layer disturbances impinge at 

the permeable surface, they are damped inside plenum and t hen feedback to t he 

recirculation zone as a relatively quiescent flow. At a free stream velocity (U1) of 

44.2 m/s and Reynolds number based on the momentum thickness (Ree ) of 5000, 

Driver et al. (1987) found t hat t he non-dimensional frequency St = fb / Us1 for 

this motion is approximately 0.06, where b is the width of the free shear layer, U81 

is the average velocity of the free shear layer (Us1 ~ 0.5U1 ) . The study also found 

that this instability is random and has a lower energy than t he shedding of t he 

coherent vortical structures. The non-dimensional frequency for the shedding of 

t he coherent vortical structures was approximately 0.2. The authors found that 

these structures dissipate or merge near the reattachment region to form a larger 

structure with a high convection speed. 
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Appendix C 

Statistical Description of 

Turbulence 

This appendix provides information about t he statical quant ities used to study 

t urbulence, for example, spatial and temporal correlations, and Reynolds shear 

stresses. 

1 Reynolds decomposition 

In a turbulent flow, the instantaneous velocity Ui can be split into two com­

ponents: (i) t he averaged velocity Ui, and (ii) the fluctuating velocity u~, as 

illustrated in Figure C.1 (Nieuwstadt et al. , 2016). This decomposition is called 

Reynolds decomposition and is expressed as follows: 

(C.1) 

For velocity averaging, different approaches are applied, such as time-averaging 

(Equation C.2) and ensemble-averaging (Equation C.3). F igure C .2 illustrates t he 

difference between t he two t erms. In time-averaging, a quant ity of a single system 

is averaged over a certain t ime interval. While in ensemble-averaging, a quan­

tity of many identical systems is averaged at a certain t ime instance (Yamamoto, 

2004). In t he current study, ensemble-averaging with finite ensemble size N has 

been applied for velocity averaging. 

_ 11-0.5T _ 
ui = - ui (t + T)dT 

T + 0.5T 
(C.2) 
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(C.3) 

where T is t he time interval, T is the time step, N is t he ensemble size, and 

index o: indicates the time instance realised in the experiment. 

The velocity fluctuations level is measured using the standard deviation (or 

the root mean square RMS) , which is expressed mathematically as follows: 

O'u = Urms = ~ 

u'· l 

(C.4) 

t 

Figure C.l: Definition sketch for t he instantaneous velocity, the averaged velocity, 
and the fluctuating velocity (Freds0e, 1990). 

ensemble average 

Figure C.2: Definition sketch for time and ensemble averaging of a quantity x 
(Yamamoto, 2004). 
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2 Temporal and spatial correlations 

Turbulence statical quantities that are defined in a single point in space, such 

as standard deviation, are called single-point statistical moments. In order to 

examine the spatial and temporal structure of t urbulence, multi-point statistical 

moments are acquired. The simplest form of multi-point moments is the correla­

tion function, which correlates two variables at two different points (Nieuwstadt 

et al. , 2016). 

Correlating velocity fluctuations at a part icular point in space at two t ime 

instances t1 and t2 is called aut o-covariance, which can be expressed as follows: 

(C.5) 

where 7 = t2 - t1 . The normalised form of t he above equation is called auto­

correlation coefficient p(7) (Jakobsen, 2008). 

( ) u~ ( t) u~ ( t + 7) 
p7=---'--=====--

u? (t) 
(C.6) 

As the time difference increases 7 -----+ oo, t he correlation diminishes p( 7) -----+ 
0, as illustrat ed in Figure C.3. Integrating t he auto-correlation coefficient between 

7 = 0 and 7 = oo yields the integral time scale as shown in the following equation. 

(C.7) 

The integral t ime scale is " a measure for the time difference over which the 

significant correlation persists" (Nieuwstadt et al. , 2016). Additionally, the aut o­

correlation coefficient reveals the temporal structure of turbulence, as shown in 

Figure C.3. When 7 is approaching zero, the correlation describes the turbulent 

microstructures. On t he other hand, when 7 is approaching the integral t ime 

scale, the correlation describes the turbulent macrostructures. Therefore, the in­

tegral time scale is associated wit h the timescale of the turbulent macrostructures 

(Nieuwstadt et al. , 2016). 

Spatial correlation correlates velocity fluctuations at two points in space ;r_1 

and ;r_2 at a particular point in t ime. It provides information about the spatial 

structure of the turbulence. The correlation tensor is expressed as follows: 

(C.8) 
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Figure C.3: The variation of the auto-correlation coefficient with t ime difference 
(Nieuwstadt et al. , 2016). 

where the separation vector r.=;f2 - ;f1 . The correlations t ensor has 9 compo­

nents. Depending on the orientation of the velocity fluctuation vectors u~ and uj 
with respect to the separation vector, the tensor components are categorised into 

t hree main configurations: (i) longitudinal correlation, (ii) t ransversal correla­

tion, and (iii) corss-correlation. The definition of these correlations is illustrated 

in Figure C.4 (Nieuwstadt et al. , 2016). Examples for longitudinal correlat ion 

include Ruu(r.) and Rvv(r.) for r. = (r, 0, 0) and r. = (0, r, 0), respectively. Ex­

ample for transversal correlation include Rvv(r.) for r = (r , 0, 0) . Example for 

corss-correlation is Ruv (r.) for r. = (r , 0, 0) . 

!. 
o~~·--------~o--. 

t t t 
r------------{·)--. 

longitudinal transversal cross 

Figure C.4: The orientation of the velocity fluctuations vectors (bold arrows) in 
spatial correlation with respect to the separation vector (Nieuwstadt et al. , 2016). 

3 Reynolds stresses 

The Reynolds-averaged NavierSt okes equation for incompressible flow, which de­

scribes the transport of mean momentum in the x i direction, st ates that: 
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aU -aU au'u'- 1 aP a2U. 
t u t t] " - + j- + -- = -- + V--c-------::--

at axj axj p axi axjaXi 
(C.9) 

The physical interpretation of the above equation is that the change in the 

average velocity of a fluid element equals the sum of the t ime-averaged pressure 

and viscous forces plus a contribution of the u~uj term. This term represents t he 

transfer of momentum due to the turbulent fluct uation and is called the Reynolds 

stress tensor. The Reynolds stress tensor correlates two components of velocity 

fluctuations at one spatial point. The tensor is physically interpreted as the flux 

of the ith momentum in the jth direction due to turbulent fluctuations (Jakobsen, 

2008). 
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Appendix D 

Calculation of Stroke Number 

The Stokes number ( ST K) is the ratio between the relaxation t ime of the seeding 

particle and the characteristic time of the moving fluid . The Stokes number 

indicates the inertia of the seeding particle, which shows how fast the particle 

adopts the flow velocity (Guazzelli et al. , 1988). According to Tropea et al. 

(2007), ST K < 0.1 yields an acceptable flow tracking accuracy with errors less 

than 1%. In the current experiments, the Aerosol Generator PivPart160 atomiser 

generated olive oil particles wit h a mean diameter of 1 J.Lm. The particle relaxation 

t ime is: 

800 X (1 X 10-6 ) 2 
__ ___:._ ___ 5=--- = 2.5 x 10- 5 seconds 
18 X 1.7 X 10-

(D.1) 

where p denotes the seeding particles, while g denotes the moving fluid . The 

characteristic time of the moving fluid is: 

bref 13 X 10-3 3 
r9 = 10 ;\V = 10 = 2.97 x 10- seconds 

u 43.7 
(D.2) 

where 6ref and ~ V are the reference boundary layer t hickness and t he maxi­

mum particle slip velocity, respectively. The Stokes number is: 

ST K = Tp = 2.5 X 10- 5 = 8.43 X 10-4 
Tg 2.97 X 10- 3 

(D.3) 

Since STK «< 0.1 , it can be concluded that the seeding particles track t he 

flow. 
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Appendix E 

Convergence Study for PIV 
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Figure E.1 : Convergence study at different locations in the cavity for baseline case 
(no-jet) at Uj of 11.1 mjs. 
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Figure E.2: Convergence study at different locations in t he cavity for blowing from 
the cavity leading edge (wind tunnel off). The jet case is coanda (J = 0.96 kg j m.s2 ) . 



Appendix F 

Uncertainty Calculations for the 

PIV Measurements 

Lazar et al. (2010) identified four sources of uncertainty for time-averaged two­

dimensional PIV measurements: t he PIV equipments O"E, the seeding particle lag 

O"£, the sampling size O"s , and t he processing algorithm O"p . 

The equipment uncertainty, which is mainly due to the calibration factor 

and the timing accuracy of t he t ime step dt, is assumed to be negligible. The 

seeding Particle lag uncertainty is due to the tracking error between the seeding 

particles and the flow. Since ST K «< 0.1 , the seeding part icle lag uncertainty 

is assumed to be zero. The sampling size uncertainty is related to the number 

of processed images used to compute the time-averaged velocity field and the 

turbulence quantities (Lazar et al. , 2010). Grant and Owens (1990) estimated 

the sampling uncertainty by 

Z c 
(]" 5 = -vf2N~2N::::==-ylr=1=+=2::::::::=T~l (F.1) 

where Zc, N, and ~ are the confidence coefficient , the total number of t he 

processed images, and local turbulence intensity, respectively. The maximum 

turbulence intensity is 0.2. The confidence coefficient is 1.96 for a confidence level 

of 95%. The total number of t he processed images is 1800. Thus the sampling 

size uncertainty is: 

O"s = 1.96 = 3.39 
)2 X 1800)1 + 2 X 0.22 

(F.2) 

The processing uncertainty is mainly due to t he assumption t hat the computed 
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velocity vector represents the centre velocity of the interrogation window. This 

uncertainty can reach 5 to 10% at regions of high velocity gradient, but generally 

it is less than 1% over the majority of the flow field (Lazaret al. , 2010). The 

combined uncertainty is: 

!Jr = J(J~ + (Jl + (J~ + (J~ = v'o + o + 3.392 + 12 = 3.45% (F.3) 



Appendix G 

Relative Expanded Uncertainty 

for HWA Measurements 

The calculat ions of the relative expanded uncertainty for HWA velocity sample 

follow the instructions from t he manufacturer of the HWA system (J !Zlrgensen, 

2002). The relative standard calibrator uncertainty is: 

1 1 
U(Ucal) = - X STDV(Ucalibrator) =-X 0.01 = 0.01 (G.1) 

100 100 

where ST DV(Ucalibrator) for a good dedicated calibrator, such as the one used 

in the current study, is typically 1%. The relative standard linearisation uncer­

tainty is: 

1 1 
U(Ulin) = 100 x STDV(D.Ulin) = 100 x 0.005 = 0.005 (G.2) 

where the standard deviation of the curve fitting errors in the calibration 

points ST DV(D.U1in) is approximately 0.5%. The relative standard resolut ion 

uncertainty of the A/D converter is: 

E AD &U 5 
U(Ures ) = J3 X >)E = J3 X 43.3 = 0.00019 (G.3) 

3 X U X 2n u 3 X 10 X 216 

where E A D is the A/D board input range, n is its resolution in bits, U t he 

velocity, and &U / 8E is the slope of the inverse calibration curve. The relative 

standard uncertainty for probe positioning is: 
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U(U: )) = 1- case = 1- cos0.017 ~ 0 (G.4) 
pas y'3 y'3 

where the typical angle alignment uncertainty e is 1 o (0.017 rad). The relative 

standard uncertainty for the ambient temperature variation is ignored, since the 

temperature variation effect was greatly minimised during t he experiments. The 

relative standard uncertainty of the ambient pressure variation is: 

U(U )) __ 1 x Po __ 1 x 101.32 
P - y3 P0 + 6P - y3 101.32 + 10 = 0.005 (G.5) 

where P0 is t he standard atmospheric pressure in kPa, while t he typical am-

bient pressure variation 6P is 10 kPa. The relative standard uncertainty of t he 

ambient humidity variation is: 

1 1 au 1 1 
U(Uhum) = 10 X - X -~- X DPwv = 10 X - X 0.01 X 1 = 0.00057 (G.6) 

v3 U uPwv v3 10 

The relative expanded uncertainty for t he HWA velocity sample is: 

U(Usample) = 2 X VL U(Ui) 2 = 0.0247 = 2.47% (G.7) 

where U(Ui) is the relative standard uncertainties. 



Appendix H 

The proper orthogonal 

decomposition (POD) 

The proper ort hogonal decomposition (POD) is "a method used t o decompose a 

set of vector fields (2D or 3D) into a set of empirical eigenfields, which describes 

the dominant behavior or dynamics of a given problem" (Lavision, 2017b). Each 

eigenfield is associat ed with an energy value, that is a fraction of the overall 

energy of the vector fields. According t o t hese energy values, the eigenfields are 

numbered from t he most dominant behaviour to the least dominant . It is also 

possible to reconstruct the vector field by super-positioning t he most important 

eigenfields (Lavision, 201 7b). 

The POD in t he current study was performed using the Davis 8 software. 

First , the ensemble average was subtract ed from each single vector field. Then, 

the POD algorithm was implemented using the method of snapshots (Lavision, 

2017b). This method is suitable for highly resolved flows, since "the number of 

sampled points do not enter in the calculation in an essent ial way" (Sirovich, 

1987). In this method, the instantaneous flow fields (snapshots) are expressed as 

follows: 

(H.1) 

where T is a time scale. The instantaneous flow fields are uncorrelated for different 

values of n. The kernel (K) is formed as follows: 

(H.2) 
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The kernel (K) is approximately: 

M 

K(x, x') = ~ L v(n)(x)v(n) (x') 
n=l 

(H.3) 

where the number of snapshots (M) is sufficiently large. The kernel (K) in Equa­

tion H.3 has eigenfunctions of the form: 

M 

'1/J = L v(n) Akv(k) (H.4) 
k= l 

where Ak is a constant, that has to be found (Sirovich, 1987). Introducing Equa­

tions H.3 and H.4 in the following equation: 

J K(x, x')v(x')dx' = >.v(x) (H.5) 

yields 

CA =>.A (H.6) 

where ), are the eigenvalues, while A is 

(H.7) 

and 
C = 2_(v(M) v(n)) 

mn M ' (H.8) 

A more detailed procedure for t he snapshots method is found in the study of 

Sirovich (1987). 


