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SUMMARY

The power and potential of electron energy loss spectroscopy (EELS) as an analytical
technique in electron microscopy is undisputed. Much of the focus of current research is
on the extraction of structural and bonding information from energy loss near-edge
structure. However, the valence loss region contains a wealth of information including
data on the optical, electronic and physical properties of a material. Despite the fact that
the signal intensity is considerably greater in this region, it is often overlooked as

considerable data processing is required to extract the information.

In particular, the valence loss EELS spectrum of a material can be used to calculate its
complex dielectric function. However, close to an interface between two dielectric media,
a peak corresponding to the interface is observed in the EELS spectrum. This peak must be
removed before accurate bulk dielectric data can be determined. However, relativistic and
non-relativistic equations exist to model the EELS response of two and three-layer
systems. This latter case is of particular interest in the investigation of thin intergranular
films within ceramic or composite systems. The thickness of such films can have a
significant effect on the strength of the ceramic or composite but is relatively insensitive to
material composition. Recent models have suggested that the thickness of the intergranular
film is correlated with the dispersion forces acting on the interface. These forces can be
expressed in terms of the Hamaker constant, which depends on the complex dielectric
functions of the components. If the dielectric functions can be determined using valence

loss spectroscopy it should be possible to measure the Hamaker constant and thus obtain

information on the dispersion forces. However, due to the complexity of the three-layer

system it is of interest initially to explore the simpler two-layer case.

The aim of this project was to investigate EELS from two-layer systems and relate the
results to the existing theory. Two systems were investigated, magnesium silicide platelets
within an aluminium matrix and silicon precipitates within an aluminium matrix. Both

systems were prepared through thermal treatment of a 6061 Al alloy.



The majority of the data presented in this thesis was acquired using EELS. However,
energy dispersive x-ray spectroscopy (EDX) and electron microscopy were also used.
EELS was performed on two different electron microscopes, the VG HBS STEM and the
FEI Tecnai TF20 (S)TEM. The bulk of the results were acquired on the HBS.

To facilitate the comparison of theoretical and experimental results, the data was separated
into bulk and interface components. The component amounts were then plotted against
distance from the interface. Bessel functions were then fitted to this plot to give
characteristic values. These values represented how well the optimal interface position had

been chosen, the comparative decay of the interface plasmon on each side of the interface

and the relative thickness of the bulk matenal.

The experimental data from most of the interfaces examined indicated significant
variations in the thickness of the sample. Despite this, the experimental results were found
to follow the trend suggested by the theoretical equations. Analysis of the characteristic
values indicated that the data from the HBS and Tecnai for an interface showed a strong

correlation. However, comparison of the experimental values with the theoretical reference

showed a deviation of ~20%.

Though the source of this deviation was not clear, a number of possible causes were
investigated. Theoretical models were generated of systems with a variety of thickness
profiles. In addition, systems containing steps, wide and narrow bulk plasmons and a thin
interfacial layer of a third material were all considered. The deviation between the results
from experiment and the simple theoretical model was believed to be consistent with the
factors . affecting EELS from a real interface. In particular, thickness variations and

imperfections at the interface were found to be the most likely cause of the discrepancy

between theory and experiment.

Finally, additional work that could be performed to extend the applicability of this thesis to
three-layer systems is discussed. In particular, the determination of dielectric functions

from thin interfacial phases is considered.
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CHAPTER 1

INTRODUCTION

This chapter will discuss the background and possible applications of the work presented
1n this thesis. The intention of this chapter is to introduce some of the factors governing the
performance of advanced materials. In particular, the role of interfacial layers within
advanced matenals will be discussed. The understanding of these layers is key to
understanding many of the properties of the materials. To this end, the application of
electron microscopy techniques to the investigation of these interfacial layers could allow a

greater understanding of advanced materials.

1.1 Interfacial Layers within Advanced Materials

Ceramic materials have a number of very useful properties. They are known for being very
strong and having excellent chemical and temperature resistance. However, ceramics are
also bnittle and hence are prone to brittle failure. Tailoring of the grain size within the
ceramics can result in increased strength and decreased brittleness (Zavattieri and
Espinosa, 2001). This has been shown to be related to the formation of intergranular films
at grain boundary interfaces (Becher et al., 2000). These films are found to be of relatively

constant thickness in a given material, even from different boundaries (Clarke, 1987).

An alternative way of utilising the properties of ceramics is in metal-matrix composites. By
combining a high strength phase with a strong ductile phase, it is possible to have a strong
matenal that does not suffer from the brittleness of a ceramic. However, the strength of
such matenals 1s not noticeably better than conventional engineering materials. The area in
which metal-matrix composites excel, is in strength to weight ratio. Composites are

extremely strong for their weight and so are useful structural materials.

Interfacial thin films are also of importance within metal-matrix composites. During the

processing or subsequent heat treatment of some metal-matrix composites, it is observed
that crystalline products form as a result of a reaction between the alloy and the reinforcing

phase. The formation of these products depletes the matrix of some of its alloying
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additions, resulting in a poorer quality alloy. However, if a small amount of strontium is
added to the same system as an alloying addition, the growth of these crystalline phases is
inhibited (McComb et al, 2000). Instead, a 2-3nm amorphous film forms at the interface
between the reinforcing phase and the matrix, Unlike the crystalline products, the
amorphous film leaves the quantity of available alloying elements largely unchanged. In
addition, the amorphous film assists in the sintering process. Further to this, links have
been made between the presence of an amorphous film and superplasticity within some

aluminium alloy composites (Koike et al, 1995).

Determining the properties of these interfaces is essential in understanding the properties
of the materials themselves. In particular, knowledge of the factors governing the

formation and thickness of the interfaces is key in this understanding.

1.2 Intergranular Film Thickness

Clarke (1987) proposed two methods for predicting the equilibrium thickness of an
Intergranular phase within ceramics. This work has also been applied to interfacial films

within metal-matrix composites, an area where it is also believed to be valid (McComb et
al., 2000).

The first of these methods utilises the work of Widom (1978) and de Gennes (1981) to

determine the free energy at the interface. By applying minimum energy arguments and
assuming thermodynamic equilibrium, a stable thickness for the interfacial layer is
determined. The other method is based on the argument that for a stable intergranular
phase thickness, the net normal force acting on the film must be equal to zero. According
to this theory, the forces acting at the interface can be simplified down to two opposing

forces, assuming there is no externally applied stress.

The first of these forces is a structural disjoining pressure (Derjaguin and Churaev, 1974)
acting to increase the thickness of the intergranular phase. During the preparation of a
ceramic, the material is heated to a high temperature. The intergranular phase forms during
this process and, because of the temperature, can be considered to be liquid. In a system
comprised of two grains in different orientations separated by a thin liquid interface phase,

it is proposed that the liquid phase is not randomly oriented. Instead, it develops a short-

2
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range orientational order close to each grain. This order arises from a preferred orientation

of the layer of interfacial molecules at the surface of the grain. This extends out into the

interfacial region as each layer orders itself slightly to accommodate the previous. If the
ordering extends a distance of the order of £ into the intergranular phase, then £is known

as the correlation length associated with the orientational fluctuations.

If the width, A, of the intergranular phase is then reduced to <2¢&, the orientational order
arising from each grain will start to interfere with the other. This is energetically

unfavourable and so the system would experience a force to retumn it to its previous state, It

is this force which gives rise to the structural disjoining pressure, IIs7. An approximate

form for I1Igris given by eqn 1.1.

I1,, =-4¢, exp(:é’-) Equation 1.1

where ¢y is the free energy difference between ordered and disordered states of the

interfacial film.

The second force is the van der Waals (or London) dispersion force (Ilp;sp). This 18 an
attractive force which acts across the interfacial phase to bring the two grains closer
together. The force arises from electromagnetic interaction between induced dipoles in
each phase (London, 1937). Hamaker (1937) extended this theory to give a measure of the
attraction between two bodies. The work of Dzayloshinskii et al. (1961) gave direct

applicability to the case of two interacting phases separated by a third. This geometry is

described by eqn 1.2.

Hose =025 ), FZI[[_A?%I%%Hd ¢ Equation 1.2

Where €,(i¢) is the value of the complex dielectric function of material & at imaginary

frequency i{ (Parsegian and Ninham, 1969). An imaginary frequency is used purely to
simplify the mathematics; it has no physical significance. Eqn 1.2 can also be expressed in

terms of the Hamaker constant, H,,. (sometimes denoted A,z.).
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_IE&%:?LQH d{ Equation 1.3

_ T ape Equation 1.4

Making use of several approximations, it is observed that the results for both the energy
and force approach have the same form. The thickness of an interfacial layer, separating
two matenals is given approximately by eqn 1.5.

h=¢& ln( 1627&7‘] : Equation 1.5
Hﬂbc

The value of £is often approximated using unit cell lengths. Therefore, with knowledge of

the Hamaker constant it is possible to calculate an approximate film thickness. Indeed this

has been done by a number of people (e.g. Clarke, 1987, Knowles and Turan, 2000).
However, calculation of the Hamaker constant is not trivial. In particular, to calculate the
dielectric function at imaginary frequencies, a Kramers-Kronig relation (eqn 1.6) must be

used (Hough and White, 1980). This requires knowledge of the imaginary part of the

dielectric function (€”) over a large frequency range.

=]+— Equation 1.6
rw +§2 1

1.3 The Dielectric Function

Discussions involving dielectrics often refer to the dielectric constant. In actuality, the
dielectric constant is a function of frequency as well as having a complex component. The
static dielectric constant is the value of the dielectric function at very low frequencies. At
optical frequencies (10'*-10" Hz) for transparent materials, the dielectric function is equal
to the square of the refractive index for that material. As with the dielectric function, the
refractive index is a function of frequency (hence the splitting of white light by prisms).
This relationship works in reverse and the dielectric function is often calculated from

experimental refractive index and absorption data from a material.
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In order to evaluate eqn 1.6, it is necessary to know the imaginary part of the dielectric

function over a full range of frequencies. Conventional optical spectroscopy techniques
(e.g. Dagastine et al, 2000) generally do not cover the entire range of frequencies. For
many systems the requisite data are not available and so many workers use theoretical
models to generate dielectric functions for a material. These functions are then used in the
calculation of Hamaker constants (e.g. Bergstrom, 1997, Ferndndez-Varea and Garcia-
Molina, 2000). However, as the theoretical techniques introduce a number of
approximations, the resulting dielectric functions, and hence Hamaker constants, are
unreliable (French et al., 1995). It is therefore preferable, where possible, to use
experimentally determined dielectric functions. In order to acquire the necessary data, an
experimental technique which offers not only a large frequency range with good frequency
resolution, but also offers the spatial resolution necessary to obtain information from a 2-
3nm intergranular film is required. Electron Energy Loss Spectroscopy (EELS) is such a

technique.

1.4 Electron Energy Loss Spectroscopy

EELS 1s a technique usually performed within an electron microscope. When a beam of
electrons passes through a sample, many of the electrons interact with the sample and lose
a small amount of energy. The nature of the interaction determines the amount of energy
lost. The incident electron causes an oscillatory electric field. This field interacts with the
electronic structure of the material, losing energy in the process (Egerton, 1996). In

particular, the electric field causes a localised polarisation within the material. The

polarisation of a material is closely linked with its dielectric constant (eqn 1.7).

P=¢,(e-1)E, Equation 1.7

Where P is the polarisation, & is the permittivity of free space, € is the dielectric function

and Ep i1s an externally applied electric field. It is through this link that it is possible to
probe the dielectric function of a material using EELS (Ritchie, 1957).

The study of EELS has two main areas, the study of core losses and the study of low
losses. Core loss spectroscopy deals with the excitation of electrons from the core
electronic states of a material to a higher level. One of the most common uses of core loss

spectroscopy is in determining elemental composition (e.g. Egerton, 1982). However, core
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loss spectroscopy has found applicability to a number of different areas including the

determination of coordination number and symmetry (e.g. Garvie et al., 1994), probing

dislocations (e.g. Batson, 1999) and investigating local bonding (e.g. Batson et al., 1987).

Low loss EELS covers the interaction of a fast electron with the valence or conduction
band of a material. In particular the incident electron can cause a bulk oscillation in the

valence band. This is known as a bulk plasmon and appears as a peak in the low loss
spectrum. The low loss area of the spectrum has been used variously in identifying the
composition of biological specimens (e.g. Hainfeld and Isaacson, 1978), determining the
composition of alloys (e.g. Williams and Edington, 1976), ascertaining specimen thickness
(e.g. Egerton and Cheng, 1987), analysing bulk material properties (Oleshko et. al., 2002)

and of course determination of electronic structure and dielectric functions (e.g. Daniels,
1970; Batson et al., 1986).

1.5 EELS from an Interface

In many systems the spatial resolution of EELS is' better than Inm. Therefore the
determination of the dielectric function from an intergranular film should be
straightforward. However, when an electron beam passes close to an interface between two
materials of different dielectric functions, an additional peak is observed in the energy loss
spectrum. This peak arises as a result of the interface itself and is known as an interface
plasmon peak (e.g. Garcia-Molina et al., 1985). One particular case of the interface
plasmon i1s when one of the materials is vacuum. In this case, it is known as a surface
plasmon (Howie and Milne, 1984). The interface plasmon is dependent on the dielectric
functions of the two materials on either side of the interface. It is therefore not possible to
obtain the dielectric function of an interfacial layer without first compensating for the
effect of the interface on the EELS spectrum. Fortunately, EELS of an interface has been
well discussed in literature, not only for the case of a simple planar interface (Walls, 1987),
but also for cylindrical interfaces (Walsh, 1991), small particles (e.g. Wang, 1996) and
more complex structures (Howie et al., 1999). The situation becomes more complex for a
three-layer case (two materials separated by a third), though once again equations

descnibing this situation are given in literature (Howie and Milne, 1985).
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The vast majority of literature covering EELS of two and three layer systems is theoretical.
There are very few papers comparing the theoretical equations with actual experimental
data. Those that do, generally do not perform an in-depth comparison. The closest work to
that presented in this thesis, performed by Moreau et al. (1997) gives an extensive
comparison between theory and experiment. However, the work only covers the energy

and shape of peaks at various distances and does not examine trends in decay and growth

of plasmons. Conversely, Scheinfein et al. (1985) examined the decay of the aluminium
plasmon and the movement of the surface plasmon in a Al-AlF; system. However, the
study of the aluminium decay appears to use the decay of intensity at 15eV. As both the
interface and the bulk AlF; plasmons will contribute intensity at 15eV, this is not the most
accurate gauge. In addition, the necessary use of a carbon film in the sample adds further
complications. Without a full experimental comparison, attempts to extract the dielectnc

function from a material close to an interface are likely to produce artefacts.

1.6 Aims of this Work

In this thesis the results of EELS performed over interfaces in an aluminium/magnesium
silicide and an aluminium/silicon system will be examined. These will then be compared
with the theoretical results as given in the literature. This work is performed with a view to
giving a greater experimental understanding of energy losses from interfaces. It is hoped
that this will prompt future work in this area, eventually leading to the accurate

determination of dielectric functions and hence intermolecular forces within three-phase

systems of the type discussed in section 1.2.

Clearly, investigations performed on a three-layer system would have direct applicability
to the analysis of the interfacial films described above. However, the theoretical treatments
make certain assumptions, most noticeably that the interface is sharp, planar and parallel to
the electron beam. This alone is not trivial to achieve in a two-layer experiment.
Attempting to achieve this with a three-layer system would be exceptionally time-
consuming and a likely source of error. As a result, it was advantageous to analyse a

simpler system and hence produce firm foundations for the extension of the work to more

complex systems.
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1.7 Structure of the Thesis

In the following chapter the theory discussed above will be expanded. In addition, related
theory will be introduced. In chapter 3, the instrumentation and related theory will be
described. The basic experimental techniques used in operating these instruments will also
be dealt with in this chapter. Chapter 4 contains a general discussion of the matenals
systems used, before describing the method for preparing suitable samples for analysis.
Some new analytical techniques are introduced in chapter 5 along with tests performed to
ensure their validity. The use of these techniques and others in the analysis of data 1s then
covered in the latter part of the chapter. Chapters 6 and 7 present the results from this work
along with a comparison to the corresponding theory. Finally, chapter 8 consists of overall

conclusions and suggestions for further work.



CHAPTER 2

THEORY

In this chapter, the background theory necessary to aid understanding of the work covered

in this thesis will be discussed. Initially electron energy loss spectroscopy (EELS) will be

introduced, with particular emphasis on valence loss EELS. The effect of a single and

double interface on the valence loss spectrum will then be considered. Finally, a detailed

discussion of the complex dielectric function will be presented.

2.1 Electron Energy Loss Spectroscopy

The interaction of electrons with a material is the source of a number of analytical
techniques, many of which are regularly used in electron microscopy. One such technique

1s electron energy loss spectroscopy (EELS). In EELS, electrons that have passed through

the sample are collected. Many of these electrons have lost small amounts of energy, AE,

through inelastic scattering within the sample, where AE depends on the exact interactions

involved. An intensity proportional to the number of electrons which have lost a specific

amount of energy is recorded and this is used to create an EELS spectrum.

An EELS spectrum is effectively a probability distribution giving the probability that an
incident electron will lose a certain amount of energy. Indeed, the energy loss function is
often expressed as a probability with respect to distance in the direction of electron motion
d’P
dzdw

and loss frequency, ( ] The loss frequency is the frequency corresponding to the

amount of energy lost. It can be shown (Ritchie, 1957) that the loss function is proportional
to Im[-1/€(w)] where €is the complex dielectric function of the material. The applications
of this and the dielectric function will be discussed in detail in section 2.4. Figure 2.1

shows an EELS spectrum highlighting the various features.

The largest feature in the spectrum is the zero loss peak which results from electrons which
have passed through the sample without losing energy. This peak has a finite width, which

1s due to imperfect monochromaticity in the electron beam. The finite resolution of the
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system (~0.5¢V) means that electrons which have lost only a small amount of energy (e.g.
those giving rise to phonon excitations) are also included in the zero loss peak. The region
up to about 30-40eV corresponds to incident electrons which have lost some of their
energy to electrons in the material causing them to undergo inter and intra band transitions.
Also In this range are the electrons which have caused plasmon excitation (section 2.1.2).

Higher energy losses result from electrons which have lost large amounts of energy to

inner-shell electrons in an atom, promoting them to a higher level. As can be seen by the
scale factor in Fig. 2.1 this area of the spectrum is of much lower intensity than the low
loss region and so requires longer in which to acquire the spectrum to provide a suitable

signal to noise ratio.

20X |

200x

Intensity (Arb. Units)
O =2 NWbHOONO®O© O

-10 0 10 20 30 40 50 60 70 80
Energy (eV)

Figure 2.1 EELS spectrum of Mg,Si showing the zero loss peak, plasmon peak
(~13eV) and the Mg edge (50eV)

The angle through which an electron is scattered is also of interest and is often expressed in

terms of the scattering vector q. This is given approximately by eqn 2.1 (Egerton, 1996).
s — kg (92 + 55?) Equation 2.1
Here, the magnitude of the wave vector for the incident electron kp = 277/ A, @is the angle

through which the electron is scattered and 5;=E/ (y movz) is a characteristic angle

corresponding to a mean energy loss E (Egerton, 1996).

10
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2.1.1 Core loss EELS

The majority of current work done with EELS, deals with the core loss spectrum. In core
loss spectroscopy, the incident fast electron interacts with a core electron in the sample
atom, promoting the core electron to a higher level and causing the incident electron to lose
an amount of energy equivalent to the difference in energies between the two states in the
atom. Clearly the final state must be unoccupied and so the core electron is promoted to an
empty state above the Fermi energy and in some cases ionised out of the atom. The energy
lost by the incident electron is dependent on the element concerned and the initial energy
state of the core electron. A core electron promoted from a 1s shell results in a K edge, a 2s

shell results in an L edge and so on with a similar naming scheme to x-ray spectroscopy.

In general, core loss spectroscopy is used primarily to determine the quantities of different
clements present in a system. However, more complex analysis, particularly of the fine
structure near the edges, can give information on phases, structures and in some cases
symmetry of the local atomic environment (Keast et al., 2001). This technique is known as

energy loss near edge structure (ELNES).

2.1.2 Valence Loss EELS

Whereas core loss spectroscopy deals with single electron excitations, valence loss (also
known as low loss) EELS can be a single or a multiple electron excitation. A single

electron can be excited from the valence band to an empty state above the Fermi level. The
effect of single-electron excitation is discussed later in this section. However, much of the

interest in valence loss EELS deals with the simultaneous excitation of a number of

electrons in the valence band. This excitation is known as a bulk (or volume) plasmon.

Valence loss can be modelled by approximating the electronic structure of the solid to that
of a free-clectron gas. The effect of the ion lattice is assumed to be relatively minor and is
incorporated as an effective mass, m , for the electrons and the use of a damping constant
I'. When the incident electron enters the solid, the electrons within the solid are repelled,
‘compressing’ the electron gas. The electrons within the gas are free to repel one another
and so, once the incident electron has moved out of the solid, the electrons begin to move

to a lower energy configuration. This causes an oscillation to be set up with a characteristic

11
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frequency known as the plasmon frequency. On emerging from the solid, the incident

electron has lost energy. This energy is required to establish the oscillation. The incident
electron can be approximated to an oscillatory electric field (Eoe'™) . Using this, and by

considering the forces in the system, the following equation modelling the motion of a

‘quasi-free’ electron within the solid can be obtained.
m*X+m'Tx=—eEye" Equation 2.2
The vector displacement of the electron 1s then given by:
ek,
X= __(_)m' a);-l_-irw Equation 2.3
This electron displacement gives rise to a polarisation within the solid
P=-enx=¢£,2E, Equation 2.4

where n is the number of free electrons per unit volume. This equation can be rearranged in

order to obtain the electronic susceptibility (¥) which, using the definition of the dielectric

function (e(@w) =1+ 7)), gives

2 2
( )_ i = W, . il'w, |
E\W)=E +IE = —-————wz T m) Equation 2.5

@, is the plasmon frequency where

w, = 1/1162 / E,m’ . Equation 2.6

However, as previously stated, the data collected within the microscope is related to the

energy loss function (Im/[-1/€}).
: 1 g ol w; . .
-_—— | = — e et quation .
@) P+ (00t} +(al)

This model, known as the Drude model, enables approximate plasmon energies and loss
functions to be calculated for most bulk material systems showing simple plasmon
behaviour (such as aluminium and silicon). However, a number of factors are ignored,
resulting in poor prediction of loss functions for some materials. In particular, single-
electron excitations are largely ignored by this theory. These excitations can have a varnety

of effects on the loss spectrum.

12
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The most obvious effect is that single-electron transitions will result in additional counts in
the loss spectrum. The Drude model predicts that these transitions will occur only at high
q. However, momentum can be transferred from the lattice to the atomic electrons,
allowing transitions to occur at much lower values of g. In materials with a significant
single-electron component (e.g. transition metals) fine structure will be observed in the low
loss region (Daniels et al., 1970). As the effect of the lattice is reflected in the band
structure of the material, for an insulator the fine structure reflects the joint density of

states between the valence and conduction bands. (Egerton, 1996).

Single-electron transitions also have additional, more complex, effects on the loss-
spectrum. One effect 1s that the plasmon peak energy is often shifted from that predicted by
free electron theory. This can be explained in simplistic terms by considering bound
electrons. In semiconductors and insulators not all the electrons are free to take part in
plasmon excitation. Many of the electrons are bound in a lower energy state. To make
these electrons free to participate in plasmon oscillations they require energy to promote
them into the conduction band. The amount of energy required can be approximated to the

band gap energy E, and a modified expression for the plasmon energy results (eqn 2.8).
(E:, ) = E;+E; Equation 2.8

Here E,=ha),, using the expression for @), given in eqn 2.6.

If the energy loss function is integrated over all energies, the total probability that the

incident electron will be inelastically scattered within the sample is obtained. Clearly, once

an electron has been scattered once within a sample it is possible that it may be scattered
again. For a small number of successive collisions this is known as plural scattering. If the
scattering events are assumed to be independent then the scattering probability should

follow Poisson statistics. The probability that an electron will undergo a series of n

successive collisions i1s therefore:

1Y ,h
P — (/1) €
n n! Equation 2.9

Where #/A is the ratio of the sample thickness to the mean distance between collisions,

known as the mean free path. t/4 is equivalent to the mean number of collisions in the

13
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sample. Using the free-electron approximation it is possible to get an expression for the

mean free path (Egerton, 1996):

2a,m,V°

A= Ep nll + ﬁz /92 Equation 2.10

Where ay 1s the Bohr radius, my is the rest mass of an electron and £ is a limiting angle.
However, this expression tends to overestimate values for many materials. A better

approximation can be obtained using scattering theory (Egerton, 1996). An approximate

value of A can be calculated using eqn 2.11.
106F(E,/E. )
In(28E,/E, )

In this equation A is given in nm, £ in mrad, the incident energy, Eo, in keV and the mean

A= Equation 2.11

energy loss, E,, in eV. F is a relativistic factor defined by eqn 2.12.

_ 1+ E, /1022
(1+ E,/511)°

For an incident energy of 100keV, F=0.768.

F Equation 2.12

The mean energy loss, E,, can be calculated from an energy loss spectrum of a specimen
of known thickness. However, where this is not practical, it can be obtained using an

approximate formula (eqn 2.13), assuming the atomic number, Z, is known.

E =7.6Z 036 Equation 2.13

For compounds, an effective atomic number must be used (eqn 2.14). This depends on the

atomic fraction, f;, of each element of atomic number Z;.

e S Equation 2.14
1i 2‘ fizoﬁ

Equation 2.11 is only valid up to a collection angle of ~15mrad at Eq=100keV. However,
in the region of validity this equation gives A values that agree with experimental data to

within 15%, over a range of atomic numbers (Crozier, 1990).

With knowledge of A it becomes possible to determine the thickness of a sample. The sum

of all the P, must be 1 and so we can relate the probabilities to the incident beam intensity,

14
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I, so that P, = I, / L. If the expressions for the first two P, are calculated, the following is

obtained:
I, - |
F, 0o — . =€ 4 Equation 2.15a
!
[ t 1 .
P = L=, Equation 2.15b

I A

Where Ip corresponds to the total intensity of the zero loss peak and I} corresponds to the
intensity (excluding the zero loss peak) of a spectrum where the collected electron have

undergone only one scattering event (often referred to as a single-scattered spectrum).

From equations 2.15a & 2.15b, two equations can be formed to give t / A:

! I
— = ]n| — Equation 2.16a
A I,

t 1
— =L Equation 2.16b
A

This allows the thickness of sample to be calculated from a full or single-scattered

spectrum.

Plural scattering within the sample is often undesirable as it can make analysis of the
spectrum more difficult. In particular, calculation of the dielectric function (section 2.4.2)
requires a single-scattered spectrum. In order to avoid (or at least reduce) plural scattering
1t 1s necessary to use a very thin sample. This in itself poses problems, as the signal from
the bulk reduces so that the normally negligible surface effects start to become significant.

However, it 1s possible to deconvolute an experimental spectrum to give a single-scattered

spectrum.

The expenimentally observed zero loss peak Z(F) can be represented thus:
L (E ) =IyR (E ) Equation 2.17

Where R(E) 1s the instrument response function which allows for the finite resolution of

the experimental spectrum. A single-scattered spectrum S(E) has the relation:

IS(E)dE=Il =1 t/l)e A=, t/l) Equation 2.18
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and the corresponding experimental spectrum is represented as:
J, (E) = R(E ) * S (E) Equation 2.19
Where * represents a convolution over energy loss. It can be seen that a double-scattered

spectrum is given by

SIE)*S\E
D (E ) = "‘(""')“_(""'2 Equation 2.20
211,
The denominator arises from eqn 2.9. As observed experimentally, the double-scattering 1s
J,(E)=R(E)*D(E)= ﬂﬂi‘%}@ﬁ@ Equation 2.21
40

This argument can be continued for triple-scattering and so on. Eventually the observed
spectrum, as recorded, can be seen to take the following form:

J(E)=Z(E)+J,(E)+ J,(E)+ J,(E)+...
R(E)*[1,6(E)+S(E)+D(E)+...]

) S(E)  S(E)*S(E)
Z(E) [6(E)+ I + X

+.. ] Equation 2.22

where XE) is a unit area delta function. The fourier transform can then be taken to change

the convolutions to products. This yields

)= z(v{1+f-(-‘i’-+ s()F ] ouation 223

I, 21,

where the lowercase character indicates the fourier transform of its uppercase counterpart.

Eqn 2.23 is equivalent to the Taylor series expansion for exp[s(v)/lp]. Taking logarithms of

both sides and rearranging gives:

jv)

§ (V) =1, ln['z_(v_)':l Equation 2.24

Hence from the experimentally measured spectrum and zero loss it is possible to determine

the single-scattered spectrum. This technique 1s known as fourier-log deconvolution.

The single-scattering distribution can be related to the dielectric constant as:

It | B 2
( ) _'_"""‘omovz 8( E)] n "{ 9, ] Equation 2.25
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2.2 Energy Loss at a Single Interface

The derivation of the loss probability has been presented elsewhere by other workers (e.g.
Garcia-Molina er al. 1985; Wang, 1996; Bolton and Chen, 1995). However, it is included
for completeness and the derivation is of use in the understanding of later chapters. The
initial theory is relativistic, though a simpler non-relativistic expression is given in section

2.2.1, which 1s sufficient for this work.

Figure 2.2 Geometry of electron beam with
respect to the interface

The derivation will be presented here in terms of the Hertz vector I1(r,7) (Walls, 1987).

This is related to the standard electromagnetic potentials ¢ and A by

¢ =-V.II A:(”g)a"

o
Where u 1s the relative permeability, which will be taken as 1. The electric and magnetic

fields are then given by

( , A
E =V(VII)- ﬁf’}a L O P
L c” ) ot ot
C.1. \
H = 8 Vx—aﬂ H = L VXA
& ot ﬂ)

The Hertz vector may be Fourier transformed with respect to time:

[(r,w)= (%ﬂ)je”"l_l(r, t )dt

If the case of an electron moving, with velocity v, parallel to an interface between two

matenials (Fig. 2.2) 1s considered, the current density J can be written:
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J(r,t)=evd(z—vt)5(y)d(x - x,)

= J(r,w)=evé(y)o(x - Jc,:,)exp(-i—q)--E

Equation 2.26
V

Where z is the direction of motion, x is the direction perpendicular to the interface and xpis

the perpendicular distance of the electron from the interface.

It can be seen from symmetry that the position in the yz plane is immaterial. Hence we can

define p= (0,y,z) and K=(0,k,,k;). If Il and J are further transformed, the following are

obtained:

I1 (K , (D, x) = ” e " PTI (r, a))dydz | Equation 2.27

J(K,w,x)= ” e *J(r,w)dydz = H e ®Pevs(y)S(x—x,)e ¥ dydz
= J (K (), x) = 27mevo (.x — X, )5(60 — kzv) Equation 2.28

It can be shown from symmetry that the Hertz vector can have no y component, hence [1 =

(I1,,0,I1;). From equations 2.27, 2.28 and the wave equation for I1 (eqn 2.29):

2 e’ ) = :
(V + A 2 JI1 (%a)é‘eo)‘, Equation 2.29

the following is obtained:

d*
(no current in medium 1)

Medium 2
2
4, =2 s(w-k vS(x-x,)
de* Y iwe,e ; 0
2 $m0 (current parallel to electron motion)
dxz 2 X

Where @} = K -e.w?/c?.

The non-diverging solutions are:
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Medium 1
1, =Ce™
[T = De™
Medium 2
— 27tev _
1, =| ———6(w—k,v)e ™ g2botrl) 4 4 pmens
iWE, E X,
[I, =Be™*

Both o and 0 have a positive real part causing the above equations to be bounded at large
x. The constants in the above equations are calculated by using the standard boundary

conditions of £ and H at the interface (i.e. at x=0). This yields:

A= ACL’ -,

a, +,
B= ikl -e)
(al T, )(algz T &, )
The values of C and D are not required for the following calculations and so are not given.

In the above equations the value of A is given by:

— 27mev

A= ““——---5((0 — sz)e_azx"
LWE,E\,
The loss probability can be expressed in terms of a retarding force acting on the incident
electron (eqn 2.30).
d’P 1 dF . 30
= . tion 2.
dzdo hodo ARaHon

Where F is the force on the electron, which is given by the standard expression for the

retarding force on an electron in an electric field (eqn 2.31).

— €

F =—-eE (xO,O Vi, t ( H_[ ikyv-o) (K Q, xo)dk dk,dw Equation 2.31

The electric field can be obtained from the expression relating the electric field to the Hertz
vector. Hence, after some further calculation, the following form for the loss probability is

obtained:
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2 2 — v 2
a’P _ — J Im G_}__fi.(c_)_ Ak
dzda) 27 €V o o€,

Equation 2.32

Where k,"” is the upper limit of k, and is normally determined by the collection aperture.

Here:
2(. _ 2%,
(GG = [g_q_l_(fz_f_‘l_)..p (arz — al )(1 — 81(%)2 )j|._....e_.._.l_0___
£, + &, ea (o +a,)

This integral can only be calculated numerically and does not simplify further without
making use of assumptions. However, this calculation can be greatly simplified by

ignoring relativistic effects.

2.2.1 Non-relativistic Expression

If a classical approximation is taken, v/c=20, then eqn 2.32 simplifies to give the result for

an electron travelling in medium 2 (Howie and Milne , 1985; Walls, 1987):

2 km
d°P e ln _K, 2a1x0 +1 -2 K, 2ax,
dzda) 2 v £ v’ v E, +&, v

Equation 2.33

where Koy(y) is the zeroth order Bessel function, which is discussed in Appendix 1. For the

case of an electron travelling in medium 1, & and & are interchanged.

Eqn 2.33 has two main terms, the bulk plasmon term (Im[-1/£]) and the interface plasmon

term (Im[-2/(&+&)]). The equation shows that the bulk term will increase with distance
from the interface whilst the interface term will decrease. In the limit of large xo the loss

function tends to the bulk plasmon term as would be expected.

As xp tends to zero, it would be expected that the bulk term would reduce to zero. For this
to be the case the Bessel function would require a limiting value equal to the logarithmic

term for small xo. Using the approximation for small z (Ky(z)=In(z)) it can be see that the

two terms are equal for the case where:
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For xp approaching zero, this cannot be true as k' is finite. Further analysis reveals that for

a set value of k7 the logarithmic and Bessel terms are equal for a small, non-zero value of

xo. This is clearly non-physical and so it can be assumed that there are some problems with
the non-relativistic approximation close to the interface. However, for non-zero values the

correction 1s small and so the approximation is of value.

Another useful check on the equation is the case where the electron beam is passing

through vacuum close to an interface. In this situation &=1 and so the equation reduces to:

d*P e’ -2 20 x, e’ £ —1 20 x,,
= Im —— |K, == 51! Ky
dzdw 2m e hv & +1 V 27 EGhv £ +1 v

Which is the expression given in Howie and Milne (1984) for a beam travelling in a

vacuum external to a semi-infinite solid. This equation models the behaviour of a ‘surface

plasmon’.

2.2.2 Comparison of Relativistic and Non-relativistic Expressions

Both relativistic and non-relativistic equations were available for calculating loss
functions. Unlike the relativistic equation, the non-relativistic approximation did not
require the use of numerical integration. This considerably simplified the calculation of
loss functions. However, it was necessary to compare the results from the two equations to

examine any deviations between the non-relativistic and the relativistic equations.

The relativistic and non-relativistic expressions were used within Matlab (Appendix 3) to
generate simulated energy loss data for different distances from the interface in an
Al/Mg,Si system at 100kV(Fig 2.3a-c) and using a k," of 10"°m™'. Examination of the ratio
of relativistic/non-relativistic indicates that the correction for 100kV is small. The most
significant difference at all distances is at very low energy loss (<4eV). This is due to
imperfect removal of the zero loss peak from the original data. As these graphs were
calculated from experimental dielectric data, such artefacts were not easily avoided. This

occurs at much lower energy than the area of interest and so can be ignored.
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Figure 2.3a: Graphs showing calculated energy loss spectra for an Al/Mg,Si interface

using relativistic (red line) and non-relativistic (blue line) equations (left). Included is the

ratio of relativistic/non-relativistic loss spectra (right). Corresponding xo values are given

on the far left.
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Figure 2.3b: Graphs showing calculated energy loss spectra for an Al/Mg,Si interface

using relativistic (red line) and non-relativistic (blue line) equations (left). Included is the

ratio of relativistic/non-relativistic loss spectra (right). Corresponding xo values are given

on the far left. Centre graph corresponds to xo=0 for which the non-relativistic function is

undefined.
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Closer to the interface, the two forms differ more significantly, most noticeably around the
energy of the plasmon peak. The graphs in Fig. 2.3b demonstrate the problem with the
Bessel function. For the chosen k," a distance of 0.05nm causes the Bessel function to
cancel with the log term, effectively removing any bulk contribution. This is shown by the
non-relativistic data being identical at 0.05nm on either side of the interface. However, it 1s
not possible to move the electron probe a distance of 0.5A accurately. In addition, 0.5A is

an order of magnitude smaller than the probe size. Therefore this problem with the non-
relativistic term close to the interface is not significant. Further away from the interface the
difference is, to a good approximation, just a constant factor. The pre-factors were not
included in the calculations as these were not dependent on frequency. It was therefore

expected that the relativistic and non-relativistic equations would differ by a constant

factor.

Clearly, as the incident beam energy is increased, relativistic effects will become more

significant. As some of the data was acquired on the FEI Tecnai microscope, which
operates at 200kV, it was of interest to investigate the difference between the relativistic
and non-relativistic equations for an accelerating voltage of 200kV. Fig 2.4 gives the
simulated ratios for small distances away from an Al/Mg,Si interface. The value of k"
used was 10'°m™'. Once again the ratio of relativistic to non-relativistic is fairly constant,
with the largest deviations not noticeably increased from the 100kV case. A much greater
difference i1s apparent at lower energies, up to 10eV, compared with 100kV. However,

these differences are still comparatively small and are below the energy of interest. These

results indicate that the non-relativistic equation is still valid at 200kV.

The equations were also used to calculate energy loss spectra at various distances from an
Al/S1 interface (Fig. 2.5a-c). From these spectra the corresponding relativistic/non-
relativistic ratio was determined. As with the Al/Mg,Si system the ratio was effectively
constant at larger distances from the interface with greater deviation occurring as the
interface was approached. At very small distance from the interface, the deviation was

larger than for the same distance in the Al/Mg,Si system. Despite this, the difference was

not large enough to make the non-relativistic approximation invalid.

25



g
o

N
'

relativistic / non-relativistic
n

il

o
e,

relativistic / non-relaﬁvistlg
wn n) N

Py

0.5

N
(4}

relativistic / non-relativistic
(e X

el
T iyl '

o
e

10 15 20
Energy (eV)

Xo=-2nm

10 15 20
Energy (eV)

xo=-0.05nm

10 15 20
Energy (eV)

Xo=0.5nm

25

25

25

8

relativistic / non-relatmstlg
o n O

il

o
e

N
o

N

relativistic / non-—relativistic
o

-

N
o

N

prs
On
—

relativistic / non-relativistic

alle

O
o

10 15 20
Energy (eV)

xo=-0.5nm

10 15 20
Energy (eV)

xo=0.05nm

10 15 20
Energy (eV)

Xo=2nm

Theory

25 30
25 30
25 30
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accelerating voltage of 200kV. Corresponding xo values are given beneath each graph.
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Figure 2.5b: Graphs showing calculated energy loss spectra for an Al/Si interface using

relativistic (red line) and non-relativistic (blue line) equations (left). The ratio of

relativistic/non-relativistic loss spectra (right) is also shown. Corresponding xy values are

given on the far left. Centre graph corresponds to xy=0 for which the non-relativistic

function 1s undefined.
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2.3 Energy Loss at a Double Interface

The natural extension to the single interface case i1s the double interface. This has more
practical use than the single layer as it enables information to be determined from an
interface where a thin interfacial phase, of the type described in chapter 1, has formed
between the bulk materials. Fig 2.6 shows the geometry of such an interface with the

electron beam travelling externally to the interfacial phase.

X = 0
Figure 2.6: Geometry of three-layer system with parallel electron
beam. Beam i1s shown moving externally to the interfacial phase.

The equation modelling the non-relativistic movement of an electron in this setup has been

discussed 1n literature (Howie and Milne, 1985) and is given below.

2 2
S5 SO A———— AL F(,,€,,6,,K,a)e
dgdhw 27m°eh"v K £,

F—Im{l (&, + & V&, — &, Je* @ - (82—5,)(82+£3)e‘“‘“}

g, (&, +€ )&, +& )™ (e, —¢ &, — €, Je K

In addition to this, Walls (1987) gives an equation for the same three-layer system but with

Equation 2.34a

the electron beam travelling internal to the interface phase. The equation is stated below.

: 52
-2 N AT j — Fldk,
dZdCU - 2me hv
F’ =Im _1; +,2Ka +§| - ,~2Ka +§| - o~ 2Kb +§1 + ,~2Kb Equation 2.34b
S § + 2K(I _5 - —2Ka
2 1 1

Here &* = (&+E&). By interchanging subscripts 1 and 3 in eqn 2.34a, the equation becomes

applicable for an electron travelling through medium 1.
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2.4 Dielectric Function and Kramers-Kronig

2.4.1 The Complex Dielectric Function

Among the most useful data that can be obtained from the low loss EELS spectrum is the
complex dielectric function of the sample. The dielectric function gives a wealth of
information on the physical and particularly the electronic properties of the material. Most

directly it can be related to the optical properties of the material as:
elw)=N*=(n+ik)

Where n is the refractive index and & is the extinction coefficient.

In theory, optical experiments will probe the dielectric response to a transverse field
whereas EELS will give the longitudinal response. In practice, the differences between the
spectra obtained are generally small (Daniels et al., 1970) and so the two can be compared.
However, care must be taken to note that there are still differences (Walls and Howie,
1989). Palik (1985) is an excellent reference for optical measurements which can easily be
converted to give dielectric functions and loss functions for comparison. The data acquired
by optical methods is generally of considerably higher resolution than that obtained using

EELS. However, the range of frequencies accessible through EELS is far superior.

The parts of the dielectric function yield different information. The real part probes the low
energy structure. In particular, the plasmon peaks generally occur at an energy close to a
zero with a positive slope in the real part of the dielectric function. The imaginary part
offers information on the band structure of the material. The energy at which it becomes
non-zero represents the band gap of the material, whilst the behaviour above this energy

can be linked to the joint density of states.

2.4.2 Kramers-Kronig Analysis

As shown in eqn 2.7, the loss function is a function of both the real and imaginary parts of
the dielectric function. If both the real and imaginary parts of 1/¢ are known, it is possible

to calculate the dielectric function. Kramers-Kronig analysis allows the calculation of
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Re[1/€] from the corresponding loss function. The Kramers-Kronig transformation takes

the following form.

1 2 -1 E’ ,
Rel:z'(—é—)':l =1- ; P ) Iﬂl{ p ( E,) W}E Equation 2.35

For this, the assumption has been made that §-E) = - (E), where £ denotes the complex

conjugate of & P refers to the Cauchy principal part of the integral and allows calculation
of the integral despite the function being undefined for E=E°’. For evaluation of this
integral there are a number of points to observe. The loss function used must not contain
any multiple scattering. In practice, deconvolution can be performed to calculate the
required single-scattered spectrum (provided a zero loss peak is present within the

spectrum)(section 2.1.2).

Further to this, for accurate results, the spectrum should be corrected for the effect of the
limited angular range reaching the spectrometer. In theory, electrons can be scattered
through very large angles. The presence of the collection aperture limits the angular range

to a half-angle of 12.5 mrad. This is indicated by the logarithmic term in eqn 2.25. For

small angular divergences (@), division by the logarithmic term is normally sufficient.

A standard low loss energy spectrum will cover the range 0-100eV. In contrast with this,
Kramers-Kronig analysis requires integration over all positive energies. Despite the loss
function tending to zero at high frequencies, its value 1s still not negligible at 100eV. It is

however reasonable to extrapolate the function to higher energies using a power law fit of
the form AE™" as this is the form predicted by the Drude Model (section 2.1.2). The values

of A and r can be chosen to fit the experimental data.

Finally, the result from the Kramers-Kronig transformation lacks an absolute scale as

ordinarily the sample thickness necessary for the prefactor in eqn 2.25 is unknown. To
correct for this, the Kramers-Kronig sum rule is used. This is obtained by setting E=0

within eqn 2.35.

1 1_2 -1 11 .,
I=Re—oy 57 —dE .
{5(0)] 7T 0 ml:g(E’)] E’ Equation 2.36

For a metal, Re[1/60)] becomes large as E tends to 0, so the left hand side of eqn 2.36

becomes effectively unity. For an insulator, the imaginary part of the dielectric function is
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small at low E and so Re[1/g0)] tends to 1/n* where n is the refractive index for visible
light. It may initially appear that the static dielectric constant would be a more appropriate
value for §0). However, since the EELS spectrum does not provide accurate data below

about 0.5-1eV due to the limited energy resolution, the dielectric constant at visible light

frequencies is more suitable.

2.5 Summary

This chapter outlined the theory required in understanding the techniques used in this
thesis. To understand all aspects of this thesis it is also necessary to discuss the
experimental instrumentation and related theory relevant to this work. Chapter 3 gives a
detailed discussion of the instrumentation used along with associated theory and

experimental techniques.
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CHAPTER 3

INSTRUMENTATION AND EXPERIMENTAL
TECHNIQUES

3.1 Introduction

The main instrumentation used to collect the data along with the general analytical electron
microscopy techniques used are described in this chapter. The more<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>