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Abstract

This thesis aims to examine a number of issuesecklto exchange rate movements at
different time horizons: In the long-run, we emphasinvestigating equilibrium real
exchange rates. In the medium-run, we aim to inya& predictability of exchange rates
in out-of-sample forecasting contexts. Finallythe short-run we focus on studying high-
frequency exchange rate dynamics in the actualgiorexchange trading. Specifically, we
reassess four topics concerning exchange rate mesmthrough macroeconomic
fundamental analysis and microstructure approadbegxchange rates. With macro
approaches, our study demonstrates, in a panekdtiag, the link between real exchange
rates and net foreign asset could be through teecagion between real exchange rates
and trade balance. The panel study indicates ttexdgeneity, in terms of the association
between real exchange rates and trade balancegdretthe OECD economies and less
mature economies (China, Philippine and Malay€ajy. study on the monetary exchange
rate model indicates the monetary model can desc¢he long-run behaviour of nominal
exchange rates. Furthermore, we find the short-exalhange rate deviation adjustments
to equilibrium and nonlinearities involved in thesaciation between exchange rates and
monetary fundamentals. With micro approaches, oudysdemonstrates, in short run,
order flow has a significant impact on the conterapeous exchange rate dynamics.
However, we observe the prediction of order flowtbe future exchange rate is quite
weak. Our study also finds the weak interactionwkenh macro news and private

information in the exchange rate volatility study.
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Chapter 1

Thesis Introduction

1.1 Research Background

The foreign exchange (FX) market is the biggesrfoial market in the world in terms of
trading volume. According to the Triennial CentBdnk Survey conducted by the Bank
for International Settlements, the average daiipduer in the international FX market is
approximately 3.2 trillion US dollars (BIS 2007)hieh is an unprecedented 69% increase
since April 2004. Even excluding the valuation effecaused by the exchange rate
movements, the average daily turnover rises by @@&seover, foreign exchange trading
is one of the fastest growing forms of investméudrresponding to these facts, researches
on the movements in exchange rates have been gyopamsistently, which cross
literatures of macroeconomic fundamental analysiscrostructure approaches and

technical analysis to exchange rates.

Over the past thirty years, exchange rate econonais®experienced a number of important
developments, which have substantially contribut@dooth the theoretical issues and
empirical evidences to exchange rate determinationgarticular, dramatic developments
in econometrics and the increasing availability legh-quality macroeconomic and

financial data have stimulated numerous numbemngdirical studies on exchange rates,
which concern both macroeconomic fundamental arsabtsd microstructure approaches

to exchange rates.

Macroeconomic models have been dominant on excheatgedeterminations, from the
traditional view of exchange rates to the asset \0é exchange rates. These models link
exchange rates and macroeconomic fundamentalsushaly include current accounts,
prices, money stocks, output, etc. However, engdirievidences have not been so
convincing, which is typically demonstrated in tliteratures after the Bretton Woods

System. In particular, Meese and Rogoff (1983) arammost of the classical
1



macroeconomic models of 1970s and their variantsctwtypically include flexible-price
monetary model, sticky-price monetary model antickys-price model which incorporates
the current account. Meese and Rogoff demonstnatetmodels can’t outperform a naive
random walk process in terms of out-of-sample faséing performance, at least over
short-run time horizon. This conclusion has beetrang consensus, which is termed as
the exchange rate disconnect puzzle in Obstfeld Rogbff (2000). Since then relevant
researchers have been working in various directioseek supportive empirical evidences
to explain the movements in exchange rates at tangmedium-run and short-run time
horizons. Specifically, in the direction of macroromic fundamental analysis,
nonstationary econometric methods have been apfai¢oihger span of time series data
and panel data. Meanwhile, some more complicatethauetric approaches especially
nonlinear methods have been applied to explairatievis of exchange rates and dynamics
of exchange rates at different horizons. Theseesgmtative methods include error
correction model, Markov switching method, threshimlethod and nonparametric method.
Alternatively, in another direction, with the inaseng availability of high quality high-
frequency data, microstructure approaches to exghastes have also achieved dramatic
developments to explain exchange rate dynamiclsaat-sun time horizon. Microstructure
approaches focus on heterogeneous information enHK market and actual foreign
exchange trading behaviour in the FX market. Brpagleaking, these diverse researches
have witnessed the validity of these various resess from different angles to explain the

movements in exchange rates.

1.2 Research Motivations and Issues

This thesis seeks to revisit several issues comgerxchange rate movements at three
time horizons: long-run, medium-run, and short-hamnizons. Using the term long-run, we
focus on examining the long-run equilibrium reatlange rates. The medium-run study
emphasizes the prediction of exchange rates inuaofesample forecasting context. The
short-run means analysing the dynamics of excharajes from the channel of
microstructure approaches to high-frequency exchaate data obtained from the real

foreign exchange trading platforms.

Macroeconomic fundamental analyses are generatlgpaed being valid at medium- to
long-run horizon to examine exchange rate movent#oisgh the performance is poor at
short-run horizon. Our study of exchange rates adiom- to long-run horizon is

conducted in the frame of macroeconomic fundameraablysis. Microstructure
2



approaches are more efficient to analyse dynanfiexahange rates at short-run horizon.
We implement our high-frequency exchange rate siandhe context of microstructure
approaches. Historically, macroeconomic fundamerdablysis and microstructure
approaches have progressed independently. Howtrese two approaches have begun to
interact with each other recently, which have stated a new perspective to exchange rate
economics. Our three-horizon study separately exasnexchange rate fluctuations with
macro and micro fundamentals. The macroeconomidaunentals we concern are trade
balance, net foreign asset, money supply, producia interest rate. The microstructure
fundamental only concerns order flow here althoumt-ask spread is also a key

fundamental in microstructure approaches.

Specifically, from long- to medium- and short-rurrizon, our empirical analyses
investigate four issues on exchange rate dynan@cs. first study underlies long-run
equilibrium exchange rates. The second issue imgoiwedium-run horizon exchange rate
forecasting. The third and fourth issues concegh4fiequency exchange rate dynamics at
short-run horizon. The first and second issuesngeto macro fundamental analyses. The
third and fourth issues belong to microstructurprapches to exchange rates. We briefly

introduce the four issues which we concentratendhe core chapters of this thesis.

The first issue focuses on the long-run equilibriveal exchange rate determination.
Theoretically, the study is based on the theorkesicaly of Lane and Milesi-Ferretti (2002)
examining the association between real exchangs,raide balance and net foreign asset.
Specifically, in a panel data setting we examire@ exchange rates for the 23 selected
OECD countries and three less mature economiesidmg China, Philippines and
Malaysia. We investigate the comparability betwéss OECD economies and the three
less mature economies in the association conceraaigexchange rates, trade balance and
net foreign asset. Also, we examine exchange radalignments based on the empirical

analysis of long-run exchange rates.

In the second issue we revisit the association édmtwexchange rates and monetary
fundamentals. Specifically, we concentrate on tlexilfle-price monetary model. We
investigate the long-run validity of the exchangtemonetary model for the exchange rate
Euro/US dollar and Japanese yen/US dollar. Moreiipally, we focus on investigating
nonlinearities involved in the dynamics of exchamgies and in the association between

exchange rates and monetary fundamentals withwsanonlinear methods, which include



error correction model, threshold model and nonpatec model. Finally, we compare the

forecasting performance of these diverse models thé norm of the random walk process.

The third issue centres on examining the determoinatf high-frequency exchange rates at
short-run horizon. According to the portfolio-shiftodel of Evans and Lyons (2002), we
examine the movement of the exchange rate Germak/W# dollar, obtained from the
FX trading platform Reuters D2000-2. We investigaee price impact of the order flow on
the contemporaneous exchange rate and examineetiietppn power of order flow on the

future exchange rate.

In the fourth issue we investigate the how publiacro news and private information
impact the exchange rate dynamics (deutsche markit)i&r) at high frequency. We
directly introduce private information into the agbnship concerning exchange rates and
macro news. We recheck the impact of macro newherekchange rate fluctuation. We
also examine the impact of private information, suegad by order flow, on the volatility
of the exchange rate return. In particular, weoihtice an interaction term concerning both
public macro news and private information into Woéatility process. Finally, with various
model specifications we identify how macro newshi@ FX market impacts exchange rate

fluctuations through different channels.

1.3 Thesis Structure

This thesis is arranged as follows. We have siptdra following this brief introduction
chapter. In Chapter 2, the literature review chaptee comprehensively review the
updated researches on exchange rate determinatiatsding both macro and micro
aspects. Following the literature review chapter lvewe four core chapters examining
separately the four issues we discussed in thesdasion. Chapter 3, the first core chapter,
examines real exchange rates in a panel datagettimch is theoretically based on the
association between real exchange rates, tradadeatnd net foreign asset. We estimate
the long-run equilibrium exchange rates and in desociation we compare the OECD
economies with the less mature economies such asaCMalaysia and Philippine.
Chapter 4, the second core chapter, focuses aassgEiation between exchange rates and
monetary fundamentals. We investigate the longral@tionship between exchange rates
and monetary fundamentals. Furthermore, from diffeangles, we examine the nonlinear
associations involved in exchange rate fluctuatiamsl in the association between

exchange rates and monetary fundamentals. Chaptiee Bhird core chapter, investigates
4



the impact of order flow on the contemporaneoushamnrge rate at short-run horizon and
the prediction power of order flow on the futurecleange rate. Chapter 6, the fourth core
chapter, investigates the role of macro news aihger information in exchange rate

volatility. Particularly, we examine the interactibetween macro news and the private
information in the dynamics of the exchange ratehk Chapter 7, the conclusion chapter,
we summarize this thesis including the contribwgidkey findings and indicate our future

research directions. In each chapter we put allfifires and tables behind the main

bodies of the chapter. At the end of the thesisnakeide references.



Chapter 2

Literature Review: Macro and Micro Approaches to Exchange Rates

Research on exchange rate economics has develogredtdtally during the past 30 years.
In this chapter we review comprehensively typitedretical issues concerning exchange
rate determinations, corresponding empirical studied some relevant issues involved.
These literatures concern both macroeconomic fuedsah analysis and microstructure
approaches to exchange rates. We start the suritbynvacro approaches to exchange

rates.

2.1 Exchange Rates: Macroeconomic Fundamental Analysis

Macroeconomic fundamental analysis uses macroeaendomdamentals to explain
movements in exchange rates. Macroeconomic fundamanalysis performs well to
explain the dynamics of exchange rates over medwhong-run horizon. We start the

survey with nominal exchange rates.

2.1.1 Nominal Exchange Rates

Literatures on nominal exchange rates concernléssical Purchasing Power Parity (PPP)
hypothesis, models based on PPP such as the #epildle monetary model, the sticky-

price monetary model and the real interest diffeaémonetary model, and models which

don’t depend on the PPP hypothesis for exampleah#olio balance model.

2.1.1.1 Purchasing Power Parity
Purchasing Power Parity (PPP) is traditionally fin& choice for researchers to measure

long-run exchange rates. Purchasing Power Pariigsed on the law of one price (LOOP)

which assumes customers’ preferences are iderdmalss countries and all goods and



services are identical across countries. Thus timeegtic pricePti and foreign pricePti*

for the same homogenous goobdre at the same price when they are convertetleat t

market exchange rat§ , which is defined as follows:
S=R'/R" 2.1)

At the aggregate level, the overall priBefor the domestic country is calculated by the

equationR, =) a'P, wherea's are the weights to aggregate the individual pridée
i=1

same calculation applies to the foreign countrycgsj P’ =Y a'P" . There are two
i=1
versions of PPP, which are absolute PPP and relBRP. The absolute PPP is defined in

the following calculation:
S=R/R (2.2)

which says the nominal exchange rate is the rdtibe overall domestic price to foreign
price. Taking the logarithm, we get=p, — pt*. We get the relative PPP specified as

follows:
As = Ap, _Apt* (2.3)

which says the change in the nominal exchangeisatgual to the relative price change
between two countries. The long-run PPP propostalde long-run relationship between
nominal exchange rates and relative price levelswéver, empirical studies of post-
Bretton Woods show that PPP is a poor measureecddhilibrium exchange rate, which is
termed as the PPP puzzle by Rogoff (1996). BothoRqd996) and Sarno and Taylor
(2002) argue the failure of PPP could be attributethe low power of standard tests and
sample sizes as short as the modern float. Meaawthib strands of literatures confirm the
validity of the PPP hypothesis. The first stranditgratures use panel data techniques to
improve the power of time series unit root testd anintegration tests. The successful
evidences can refer to Frankel and Rose (1996),1996), Wu (1996), Papell (1997) and
Taylor and Sarno (1998). The second strand of ecapstudies use longer span of data to
test the long-run PPP. Abuaf and Jorion (1990)ystudentury of dollar-franc-sterling data,
7



Glen (1992) and Lothian and Taylor (1996, 20004l fine same for two centuries of dollar-
franc-sterling data. Also, Taylor, Peel and Sa2@)() examine a long span of data. These
studies confirm that PPP is a long-term phenomemtmwever, MacDonald (2007)
addresses that the supportive evidence to PPPohd®en found even using cross-section
methods or longer time span of data. In particullae, half-life of the deviation from

equilibrium based on PPP is longer, which is 3-&rge

The Balassa-Samuelson hypothesis explains the FRBsoming the overallPI -based

real exchange rate is a weighted combination akegrirom both tradable and non-tradable

goods. Balassa-Samuelson hypothesis assumes th@itee, tradable pricé’tT and non-

tradable priceR"", specified in the following equations:

R=@-aR" +aR" (2.4)

P =@-a)P" +aP" (2.5)

where P, is defined as previous, i.e., t#l based nominal prica is the weight of the

non-tradable goods in the economy. Asterisks reptethie foreign variables. According to

this price decomposition, we define the real exgleamateQ, as the price adjusted

nominal exchange rate:

Q=SR/R (2.6)
where S is the nominal exchange rate defined as previlbwse take logarithm for both
sides of the three equations above and input thghtesl combination prices into the

logarithm format real exchange rate equation, @& exchange rate by the Balassa-

Samuelson formula is specified as follows:
q. = (St + ptT - ptT*)_[a( ptT - ptNT)_a*(ptT* - ptNT*)] UZ

whereq, ands, are, respectively, logarithm formats of the cdpitsaractersQ, andS .

The equation explains that the real exchange satkei combination of the real exchange



rate for tradable goodgs, + p,” - p,” ), and the relative prices of the tradable to non-

tradable goods in two economiéa( ptT -p NT) - a*(ptT* - p, NT* ).

Empirical research on the Balassa-Samuelson hygistivorks in two directions. The first
direction tests whether it is the relative pricdrafled goods or the relative price of traded
to non-traded goods dominates the overall real axgbr rate. MacDonald (2007)
summarizes that the empirical evidence broadly supphat relative price of traded goods
determinate real exchange rates. But this doesemotude the possibility that the
productivity determines the real exchange rates $bcond direction focuses on the
association between real exchange rates and praithuctn this strand the empirical
studies find mixed results for the assumption. Bggrio and Wolf (1994) and Chinn and
Johnston (1996) find the supportive evidence toassociation between thePl -based
real exchange rate and the productivity in growettmt But Ito et al (1997) don't find the

support when they use the per capita GDP as theureaf the Balassa-Samuelson effect.
2.1.1.2 Mundell-Fleming Model

The Mundell-Fleming model of Mundell (1961, 1962&963) and Fleming (1962) is an
extension of the IS-LM model in an open economy dafined to determine exchange
rates using the equilibrium between the good markeiney market and balance of
payment. IS-LM model considers three markets inlased economy: goods market,
money market and assets market. IS-LM model is inaised to analyse how to use the
fiscal policy and monetary policy to adjust the deanarket from a status without full
employment to a status of full employment, whichhough the link between the money
market and goods market. The Mundell-Fleming modédtls the external balance
equilibrium, the balance of payment equilibrium,th® money market equilibrium and
goods market equilibrium. We briefly introduce tkquilibrium of the three markets
involved. Goods market equilibrium is defined as tB (investment/saving equilibrium)

curve:
Y=C+I+G+(X-M) g2.

whereY denotes domestic national incon@@=C(Y dgnotes consumption which is an

increasing function of incom& . | =1(i) denotes investments which is a decreasing



function of nominal interest rate G denotes the government spenditg= X(Y',Q )

denotes exports which is an increasing functiodoofign national incom& " and real
exchange rat€). Real exchange rates are defined as previo@lySP" /P, whereS is
the nominal exchange ratB, and P* denote, respectively, the domestic and foreigoegti
M =M (Y,Q) denotes imports which is an increasing functiomlahestic income&¢’ and
decreasing function of the real exchange f@terhe money market equilibrium is defined

through the LM (liquidity preference/money supptyudibrium) curve:

M /P =L(Y,i) (2.9)

where the money demandl ¢ is an increasing function of domestic incordeand
decreasing function of the interest rateMoney market equilibrium between the money
demandM ¢ and money supplM ® implies M*/P =L(Y j). Finally, the balance of

paymentBP equilibrium is specified as follows:
BP=CA+KA=0"1 (2.10)

where the current accou@A is specified asCA = PX — SP"M , the capital accounkA is
specified asKA = KA(i —i" —AS® ) All other variables are defined as previonAS§® is the

expected change in the nominal exchange rate.

The Mundell-Fleming model integrates the asset staakd capital mobility into the open-
economy environment. However, all the variableoined are almost entirely flow terms
and without stock equilibrium for holding net fageiasset (MacDonald, 1988). Empirical
studies of the Mundell-Fleming model falil to findpportive evidence to explain exchange
rates movements at the beginning of the recent fldacDonald and Taylor, 1994).
Johnson (1958) began to distinguish the differdreteveen the stock and flow equilibrium
in the open-economy setting, and then the moneterglel comes into the stage for the

exchange rate determinations.

! In the analysis the official reserve account iseat.
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2.1.1.3 Flexible-price Monetary Model

The flexible-price monetary model of Mussa (1976) &renkel (1976) contains three
blocks: stable money demand functions in the dameast foreign economies, purchasing
power parity (PPP) and uncovered interest paritf?jJlUSince the three assumptions of the
monetary model are unlikely to hold at each paintime, the monetary model is naturally
viewed as a long-run model of the exchange raterahation. We review the main points
of the monetary model, starting from the money readquilibrium in the domestic and

foreign economies. We use the money demand funciiddagan (1956), which is given
by M? =Y?exp™” . Given the demand for money equals to the guppimoney, the

money demand equation can be transformed to thatiega as follows by taking

logarithm:
m - p, =ay, -, (2.11)
m -p =ay -Fi (212

wherem, is the nominal money supply, is the price levely, is the real output, is the
long-term interest ratez is the income elasticity of demand for money ghds the

interest-rate semi-elasticity. Asterisks varialdesiote the foreign variables and all lower
case letters denote the logarithm format of theesl

The flexible-price monetary model assumes that labsoPPP always holds. i.e.,
S =P /P, where the nominal exchange r&eis measured as the units of the domestic

currency per unit of foreign currency. Taking lagan for both sides of the nominal
exchange rate equation generates the logarithmatdPAP which is specified as follows:

e=p-p (2.13)

where the nominal exchange rageis consistently measured as the units of domestic

currency per unit of foreign currency. The two pa@, and pt* are determined in the

money demand equations specified as Equation (2dd)Equation (2.12). We rearrange

the two money demand equations above and substitet® into the PPP equation,
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Equation (2.13), and get the simple version fledptice monetary model specified as

follows:

& =m _mt* —ay, +a*yt* +:8it _ﬁ*it* (2.14)

This equation says that in equilibrium an excharmge is driven by relative excess money
supplies. Thus if we allow other variables to bedi, an increase in the domestic money
supply produces an equally proportionate increasthé exchange rate. An increase in
domestic income produces a domestic currency appi@t due to its influence which

occurs through the demand for domestic money. énfléxible-price monetary model an

increase in the domestic interest rate generatesrmy depreciation because interest rates
are assumed to track expected inflation, which lwarexplained by the standard Fisher
decomposition. With the domestic and foreign irgemates, we demonstrate the Fisher

decomposition as follows:

I, = Eir, + EAP. (2.15)
i, = Er +EAp i« @1
where E, denotes a conditional expectati&p=E(.|l, with I, is the information set,

is the real interest raté denotes the first-difference operator akg,, , Ap +« are the
inflation rates at maturity+ k. In the flexible-price monetary model the expectedl
interest rates are assumed to be constant thatetheE,r, —E,r, is a constant. The

nominal interest rates are then expected to trapkated inflations, which is demonstrated
in the interest rate differential:

i, =i, = EAp,., - EAP wk (2.17)

More generally, if we relax all the restrictions ¢me coefficients of the independent
variables in the monetary model specified in Equra{2.14), the monetary model turns to

a generalization form as follows:

e =a,tam +a,m +ay, +a,y, +ad, +ag, +e (2.18)
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where a s are the parameters to be estimated. The hyppéhesialues ofr, and a,
would be close to the restrictiam, = -a, =1, which indicates the standard monetary
model. a, and a, should take on values which are close to the estichincome elasticity
from money demand functionsr, and a, should take on values which are close to

interest rate semi-elasticity from the demand fonsy.

Flexible-price Monetary Model: Empirical Studies

The monetary model is the workhorse for exchange daterminations. During the past
thirty years a large body of literatures have baé#macted to the monetary model of
exchange rates. Earlier studies during the lat®d4@hd early 1980s use the traditional
regression analysis and find mixed evidence. Ewrgdirstudies covering the interwar
period and the flexible exchange rate period dunragt of the 1970s support the monetary
model. See Frankel (1976), Bilson (1978) and Doschy(1980a). However, the empirical
studies covering the period of floating exchangesdeyond the late 1970s don’t find
evidence to support the monetary model, such aslidsch (1980b), Rasulo and Wilford
(1980), Haynes and Stone (1981), Meese and Rop@®3), Frankel (1984), Backus (1984)
and Boughton (1988). In particular, Meese and Rod®&83) suggest that all the classical
monetary models and their variants can’t beat aloan walk process in terms of
forecasting in out-of-sample. Subsequently, Fran{dd84) confirms that parameter
estimates are not consistent with the theoreticahetary exchange rate model based on

in-sample estimation over the period 1974 to 1981.

The application of the Engle-Granger (1987) timeesecointegration technique could not
help to find positive support to the monetary moddie idea of cointegration and the
error-correction technique are consistent with mlegion of equilibrium and short-term

adjustment, which has generated great interesmipirecal examination of the validity of

the monetary model. However, empirical studiesgiime series unit root tests and Engle
and Granger (1987) two-step cointegration methind fixed results. The majority of the

studies find no evidence of a long-run cointegratielationship between exchange rates
and monetary fundamentals concerned in the staredaithnge rate monetary model. See
Meese (1986), Baillie and Selover (1987), Boothé @massman (1987) and Kearney and
MacDonald (1990). These studies typically invesggae restricted form of the monetary

model specified as follows:
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& =fp +B(m —m') = By(y, — ¥ )+ Buli, —i ) + &, (2.19)

or the relaxed generalized specification given gsafon (2.18). However, these studies
don’t find evidence of the long-run cointegraticglationship between these concerned

variables simply because the residual id @) nonstationary process.

Analysis of Empirical Studies

The performance of the monetary model has beentiqned and relevant research has
been searching for the sources of the poor perfocsmaWe summarize some views that
attempt to explain the poor performance of the neoyemodel. The reasons could be the
restrictions on the coefficient estimates, the tations of the components of the monetary

model, the sample size issue or the methodologyessi practice.

The first view that the monetary model doesn’t wardll is because of the inappropriate
constraints imposed on the monetary fundamentals as relative monies, income and
interest rates (Driskill and Sheffrin, 1981). Catently, Nautz and Ruth (2005) argue one
of the reasons for the failure of the monetary naaerild be because of the simple
assumptions in the empirical studies. In particulae homogeneity assumptions on the
money supply and real output, even the unit elégtaf the relative money and relative
output. Corresponding to this view, the cointegmatstudies by MacDonald and Taylor
(1991a, 1994) confirm the popular monetary restms in the cointegrating vector are

usually rejected.

The second view argues the poor performance omthreetary model in empirical studies
is because of the inappropriate assumptions off@sincg Power Parity, erogeneity of the
money supply and uncovered interest rate paritye [Bigic is if the components of the
monetary model don’t hold, the monetary model waturally meet the difficulty finding

supports in empirical studies. Smith and WickerB@)highlight that inappropriate money
demand functions might be a major cause for theirgrap failure of the monetary

exchange rate model. La Cour and MacDonald (200§)eathat the money demand
function probably may not be simply explained blatiens between real money, income
and interest rate (For example the money demandatiequM ¢ =Y?exp”? given by

Cagan (1956). La Cour and MacDonald add inflationthe existing money demand

equation to proxy the opportunity cost of holdingmay and they find positive support to
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the monetary model. Furthermore, La Cour and Maekbf2000) adopt the “bottom to
top” approach by which they firstly examine theid#&y of the components of the
monetary model, for instance the money demand asbeF equation. Finally, their
empirical analysis demonstrates the long-run cgnatgon relation between the exchange

rates and monetary fundamentals.

The time series span could be one reason whichesatle poor performance of the
monetary model. A relatively short time span desesathe power of unit root tests and
cointegration tests. Shiller and Perron (1984) Ha#tkio and Rush (1991) show that the
power of unit root tests and Engle-Granger (1980} $tep cointegration tests to reject the
hypothesis of non-stationary or non-cointegrati@pehds on the span of the sample.
These standard tests take non-stationary or ndegyation as the null hypothesis, the
power to reject the null is extremely low usingad&tom the post-Bretton woods period
alone, which spans 25 years or less. Moreover, 8btleer and Perron (1984) and Hakkio
and Rush (1991) show that it does not make diffe@etinat the data are sampled at
monthly or quarterly frequencies since the poweurt root tests and cointegration tests
depend on the data’s span rather than its frequdrays the failure of cointegration tests
on individual time series could be related to tlhéadavailability of a short time span for
post-Bretton Woods floating period. Even recenBroen (2000, 2002) studies the
monetary model between the time series cointegratimoss section and panel data
methods. Groen finds that the absence of the apiatien is due to the low power of the

cointegration test in small samples.

Finally, empirical studies suggest that the econamenethodologies adopted in practice
could be the reason that empirical studies donftpett the monetary model well. In
particular, the applications of Johansen cointégnaprocedure and panel data methods
have provided more positive evidence to supportiibaetary model of exchange rates. In
the following two subsections we overview, respatti, the empirical studies using

Johansen cointegration procedure and panel dataodset

» Cointegration Analysis: Johansen Procedure

Since the Johansen procedure was applied to eapstiedies relevant literatures began to
confirm the cointegration relation between excharges and monetary fundamentals.
Series studies by MacDonald and Taylor (1991a, h991d 1994) apply the multivariate

cointegration techniques to the monetary modelxahange rates and find a long-run
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version of the monetary model which explains tlyé#zsgd facts of recent float. MacDonald
and Taylor find 1(0) residuals and the point estesaare close to the theoretical
assumptions. Consequently, this procedure has beenof the standard ways in the
relevant literatures to model long-run exchangesialypical studies see Moosa (1994),
Choudhry and Lawler (1997), Moersch and Nautz (2001d Goren (2002). Miyakoshi
(2000) studies the case of South Korea. Empiricaliss also apply this procedure to less
mature economies. McNown and Wallace (1994) fiedpectively, the support for Chile

and Argentina.

Even recently, Islam and Hasan (2006) examine amstnicted form of the monetary
model for the exchange rate US dollar/Japanese Heey use Johansen cointegration
method and the estimation results indicate a statiorelationship between the exchange
rate US dollar/Japanese yen and monetary fundateeridoreover, the forecasting
performance of the monetary model based on the-eomection model outperforms the
random walk model. In contrast, Bitzenis and Mamn(007) examine a restricted form
of flexible-price monetary model for Greek drach@/dollar. Bitzenis and Marangos use
guarterly data covering the period over 1974 toAl®milarly, with Johansen multivariate
cointegration technique, Bitzenis and Marangos fatbng evidence of cointegration
relationship between the nominal exchange ratativel money supply, relative income
and relative interest rate. The statistical tedtsestrictions on the coefficients in the
monetary models reject the coefficients restrigioBitzenis and Marangos conclude that

the monetary model is a long-run equilibrium coiwoaht

All the time series studies mentioned above idgrttie monetary model as a long-run

description of exchange rate movements though ivegsdunds is still around somewhere,
for example Sarantis (1994). The failure of the eivgl studies can be due to any one of
the four reasons we discussed in the last seclioa.adoption of inappropriate methods,
for example the Engle and Granger (1987) two-st@ptegration method, can be the

reason failing in finding supportive evidence. Juwden cointegration procedure overcomes
the shortcoming of the Engle and Granger (1987)-dtep cointegration method.

Empirical studies find the cointegration relatioipstioetween exchange rates and the
unrestricted monetary fundamentals specified inafiqn (2.18). The assumptions that
coefficients on money variables are unity with off® signs, equal and opposite
coefficients on relative income and interest ratens are usually rejected. See MacDonald
and Taylor (1991a, 1994). These empirical studssslanger span of samples. When the

sample span is long enough, for instance one hdngears, the long-run equilibrium
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exchange rate could be identified. See Froot angoR@1996) and MacDonald (1995).
However, one issue involved in such a long spae series studies is how homogeneous
exchange rates are over such a long historicabgewithin which the fundamentals have
possibly changed over different regimes. To thisceon, panel data methods are an
alternative way to increase the span of the daexamining equilibrium exchange rates.
Initially, panel data methods are intensively apglio examine the PPP hypothesis, which

is one of the building blocks of the monetary model

» Panel Data Analysis

Empirical studies employing panel data unit roatdeand cointegration methods find
supportive evidence to the monetary model of exgbamates. Early studies examine the
generalized specification of the monetary model,ctvhis the association between

exchange rates and monetary fundamentals, spedifie@d = f(m,m’,y,,y, .ii,") .

Typically, see Husted and MacDonald (1998) and [Riadis et al. (1998). Husted and
MacDonald (1998) examine four different panel datis of 21 OECD countries: an
international dollar-based data set, a Europearpkamgainst both the US dollar and
German mark, and an international panel based pangse yen. Husted and MacDonald
find significant long-run relationships for all thEanel combinations with many of the
monetary coefficients are correctly signed and labigible magnitudes. Similarly, using
the data set over January 1976 to May 1994, Diaimmatdl. (1998) examine the long-run
validity of the monetary model of exchange ratesgisnonthly data for the three key US
dollar bilateral exchange rate partners, GermarK d@nd Japan. They use the test
procedure suggested by Paruolo (1996) to examiee pitesence ofl (2) and | (1)
components in a multivariate context. The empirnealilts show the unrestricted monetary

model is a valid framework for explaining long-romovements in exchange rates.

Panel studies of the restricted form of the mowyetaodel also find positive supports. The
specification frequently examined is given ky=g8,+8(m -m)-8,(y, - V,)+& -

Using this specification, Groen (2000) and Mark a8dl (2001) use panel data
cointegration to examine the long-run relationsbgiween nominal exchange rates and
relative monetary fundamentals. Both studies fidng associations between nominal

exchange rates, relative money supply and relatigeoutput.
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Groen (2000) considers a panel of US dollar nonemahange rate, relative money supply
and relative real output level data for 14 indadised countries, over January 1974 to
April 1994. The panel cointegration test indicatidat nominal exchange rates are
cointegrated with relative money supply and relatieal output level for his full panel and

a G10 sub-panel. The cointegration analysis alppa@ts the monetary model when the
German mark as the numeraire currency. The paredficdent estimates are reasonably
consistent with the monetary model for his full paand three sub-panels (G10, G7, and
EMS). Also, Groen (2000) investigates the relapeeformance of the monetary exchange
rate model using time series, cross section andlhata cointegration methods. Based on

the specificatiorg =c+(m -m)-fA(y, -y, ) +&,, the study shows that the exchange eate
is cointegrated with relative money supply —m’) and relative outputy, -y, ) based

on the cointegrating vectg® = (1,—1 8) in the panel data context while not in the other

two methods.

Mark and Sul (2001) examine a panel of US dollanimal exchange rate, relative money
supply and relative real output for 18 countriearspng over January 1973 to January
1997. They develop a panel cointegration test basedn error-correction specification
that assumes pre-specified values for the cointiagraoefficients. They impose basic

homogeneity restrictions on the money supplies, é.ec+m-m)-Ay, -y, )+&, Which is

taken as a basic form of the monetary model thtabéshes a long-run relationship
between the nominal exchange rate and a simplaf sebnetary fundamentals since it can
be derived from Lucas (1982) and Obstfeld and Ro@®&95) equilibrium models. Their
panel cointegration test finds the evidence of tegiration among US dollar exchange
rates, relative money supplies and real incomeldefee the full panel of 18 countries.
They also find evidence of cointegration using Bwiss franc or Japanese yen as the
numeraire currency. Furthermore, Mark and Sul (2001pose the additional restriction

that 4 =1, which yields the simple form of the monetary moaee =c+Mm-m)-(y -y, )+§.

Finally, Mark and Sul (2001) find that nominal erdge rate forecasts based on the
monetary model are generally superior to foreca$te naive random process. Panel
studies such as Oh (1999), Groen (2002) and RagpathVohar (2002, 2004) also confirm
the validity of the monetary model. Rapach and W¢BA02, 2004) examine the specific
specification given as Mark and Sul (2001). Botrdss find the cointegration relationship

among the involved variables.
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Nonlinear Modelling Exchange Rates with Monetary Fundamentals

This section overviews research on the nonlineaaweurs involved in the association
between exchange rates and monetary fundamentaldinfar modelling of exchange
rates assumes that forecasting performance basethomeconomic fundamentals can be
improved when the relationship between exchangss rabd macroeconomic fundamentals
is modelled in a nonlinear context. Under this agsiion, relevant studies have explored
different nonlinear methods to examine the possiaelinear associations between the
exchange rate and macroeconomic fundamentals. @bngpeaking, there are five strands
of literatures using various methods to investigtte involved nonlinearities. First,
literatures adopt the error correction model detiem the long-run cointegration to
describe the deviation of the exchange rate fr@mlahg-run equilibrium values. This
strand of literatures usually focus on the monetaigdel of exchange rates. Second,
Markov-switching method is adopted to examine gggme switch relationship. Frommel,
MacDonald and Menkoff (2005) find the monetary sgstchanges between two different

regimes at a particular probability. Grauwe and sfeenkiste (2007) test the relationship

between the changes in the nominal exchange rat#igpl asAe =¢ —e_, and changes in

its underlying fundamentald)f,. The fundamentalf, is measured by the specification

given asf =a(n-p)+al —i,)+aMm-m). Grauwe and Vansteenkiste use the Markov-

switching method and apply it to both low inflati@md high inflation countries. Their
empirical analysis show that for high inflation otuies there is a stable relationship
between the news in fundamentals and the exchatgechanges while not for the low
inflation countries due to the frequent regime shats. Third, threshold methods are
applied to investigate the nonlinearity in exchamgg behaviours. In this strand the
relevant literatures have mainly focused on theiadl®n of the exchange rate from its
long-run equilibrium values. See Kilian and Tay(@003) and Taylor and Peel (2000).
Fourth, the association between exchange ratesn@mtoeconomic fundamentals is
specified in a nonparametric channel, within whtble relationship between exchange
rates and fundamentals are not specified in aqodati equation. See Meese and Rose
(1991). The idea in this channel attempts to f& data with particular smoothing curves,
which is more data-based modelling rather than @win theory guided modelling. Fifth,
the association between exchange rates and fundalhean be time varying. The idea
sees Hendry and Errison (2003). The time-varyinglccdoe due to the result of policy-
regime changes, implicit instability in key equasothat underlie the econometric
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specifications such as the money demand and PPRi@ugj or agent heterogeneities that

would lead to different responses to macroecona®elopments over time.
2.1.1.4 Sticky-price Monetary Model

The sticky-price monetary model of Dornbusch (19@63%umes in short-run prices are
sticky, PPP doesn’t hold and exchange rates carsloeet over the long-run equilibrium
values. Meanwhile, in long-run prices graduallyustljto their long-run flexible prices and
exchange rates adjust to the long-run flexiblegequilibrium values. In particular, the
sticky-price monetary model explains the paradat #gconomies with relatively higher
interest rates cause steep appreciation of theaegehrate, and then a slow depreciation is
expected to satisfy the uncovered interest pafitiP) condition. We summarize the
principle of the sticky-price monetary model. Sirioethe sticky-price monetary model
goods prices are sticky in short-run, a decreas@iminal money supply suggests an initial
decrease in the real money supply and a conseqgernih interest rate to clear the money
market. The rise in the interest rate will leactapital flow and the appreciation of the real
exchange rate. The expected depreciation of thieagge rate (for the future) must be non-
zero because of the non-zero interest differentiatis the exchange rate must overshoot
its long-run equilibrium PPP value: short-run eilm is achieved when the expected
rate of deprecation of the exchange rate is jusalel the interest differential. In medium-
run the domestic prices begin to fall in money negiriwhich release pressure in the money
market and the domestic interest rate begins tdingecFinally, the exchange rate

depreciates slowly in order to converge to its lomg PPP value.

We compare briefly the flexible-price monetary micaled the sticky-price model. Same as
the flexible-price monetary model, the sticky-prioeonetary model requires that the
equilibrium in the money market and assumes UIRI$oDifferently, the sticky-price
monetary model allows the short-run departure ftbm long-run equilibrium, which is

explained in the following equation (Lyons, 2001):
& =f +Ede, [Q]+a (2.20)

where f, is the fundamental value of the exchange raternigted in the flexible-price

monetary modelE[Ae,,, |Q,] =i, =i, denotes the UIP hypothesis. The wedge tefnis
used to describe the short-run departure fromdhg-tun PPP value, which is caused by
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the sticky price. In the flexible-price model piscare totally flexible that the changes in

the money supplyn will cause the same fraction of changes in pritken the same
fraction of changes in exchange rates. Howevestiaky-price monetary model prices are

sticky in short-run. When money suppty changes, it requires interest rate changes and

there will be a non-zero interest rate differenijati, between the two countries involved.

If exchange rate changes same percentage as theymupply does, the market can not be
in equilibrium because there is a non-zero interast differential. Thus the exchange rate
needs to overshoot, a bigger percentage changehtaaof money supply, that it can make
space for itself to adjust to its long-run equiliion value to clean the interest differential

(i, —i, #0) between the two economies.

Empirical studies show mixed results for the stipkice monetary model. Wallance (1979)
finds supportive evidence for the exchange ratea@iam dollar/US dollar with a sample
over 1950s. Driskill and Sheffrin (1981) examines thvershooting behaviour of the
exchange rate Swiss franc/US dollar for a sampér @973-1977 and the results support
the sticky-price model. Papell (1988) use the systeethod of estimation examining the
exchange rate of Germany, Japan, UK and USA oweptdriod 1973 to 1984. All the
estimated coefficients have the expected signs amwgptable magnitudes. Smith and
Wickens (1989) use the specification proposed byeBand Miller (1982) and the results
favour the sticky-price monetary model. In contrds$acche and Towned (1981) use a
dynamic version of the sticky-price monetary modelt the coefficients are either
insignificant or wrongly signed. Backus (1984) fintew significant coefficients for the
Canadian dollar/US dollar in his study of the sfiglitice monetary model.

2.1.1.5 Real Interest Rate Differential Model

The real interest rate differential model (RID) posed by Frankel (1979) is to comprise
the different roles of interest rates discussetthétwo monetary models discussed before.
Frankel (1979) argues that short-term interest refiects the tightness of the monetary
policy. The increase in short-term interest rateaats capital inflow and the domestic
currency appreciates instantly. In contrast, |lagrgat interest rate reflects the expectation
of the inflation target. Comprehensively, real rest rate differential model (RID) nests
both the flexible-price monetary model which foausen the long-run monetary
equilibrium and the sticky-price monetary model ethassumes there is price difference in

goods market between short and long run. The exgheate in the RID model is generally
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modelled as a function of the relative money suppative income, relative short-term

interest rate and relative long-term interest réke association is specified as follows:

& =0, +01(m[ _mr*)+az(yt - yt*)+a3(it _it*)+a4(itl _itl*) (2.21)

All the variables are defined as previously exdbpt the difference between two types of
interest rates are distinguished: the short-teter@st rate is used to capture the liquidity in
the market while the long-term interest rate isemted to capture the inflation. From a
monetary perspective, we expect the estimated ic@zft on the relative money supply to
be close to 1, the coefficients on the relativeme should be negative, the coefficients on
the short-term interest rates is expected to bathegand the expected inflation term

should exhibit a positive influence on the excharage.

Frankel (1979) demonstrates the coefficients onitlerest rate and inflation are both
significant. The flexible-price and sticky price natary model are both rejected in his
study and the real interest differential modelosrid empirically successful. However, the
studies following Frankel (1979), such as Dornbug€®80), Haynes and Stone (1981),
Frankel (1984) and Backus (1984), examine the irgatest differential monetary model
while they don’t find the same supportive evidemseFrankel (1979), in terms of the
coefficient of determination and autocorrelationghe error term. Even the estimates on
the deutsche mark/US dollar suggest that the ndba domestic money supply leads to

the domestic currency appreciate.
2.1.1.6 Portfolio-balance Model

Different from the monetary models discussed in frevious sections, the central
assumption of portfolio balance model is the imgetrfsubstitutability between the
domestic and foreign assets. Also, in the portfbitance model the UIP hypothesis does

not hold that risk premium enters the interest patgty, which is shown as follows:

i, i, +E[e, -6 Q] (2)2

Consistent with the flexible-price and sticky-pric®netary models, the exchange rate in
the portfolio-balance model is determined by thepspand demand of financial assets in

the market, at least in short-run. Purchasing pqweeity is not assumed in the portfolio
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balance model. Exchange rates are determined isupply and demand for the various
assets across two countries. The expected exchamgechanges affect the relative
currencies demand and the level of the exchangeaftdcts the relative currencies supply,
which is usually assumed to be implemented viatrtdide balance of the current account.
Same as the sticky-price monetary model, the patimlance model allows short-run
equilibrium and gradual dynamic adjustment from rshan equilibrium to long-run

equilibrium.

The primary frame of the portfolio-balance modeh e constructed with a five-equation

system (Lyons, 2001). The first equation is the ltheaquation which assumes that a
national wealthV is allocated to three categories of assets: damesiney stockMv °,

domestic bondB® and foreign bondB®". The superscript D denotes the demand of assets.

The national wealth is specified as follows:

W=MP +BP +3B” 2.23)

The three category assets are modelled as a fanetithe domestic nominal interest rate
i, and the expected return, (+ E[e,, —e |Q,]) on the foreign bond, denotes the
foreign nominal interest rate anfe,, —¢ |Q, denotes the expected change of the

involved exchange rate based on the informatidime t. The bonds are assumed as short
term assets rather than government bonds thenaghiéakc gains and losses induced by
interest rate changes don’t need to be considétesldomestic money demand equation is

specified as follows:

MP =M(,i" +E[AS]) 12)
D D
with aM_ >0 and_*L <0
Oi a@i" + E[AS])

The two bond demand equations for the domesticfareign country are, respectively,

specified as follows:

B® =B(,i" + E[AS)) (2.25)
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D D
B oand-—8 <o
i a(i” + E[AS))

with

and
B =B (i,i” + E[AS]) (2)26

D* D*
0B <0 and 0B

with = P 50
i a(i” + E[AS)])

Equation (2.24) and Equation (2.25) show that aneimse in domestic interest rate leads to
an increase in domestic money and bond demandammacrease in foreign interest rate
leads to a decrease in domestic demand. The fiilateon is the additional constraint that
assumes the change in the supply of the foreigneroy asset equals to the current

account of the domestic country, which is demotetran the following equation:
AB% =T(S)+i' B™ (2.27)

with % > 0. The current account includes both the trade lbaldaS) and net interest

return on the foreign bondsB®" . Trade balanc@ (S is positively correlated to the level

of the exchange rat8. From this simplified five-equation system, we csee that the
exchange rate depends on the asset markets, ttemtcaccount, the price level and the

rate of asset accumulation (MacDonald, 1988).

There are relatively less empirical studies onpbgfolio-balance model than the studies
on monetary models for the difficulty of mappingettheoretical portfolio-balance model
to the real-world financial data. Branson et al7291979) examine a variant of five-
equation system of the portfolio balance model. yTheodel the exchange rate as a
function of domestic and foreign money stock, ddioesolding and foreign holding of

bond, which is given as follows:

S =f(M,,M,,B,B ,F,F) (2.28)
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where M, denotes the domestic moneg, denotes the bond arfg§ denotes the foreign

bond. The asterisk variables represent the forgggrables. Branson et al (1977, 1979)
find supportive evidence to the portfolio balancede when they drop the domestic and

foreign bond holdingB, and Bt*. Branson et al (1977) examine the exchange rate

deutsche mark/US dollar over August 1971 to DecembB&6. Later they use two-stage
least square method to examine a longer samplefagarst 1971 to December 1978. The
estimation results are close to the earlier onesngn et al (1979) examine five exchange
rate pairs including Japanese yen, France fraalka lira, Swiss franc and Pound sterling
against US dollar. The estimation is supportivéhi® portfolio balance model in terms of
statistically significant and correctly signed doménts. However the results suffer the
autocorrelations in the residuals. Bisignano andueo (1982) examine the exchange rate
Canadian dollar/US dollar over March 1973 to Decemb978. They strictly only use
bilateral data for non-money assets which incliedomestic and foreign bonds and they
get plausible estimation results. Dooley and I94@B2) construct data on domestic and
foreign bond holding. They demonstrate the modédiopmance is better than the forward
rate as a predictor of the change in exchange.r&r@skel (1983) combines the RID

model and portfolio balance model to a generalimedel, which is specified as follows:

s=c+a,(m _m[*) +a,(y, - yt*)+0'3(77; _m*)_a4(it —i)+as(b - f,) (2.29)

where (77, —nt*) is the relative inflation andb, — f, i the relative bond supply between
domestic bond suppllg, and foreign bond supply, . Frankel examines the exchange rate
US dollar/Deutsche mark over January 1974 to Octd®@8. The estimation results show
that only the coefficient on the relative bond dypf, — f,) are signed wrongly but only

coefficient on the relative inflation is statistilgasignificant.

The studies above only assess the in-sample peafaenof the portfolio-balance model.

The early study of Meese and Rogoff (1983) andréoent research of Cushman (2007)
investigate both the in-sample estimation and thieobsample forecasting performance of
the portfolio-balance model. Meese and Rogoff (J383nonstrate that portfolio balance
variant is not able to beat the simple random viralterm of forecasting in out-of-sample.

Cushman (2007) uses better asset data to tesbttfelip balance model for the exchange
rate Canadian dollar/US dollar. Cushman adoptsnk#m(1995) procedure to examine the

cointegration relationship between the involvedialdes. He finds two significant
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cointegrating vectors which are close to the homa fareign asset demand functions of
the theoretical model. The forecasting experimeageldd on the error correction model
derived from the long-run cointegration associasaggests the out-of-sample forecasting

outperforms the naive random walk process.

Overall, mixed empirical results are found to tloetfplio-balance model. However, we do

not reject the validity of the model. MacDonald @Z) addresses that lack of good quality
data on non-monetary asset aggregates, particulaely distribution between different

countries, and relatively primitive specificatioofsthe reduced form could be the sources
of the rather mixed results. Similarly, CushmanO@0argues that supportive results for
the portfolio balance model can be discovered, éf adopt methods to deal with the
nonstationarity of the data in studies and use gnality data of asset stocks since few

countries publish the details of their ownershimsdets.
2.1.2 Real Exchange Rates

Studies on the PPP hypothesis and models basdw®d®PP have empirically experienced
the slow speed of the mean reversion of the dewiatrom the equilibrium. One
commonly accepted fact is that for the PPP dewviatiotakes 8 years to extinguish.
Obstfeld and Rogoff (2000) argue one explanatiorth® big half-life of PPP is the
transportation cost in the international tradeadtrces nonlinearities in the adjustment of
the deviation. Meanwhile, an alternative explamai® that there are possible real factors
that introduce systematic variability to real armninal exchange rates. In this section we

focus on literatures of real exchange rate modgllin

Real exchange rates are defined as prices adjostathal exchange rates. The logarithm

form of the real exchange rate is specified a®vait

g =S+Ph - pt* (2.30)

where g, represents the real exchange ragesepresents the nominal exchange raie,

and pt* represent, respectively, the domestic and forprgre.
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2.1.2.1 Introduction to Real Exchange Rate Modelling

As Mussa (1984) addresses, monetary models of agehates are more useful to use the
current and expected future money supply and mateyand to determine nominal
exchange rates. In contrast, the condition of tpailiérium of the balance of payment
directly uses the final determinants of exchangesréo determine real exchange rates. The

relationship is usually specified as the assoaiabetween real exchange rafg current
account balancea, and net foreign assefa, . Mussa (1984) combines the asset approach

and balance of payment approach to explain rediange rates when PPP does not hold
continually, which is labelled as eclectic exchamgee model (EERM) by MacDonald
(2007).

As to the empirical studies of real exchange ratdsyant research has paid attention to
real interest rate parity. One direction of thedgtus to assume the equilibrium real

exchange rate is constant over time, which is §pécas follows:

G =Ctayr +ar +4, (931

where the equilibrium real ratg is constant, i.e.q, =c. r, andr, denote, respectively,

real interest rates for the domestic and foreigpnemy. Empirical studies have applied
both time series and panel data methods and fipdastive evidence to the specification.
MacDonald and Swagel (2000), Johansen and Jugé®®?) and MacDonald and Marsh
(1997) use time series Johansen cointegration iggobinto examine the association
between real exchange rates and real interest MeeDonald and Nagayasu (2000) use
panel cointegration techniques examining 14 intalsted countries currencies relative to
US dollar and find strong associations betweenréa¢ exchange rates and real interest
rates. All these studies find supportive evidentéhe real interest rate parity. The other
direction of the study allows a time varying eduilum exchange rate that the exchange

rate is a function of net foreign ass#f, and productivityprod,. Edison and Melick

(1999) and Clark and MacDonald (1998) find suppertvidence that allows equilibrium

exchange rate to vary over time.

Following Mussa (1984), Farugee (1994) examinesréa exchange rate for US and
Japan. With the Johansen cointegration technigeiegthl exchange rates are linked to the
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net foreign assetfa, and term of tradéot, and the relative prices of traded to nontraded
tnt, or comparative labour productivitgrod,. MacDonald (1999) examines the EERM

nominal exchange rates for the German mark, Japay@sand US dollar. The empirical
analysis confirms the long-run cointegration relaship between the nominal exchange
rate and the determinants, which is specified enfttiowing equation:

S= B, M+ B, y+ B, P+ By(i" + 1) + B3, tnt+ S, tot+ S, nfa (2.32)

where A denotes risk premium. All other variables are mdi same as previous. The bars
denote a long-run equilibrium value. Similarly, Kavand O’Hara (1997) examine the real
exchange rates for the G7 countries over 1973 196 18nd they demonstrate the

cointegration between real exchange rates andjalheatory variables.
2.1.2.2 Measurements of Real Exchange Rates

As we discussed that one explanation to the podoimeance of PPP is that there are real
determinants which determine real exchange ratat ianreal exchange rates are
conditioned on these real determinants many optieles related to PPP will disappear.
In this section we overview various approaches ¢gasaring equilibrium exchange rates,

which are based on such kind of real determinants.
Capital Enhanced Measure of Real Exchange Rates (CHEER)

Capital enhanced measure of real exchange rateEERMHcombines both the PPP and
UIP hypothesis. CHEER is designed to extend the IRpBthesis through the channel of
capital account that makes up the empirical faikfr&IP hypothesis in practice (Brigden
et al, 1997). CHEER focuses on the associationdmivthe real exchange rate and capital
account rather than the real output and net foragget. Empirical studies of CHEER get
supportive evidence especially in the cointegrasardies. These empirical evidence are
consistent to both the fact that in recent floatiquklarge current account imbalance is
caused by national saving imbalance for examplealiisnbalance and the fact that the
pace of current account adjusts to the relativeegris slow, which is demonstrated in the
slow mean reversion of PPP. CHEER assumes curcaauat imbalance needs to be
maintained through the capital account, with which persistence in real exchange rates

get transferred to the persistence of nominal eéstedifferential.
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Empirical time series cointegration studies prowdeportive evidence to CHEER. Series
studies by Johansen and Juselius (1992), Jusdld@b), MacDonald and Marsh (1997,
1999) and Juselius and MacDonald (2004, 2007) exanthe associations between

variables specified in the vectax, =[s,p,,p, .i.,i; ] . These studies confirm the

cointegration relationship between these involvadiables. The cointegration analysis
suggests that an appropriate combination of inteliéferential and the real exchange rate

can integrate to a stationary process (JuseliusviaaDonald, 2004, 2007), which can be
demonstrated in the stationary process [as(i, —it*) -a,(p, — pt*) +s5]~1(00) .

MacDonald and Marsh (1999) examine the exchangedatitsche mark, pound sterling
and Japanese yen against US dollar over January tt®December 1992. With the
Johansen cointegration procedure they find twotegmating vectors and one of them is
the cointegration relationship between the reaharge rate and the nominal interest rate,
whish is consistent with the CHEER specificatioradidonald and Marsh (2004) identify
the other cointegrating vector when modelling thee¢ currencies jointly, which is
involved in the following vector:

x =878, 0%, p%, %1 (2.33)
Different from MacDonald and Marsh (1999, 2004)selius and MacDonald (2004)
investigate the association between the real exgheaite and real interest rate differential
for the exchange rate Japanese yen/US dollar.idsisgld MacDonald (2007) examine the
cointegration between the real exchange rate, shad long-term interest rates for the
exchange rate German mark/US dollar. These embisicalies suggest that CHEER
provides a different measurement of equilibriuntie PPP and UIP. Moreover, the mean
reversion of the deviation is faster than thosehef PPP based measurements and the

forecasting in out-of-sample is better than thdsthe PPP and UIP.
Behaviour Equilibrium Exchange Rates (BEER)

Clark and MacDonald (1998) propose behaviour douuim exchange rate (BEER) to

estimate equilibrium real exchange rates, whichlmamsed to measure misalignments of
actual exchange rates from the estimated equitibexchange rates. BEER is not based
on any specific economic exchange rate modelskGad MacDonald use the Johansen

cointegration procedure to examine the associdtetween the real exchange rage real
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interest differentiak, —r, , net foreign assetfa, , the relative price of traded to non-traded

goodstnt, and term of trad¢ot,. They use the annual data to examine the reattefée

exchange rate of US dollar, Japanese yen and Gemaak over 1960 to 1996. The
estimation results indicate two cointegrating vestmne of which is interpreted as the
interest differential and the other one is the exgfe rate determination, which is specified

as follows:

q, = f[r, —r, ,nfa,tnt,tot,] (2.34)

The BEER approach has been widely applied to examiature economies. Wadhwani
(1999) examines the UK pound and German mark équiin exchange rate. The real

equilibrium exchange rateg, is linked to the relative current accowad, (normalized by
GDP), relative unemploymenined, , relative net foreign assets to GDRxd, and relative
ratio of producer to consumer prices/pcp, , which is specified in the equation as
g, = f(cad,,uned,,nfad,,rwpcp,) . Clostermann and Schnatz (2000) investigate a real

synthetic Euro/US dollar over 1975 to 1998. Mac&ldr(2002) analyzes the real effective
exchange rate for New Zealand. The study usesod&ial985 quarter 1 to 2000 quarter 1
and finds the strong association between the ré#akcteve exchange rate and the
fundamentals such as home-foreign differential midpctivity, real interest rate and the
terms of trade. BEER has also been used to exaftas® mature Asian and African
currencies. Husted and MacDonald (1998) and Chi®9§) investigate Asian currencies

and Ricci and MacDonald (2003) examine real exchaatgs of South Africa.
Permanent Equilibrium Exchange Rates (PEER)
Permanent equilibrium exchange rate (PEER) is desigo use a time series estimator to

decompose real exchange rates into permanent amgitory components, which is

specified in the following equation:

G =q° +q' (2.35)

where th denotes the permanent component of the real egehate andqtT denotes the

transitory component. The frequently used decontiposimethods include Beveridge-
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Nelson decomposition, structural VAR (SVAR) baseztamposition and VAR based
decomposition. According to the decomposition mdshave classify the PEER into three

categories as explained in the following three satisns.

* PEER Based on Beveridge-Nelson Decomposition

Beveridge Nelson (BN hereafter) decomposition isaity applied to the univariate case.
Huizinga (1987) is the first to use univariate BBcdmposition to extract the permanent
component of the concerned currencies UK poundW@@diollar. He finds, on average,
that around 90% movements in real exchange coma fte permanent components.
Cumby and Huizinga (1990) apply the multivariate Blicomposition to the bilateral
exchange rate between US dollar with Japanese YKmpound and Canada dollar. The
estimation is based on a bivariate VAR of real exge rate and the inflation differential.
Cumby and Huizinga (1990) discover that the permianemponents vary with time, but
still stable than the actual exchange rate. Meadewthiey take the large and sustained

deviations of the real exchange rates as the Esmnele.

» PEER Based on Structural Vector Autoregressions (SVAR)

Structural VAR (SVAR) based decomposition attentptevercome the shortcoming that
there are different conclusions between univaratd multivariate BN decompositions.
Clarida and Gali (1994) apply both univariate andiltivariate Beveridge-Nelson
decomposition to the exchange rates between Gerndapgn, Britain and Canada. They
find different results for the misalignments in tndriate and univariate cases. Clarida
and Gali (1994) propose a structural VAR (SVAR) @aeh to extract demand, supply and
nominal shocks from the actual exchange rates,imwitlhich the first two are taken to
permanent components of the real exchange ratesthendatter one is taken to the
transitory component. MacDonald and Swagel (20G@) the Clarida-Gali decomposition
to examine German mark, Japanese yen, UK poundU&ndollar. They explain the sum
of the demand and nominal shocks as business cgaolg@onent and net this out from the
actual real exchange rate before conducting anatieasure of permanent component of

the real exchange rate, supply side.
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* PEER Based on Cointegration

Using Granger and Gonzalo (1995) decomposition,rkCland MacDonald (2000)
explicitly take account of potential cointegrati@tationship among the relevant variables.
Clark and MacDonald (2000) argue that supplementmgBEER approach with PEER
decomposition may be useful for the assessmentoperpespecially if the driving

fundamentals contain important transitory elements.
Internal-external Balance (IEB)
Internal-external balance (IEB) approaches caleutaal exchange rates based on the

condition of the internal and external balance, cvhhas been the norm to estimate
medium-run equilibrium exchange rates. Internaabe¢ is determined by the relationship

between output supply,® and the aggregate demalyd’. The output supply,® is a
function of technologyA, capital K and labour forceL , which is specified in the
equation as follows:

y.” = f(AK,L) (2.36)
The aggregate demang is the combination of domestic demab@®, and net tradeNT, :

y," =DD, +NT, (2.37)

External Balance focuses on the current accountlwhontains the net trad¥T, and

balance of interest, profit, dividend and net tfansBIPD, :

CA =NT, +BIPD, =ANFA =S -1, (2.38)

where ANFA represents the net foreign assgtrepresents the saving ahdrepresents

the investment. In the following section we ovewithree variants of this approach.
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* Fundamental Equilibrium Exchange Rates (FEER)

Fundamental equilibrium exchange rate (FEER) adedday Williamson (1983) underlies
the principal real exchange rates in an internéreal balance setting. The estimation of a
FEER model involves large scale of calculation Hasen the fully specified
macroeconomic models. Wren-Lewis (1992) redefihesmiodel and advocates the partial
equilibrium. Specifically, Wren-Lewis only focuses the current account imbalance
which gets transferred through a sustainable dagteount. The association is shown in

the following equation:

a,(s+p -p)-a,y.+a,y, +i nfa, =cap* (2.39)

wherei  denotes the net interest payments on the negforssenfa, . The overhead bar

denotes the variable measured at the desired [€liel superscripst denotes the capital

accountcap, which focuses on the capital flow and excludessiieculative capital flow.

Using the framework of Equation (2.39), Wren-Levaisd Driver (1998) estimate the
FEER for G7 in the year of 2000. Their estimateswstUK pound was about correctly
against the dollar though over valuated againsojpgen currencies. Driver and Wren-
Lewis (1999) examine the FEER model for US dolllapanese yen and German mark
with various formulations. They argue the FEER w@ltion is sensitive to the assumption
on the desired capital account that caution shbeldaken when interpreting the FEER
point estimates. FEER calculation also varies wiib trade equation defined in the

calculation.
* |MF Variant of IEB

Studies conducted by International Monetary FumdF{l staffs assume the equilibrium
current account equals to the difference betweerd#sired saving and investments ,
which in turn equals to the desired capital accodiite real effective exchange rate
calculation is according to the desired currenbaat. See Isard and Farugee (1998) and

Farugee et al (1999). Both studies estimate thatexjuas follows:

S(def , gap,dep, (y - y)) - I (gap,dep,(y - y*)) = CA(q, gap, gapf ) (2.40)
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where def denotes the government defiaiap and gapf denote, respectively, the
difference between actual and potential outputtierdomestic and foreign countrylep

denotes the dependency ratio.

* Natural Real Exchange Rates (NATREX)

Natural real exchange rates of Stein (1994, 1998in and Allen (1995) and Stein and
Sauerernheimer (1995) can be demonstrated in Hlogving equation:

S(tp,nfa) - I («, g, k) = CA(q, k, nfa) (2.41)

which is different from the IEB model discussed ahoThe key element of the social

saving S is the time preferencg which is defined as the ratio of household and

government consumption expenditure per GDP. Thedetgrminant of investmerit is

the Tobin’s ‘q’. nfa represents the net foreign asdetepresents the capital flow, is
the productivity factor and) represents the real exchange rate. Stein (19@®9)iees the

NATREX for the exchange rate US against G7 andréiselts suggest only the domestic
and foreign time preferences and productivitie®etiie equation statistically significant

and are correctly signed.

2.1.2.3 Exchange Rates, Trade Balance and Net Foreign Asset

This section points to, specifically, real exchamgees determinated in the association
between real exchange rates, trade balance aridragn asset. This issue corresponds to
one of the classic questions in international eoaos, i.e., the problem of international

payments and real exchange rate, which is usualiyed as the transfer problem (Lane
and Milesi-Ferretti, 2001). The issue of the intgional payment and real exchange rates
has always been a theme. International events, asscin 1970s the debate on the
implication of oil prices shocks, the debt crisisaarly 1980s, and in mid and late 1980s
the debate on causes and consequences of larggsswithe value of the dollar, concern

the transfer problem.

In 1990s studies conducted by Farugee (1995) abdréla et al (1999) directly examine
the associations between real exchange rates anhdoregn asset. Farugee (1995)

investigate the real exchange rates for UnitedeStand Japan over 1950 to 1990. His
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cointegration analysis concerns the variables egrahange rate, net foreign asset to GDP
ratio, term of trade and productivity. The cointggyn tests suggest that there is a long-run
equilibrium relationship between the real excharage, net foreign asset and productivity
differential for United States. However, for Japanly productivity differentials share a
long-run relationship with the real exchange r&@:. both countries the term of trade has
no little empirical support to impact on the reatkange rate in the long-run. Lane and
Milesi-Ferretti (1999 reassess the quantitative significance of the fearedfect. Lane and
Milesi-Ferretti (1999) find that in developing cdtias, output per capita is strongly and
positively correlated with net external positiondagreater trade openness is associated
with larger gross stocks of FDI and equity. Land Bfilesi-Ferretti (2000, 2001 and 2002)
calculate the exchange rates by net foreign asBetsicularly, Lane and Milesi-Ferretti
(2000) estimates the long-run relationship betweehforeign asset and real exchange
rates. Lane and Milesi-Ferretti (2001) propose tivannels to link trade balande to the
net foreign assetfa: The first one is the assumption that changeséntarget long-run
net foreign asset are the underlying forces toasuste current account. The second one is
that a small trade surplus or large trade defaita country can be sustained by the high
return on the net foreign asset and low paymenitoforeign liability. The net foreign
asset is a function of output per capital, level of pubic government delgtebt and
demographic variablegdem, which is specified asfa = f (yc,gdebt,dem). Lane and
Milesi-Ferretti (2002) decompose the relationshgtween net foreign asset and real
exchange rate into two channels: One is the reiship between the net foreign asset and
trade balance. The other one is the relationshipvden the trade balance and real

exchange rate.

We summarize briefly the key points of the study.ahe and Milesi-Ferretti (2002). Lane
and Milesi-Ferretti show that the relationship betw net foreign asset and trade balance
is related to the rates of return on external asaet liability, which is specified in the

equation as follows:

tb =-r* nfa (2.42)

wheretb is the ratio of trade balance to GDPis the rate of return on external assets and
liabilities (for simplicity we assume that the raten the external assets equal to the rates

on liabilities). nfa is the ratio of net foreign assets to GDP. Equa({ix42) explains the

relationship between the trade balance and thefameign asset: a country can run a
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steady-state trade deficit which equals to themeatstment income on its net foreign asset.

The real exchange rate is a function of the tradarte, which is specified as follows:
rer = —gb+ AX (2.43)

whererer is the log CPI-based real exchange rate Andre other factors affecting the
real exchange rate. Equation (2.43) states thad fgiven combination of other factors X,

the real exchange rate will get more depreciatel thie bigger steady-state trade surplus.

According to the principles contained in Equati@4@) and Equation (2.43), we can get
the real exchange rate determination formula imsenf net foreign asset, which is

specified as follow:
rer =@ nfa+AX = a* nfa+ AX (2.44)

Lane and Milesi-Ferretti (2002) address there aereasons to indicate it is not suitable
to use the specification above to assess the xehlhage rate: First, rates of return vary
across countries, over time and between differateggory assets and liabilities. Second, in
a nonzero growth environment the intrinsic dynano€she net foreign asset position
depends on the output growth rate as well as @testurn. Due to these two reasons,
Lane and Milesi-Ferretti suggest the relationshébmeen the involved variables can be
addressed via two channels: the relationship betwee foreign asset and trade balance
and the relationship between trade balance and exahange rates. The relationship
between trade balance and real exchange ratesateparother factors which can include
relative output per capita and terms of trade. Hipally, for a panel of 20 OECD
countries over 1978-1998, Lane and Milesi-Ferr¢gD02) examine the following

specification:
rer, = f(tb,, yd,,tot,) + 4, (2.45)

wheretb, is the trade balanceid, is the relative GDP per capita atal, is the term of

trade. Their analysis shows there is a negatiaiogiship between the trade balance and

the real exchange rate, which indica%tét;—) < 0. The magnitude of the coefficient of trade
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balance is increasing in the country size, that%fié;)>0. The relative price of
YA

nontradables co-moves with the trade balance, eamirolling for relative sectoral

productivity, which ism >0.
dtot

2.1.2.4 General Equilibrium Models

General equilibrium models are proposed to soleepitoblems faced by individuals. The
starting point is to maximize a representative vitlial’s utility and the focus is more
about real exchange rates rather than nominal egeheates. The early version general
equilibrium model is a generalization of the fldeHprice monetary model and latest
version new open-economy macro model is a genataliz of the sticky-price monetary
model. Related empirical studies have not prodecpdhtions which fit real-world dataset.
In this section we review briefly the key points @fo general equilibrium models of

exchange rates: Lucas model and new-open econordglmabObstfeld and Rogoff (1995).
Lucas Model

The Lucas model of Stockman (1980) and Lucas (1882)variant of the flexible-price
model while it is different from the flexible pricaeonetary model which uses Cagan style
money demand relationship. In contrast, Lucas metiets with the idea optimising the

behaviour of individuals and focuses on how reahexge rates change with real shocks.

Lucas (1982) model in a barter economy assumes #rertwo countries in the economy
and only a single good is produced in each couggnts in each country maximise their

expected infinite lifetime utility function whichsispecified ad) = E(Z,BU (C.C)),

t=0
where the subjective discount rat@ satisfies 0<fB<1. C, and C, represent,
respectively, the home consumption of home coumbigds and foreign goods. The foreign
representative agent has the similar utility fumacti Firms produce goodg and y’
without capital and labour inputs, which indicapegse endowments wealth in the model.

Both the goodsy and y are assumed to follow an autoregressive procegises by
Y, = W,, and yt* =y yt_l*, wherey and )y’ follow a stochastic random process. Given

the home goody is the numeraire and the real exchange gatis defined as the foreign
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price of the domestic pricg, =P /P,. At the start of period t the domestic wealth
satisfies the conditiok =3, (Y, +e[)+5y3_1(qyt* +g), whered, andd, are the shares

of domestic and foreign firms hold by the domesgisidents, an@, is the dividend value
of the firm. In the period t the wealth is distribd as new consumption and share prices,

specified byw, =9, +e[*c5yx +C, +q,C, . Combining the two wealth equations, we get

the budget constraint, +gc , +&J, +e[*5y* =3, (¥, +e[)+5y_*(qtyt* +e"). Combining
the utility function and the budget constraint, ean derive the standard Euler equation
where theu, andu, represent, respectively, the marginal utility of

0 =U /uq ,

consumption ofy andy’.

Following Mark (2001), the utility functiow, is a constant relative risk aversion (CRRA)

1-p
t

formula given asu(C,C’) = , Where X is Cobb-Douglas index of two goods,

X, =CIC . If we substitute the utility function and the @ebouglas index into the

-1
1-6 v, :1 Hit*, which says in the

6 (y)° 6y,

barter economy the real exchange rate is deterntiggtie relative output level. Now we

real exchange rate equation, we haye

introduce the money to the Barter economy. The dtimeagents use the holding of
domestic moneym and foreign moneyn to purchase goods. Assuming there is no
uncertainty on the budget constraint of the agtratswe havem, = PC, andm, =P, C,,
whereM =m +m, andM" =m, +m, . m, andm," is, respectively, the foreign country
holding of domestic and foreign money. The four eyequations above imply a unitary

velocity of money in each country, =Ry, and M, =PR’y,". Combining these two

. SR _U,
money equations and the real exchange rate eqquenTz—, we can get
t uq
M, U, . M,y U
S‘—ti =, and then the nominal exchange r&te= A Ve Zo which says that

M, v, U M, Y Ug
the nominal exchange rate is determined by relatiemey supplies, relative output and
marginal utility which is not concerned in the flebe-price monetary model. Stockman
(1980) addresses this formula is useful to undedsthe behaviour of exchange rates
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especially real exchange rates, which indicatek gleack determines the real exchange

rate while the liquidity shock is temporary.
New Open Economy Macroeconomics

Comparing with the traditional structural modelacts as Mundell-Fleming model, the
sticky-price monetary model, flexible-price mongtanodel and portfolio balance model,
the new open-economy model (NOEM) provides a maerous analytical foundation
based on a fully specified microfoundation. NOEM ©bstfeld and Rogoff (1995)
assumes a two-country setting and there is a aantinof consumer-producers within the

two countries. Producers produce differentiateddgoadexed byz [1[0]] , within which
goods (0,n )are produced in the home country and gopds arg)produced in the foreign

country. The model assumes agents have perfedidgbteand have monopoly power that
they can charge a price above its marginal costtif®@home agent j, the utility function

might be specified as follows:

U! =3 57 (0gC! +7( )" -5 y.(i)") (2.46)

s=t

where £ (0< £ <1) is the subjective rate of time preferen&. denotes money balances.
P denotes the consumption-based price indeis the consumption elasticity of money

demand withe >0. The real consumption indeX’ for individual j is specified by the

equation as follows:
) 1 (9-1%
C =[j ci(2) " dz]9e (2.47)
0

where ¢'(z) is the jth home individual’ consumption of good . 8>1 is the

consumption elasticity of substitutio® (s also the price elasticity of demand facing the

monopolist). Assumingp(z )Js the home-currency price of goods, then the home

money price level is given as follows:

P = [J‘ p(z)l—g dz]g (248)
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Given the foreign-currency pric@ (z Of goods z, the foreign money price level is

specified as follows:
1 ES

P =[] p’ (2" dg** 2.49)
0

The law of one price holds for individual goodse tome and foreign price levels and

P" are related by absolute purchasing power pafty,SP . An individual’'s budget

constraint is given as follows:
RF.+M/! =R@+r)FR +M/ +p())y.(i)-RC/ -Rr, (2.50)

wherer denotes the real interest rate on bond betweehandt. y,(j) denotes the

output of good j for which agent j is the slopedwoer andp,(j )s its domestic currency
price. F denotes the riskless real bond denominated icahsumption commodity goods.

7, denotes the lump sum taxes. The same relationapjy to the foreign country agents.

Log-linearization can be used to solve the modeDbstfeld and Rogoff, which can be
used to solve the model to achieve the steady. Eatmparing with the Dornbusch model,
the Obstfeld and Rogoff model has several advastage model of Obstfeld and Rogoff
constructs a firm microfoundation that maximizes telfare of consumers; the output is
replaced by the consumption in Obstfeld and Ro{#05); goods differential is allowed

in Obstfeld and Rogoff model and external shocksconsumers’ welfare are allowed.
However, the prediction of new open-economy modeloften quite sensitive to the

particular specification of the microfoundation. uBhthe policy evaluation and welfare
analysis are usually dependent on the specificatfopreferences and nominal rigidities
that a ‘correct’ or ‘preferable’ specification ofierofoundations is needed (Sarno and
Taylor, 2002).

40



2.2 Exchange Rates: Microstructure Approaches

Macroeconomic fundamental analysis does not perfwgih in explaining movements in
exchange rates at the short-run horizon. One eaptanto the poor performance is that
macroeconomic fundamental analysis ignores infaonaheterogeneities mapping from
information to exchange rates. Microstructure apphes to exchange rates is a choice to
allow the role of heterogeneous information in € market to be reflected in the
mapping mechanism from fundamentals to exchangs.rat this section we overview the
general theoretical issues of microstructure apgres to exchange rates, relevant
empirical studies of microstructure approachesxtthange rates and actual frames of the
FX market.

2.2.1 Introduction

The foundation of microstructure approaches to argk rates lies in microeconomics.
Microstructure approaches to exchange rates aimntberstand the characteristics of
information in the FX market, i.e., the heteroggna@ind homogeneity of information in

the FX market. In particular, microstructure appioes highlight how dispersed

information in the FX market impounds in exchanggées via the FX trade process.
Microstructure approaches are not independent ef nfacroeconomic fundamentals.
Dispersed information about changing macro funddatgensuch as output, money demand,
goods prices, consumption preferences and riskeyaetes, are always connected to

exchange rate movements.

In the context of the FX market, microstructure rapghes focus on agents’ behaviours in
the actual market. The behaviours are embodiechenasssociation between customer-
dealer or between inter-dealers that can intermetttly or indirectly via brokers. Agents

become dealers' customers when they choose towidtieealers. The difference between

the value of buyer-initiated tradg, and the seller-initiated trad® is the order flowQ, ,
specified asO, =B, —S . Positive (negative) order flow indicates to aldedhat his

customers value foreign currency more (less) thamsking (bid) price. Order flow is not
same as the trade volume since order flow convdgsmation. Two key variables used in
microstructure approaches are bid-ask spread whedisures transaction costs and order
flow which measures information flow. Theoreticallyhe study of microstructure

approaches focuses on the determinant of bid-as& pnd influence of order flow on the
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dynamics of exchange rates. By tracking who iréBag¢ach trade, order flow provides a
measure of information exchange between dealergastdmers in a series of transactions.
Thus microstructure approaches are automaticalbemable to explain the dynamic

movements in high-frequency exchange rates athtibe-sun horizon.

2.2.2 Theoretical Frameworks

Microstructure theories are initially based on #uetion structure, within which orders are
submitted to the auctioneer and the market clegomges are based on the orders. The
auctioneer might be the Walrasian auctioneer ilomat expectation auction model or the
Kyle auctioneer in Kyle auction model. The ratior&tpectation model specifies a
hypothetical agent, Walrasian auctioneer, who getes according to the submitted orders
and executes the auction at the market clearingegriworks by Wolinsky (1990) and
literatures of central bank interventions in the R¥rket indicate the relevance of the
rational expectation auction model to the micragtite models. Kyle auction model
specifies the auctioneer’ behaviours of price sgtind speculation decisions, with which
Kyle links trading algorithms to price determinaiso Kyle model is recognized as a
hallmark of microstructure modelling. Rational egfaion auction model and Kyle
auction model are both order driven. In contrasguential-trade model (Lyons, 1997) and
simultaneous-trade model (Evans and Lyons, 2002) lmased on dealers’ trading
behaviours in the FX market, which are quote-dribecause in the market dealers set
prices before orders submitted. The sequentiattraddel only specifies one deal in the
market while the simultaneous-trade model is desigto fit the actual FX market
structure. The four models mentioned here arenfdrimation model (Lyons, 2001), which
focus on how prices adjust towards a changed esgduature payoff and how order flow
contains the future payoff. Inventory model is &meotclass of microstructure models,
which focus on dealers’ inventory control. Ordeowil is also the key determinant in
inventory model. In this theoretical section, weies two theoretical models that are
mainly discussed in microstructure theories of exgje rates, which are Kyle auction
model and the portfolio-shift model of Evans anahy (2002).

2.2.2.1 Kyle Auction Model

Kyle auction model (Kyle, 1985) is an intuitive mostructure workhorse model which
embodies the general logic of microstructure apghea. Kyle model is not realistic and its

structure can not be adopted directly to the FXketarin Kyle auction model there are
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three players at the equilibrium status: selleoyebs and the auctioneer. The auctioneer is
only a fictitious player that orders the sellersidabuyers’ order prices to make the

equilibrium quantity traded at the equilibrium @ric

Kyle auction model specifies three participantsam oligopoly market: Walras market
maker, informed traders and liquidity traders whare uninformed traders relative to
informed traders. The Walras market maker is risktral. The Walras market maker
quotes prices and knows there are two other madeicipants, one is informed and the
other is not informed. In this simple model theormhed trader is assumed to have more
trading information and assumed to know the exalitevof the asset. The informed trader
enters the market for making profit. The liquiditgders are passive traders who enter the
market to buy or sell because of the exogenousksh@anong the three participants, the
informed traders know the priori probability disttion of the asset value and even the
actual value of the asset. However, the Walras etamkaker and liquidity trader only

know the priori probability distribution of the a&ts/alue.

We outline the price determination process in aoklypsized three-round trading activity:
In the first round, Walras market maker and infodrir@aders enter the market and learn the
additional private information according to the guitées ordered. The uninformed traders
receive the exogenous shock and enter the marlseteto market protection. In the second
round, the Walras market maker learns own net dider but not sure how much share
comes from informed traders. Since the expectedevaf the liquidity shock to informed
traders is zero, the positive/negative net ordew fof informed trades indicate that the
value of the asset is more/less valuable than th@nnof a priori probability distribution.
Walras market maker quotes higher/lower accordmghe positive/negative order flow
and doesn’t modify the quote if informed traders assumed to be absent in the market.
The trade is reached at an expected priori vatughd third round, the value of the asset is
only publicly known to the informed trader and thteer two traders evaluate their profits
made in the trading process.

Metrically, we can demonstrate the price deternmmain the trading process. The final

value of the asses, follows a random normal distribution with mearand variances,?,

i.e., s~ N(§,JSZ). The net balance of the shocks to the liquidigdérs,u, is also

assumed following a normally distributed procesthwiero mean and varianmz, le.,
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u-~ N(0,0'uz). The process andu are independent to each other and all the involved

parameters are unknown to all the market parti¢gpaRor the informed traders, the

quantity traded in the markex(s), is determined in maximizing the profit functiorih

is specified as follows:

maxE[x(s)(s - p(0)) | 5] (251

where p(o ) denotes the Walras market maker’s price functibrckvis a function of order
flow o. The order flow is specified as= x(s) +u, which equals to the informed and

uninformed trader’ demand. Since the market makeassumed as Bertrand competitor,

the expected profit should be zero, thap{®) = E(s|o . The Walras market maker and

informed traders know the each others’ possiblatesgies that the market now can be a

two-player market. To reach a Nash equilibrium,veed to makex(s and p(o ) satisfy
two conditions: maximize the informed traders’ pirédinction and Walras market maker’
zero profit condition. Kyle specifies the trade ntity of the informed trader:

X(s) =fs+o (2.52)
and the Walras market maker’s price function icd@el as follows:

p(0) = Ao+ u (2.53)
then the informed traders’ expected profit candlelwdated as follows:

E[7(x(s)] = E[x(s)(s— p(0)) | 8] = X(s)(S— 1 = AX(S)) (2.54)

When taking the first order condition of the prdtinction, we have the equation to solve

the profit equation‘w =s— u—2Ax(s) =0. We get the solution as follows:
X(s
x(s) =L s~ H (2.55)
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Combining with Equation (2.52) thai(s) = s+ 0, the parametefs can be expressed as
B :%. According to Walras market maker’s pricing eqomtp(o) = E(s|0), with the

normal distribution and Bayes theorem we can getéhationship between th8 and A :

2
ﬂ g, +au

Then the informed traders’ trading aggressiveng@sand sensitivity of the market makers’

reactionA can be solved by the two equations above, whietgeaen as follows:

1= (2.57)
20,

5= (2.58)
g

We can see the Kyle auction model is highly ina@itand easily tractable. However, Kyle
model is rather abstract relative to the structiréhe actual FX market. In the model the
market maker can indirectly learn the asset valweugh order flow while the market

maker can’t distinguish the informed and uninfornredies. The participants in the market
have no equal information that the market can'icatd the asset’'s fundamental value.
Moreover, the informed traders’ private informaticem not be revealed during the trading

process.

2.2.2.2 Evans and Lyons Model

Lyons (1997) and Evans and Lyons (2002) proposerétieal microstructure models for
the FX market. They are, respectively, termed aspbtato trading and portfolio-shift
model. The two models frame actual market markbkediaviours in the FX market. In
particular, portfolio-shift model of Evans and Lyo(R002) is built based on the actual
foreign exchange trading process, which explaing tite key determinant, order flow,
impacts exchange rates at high frequency. The ghiorshift model explicitly describes
the relationship between exchange rates and ola@r Which can be adopted directly to
do the econometric estimation. In the followingtsetwe describe briefly the main sprits

of the model.
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Model Setting

The model considers a pure exchange economy withding periods and two assets, one
riskless asset with gross return equal to one arel risky asset which is the foreign

exchange. It assumes that there are two types @fitagn the economy, dealers and
customersN dealers are indexed byin the FX market and a continuum of non-dealer
public customers indexed l»e [0, 1]. The mass of customers on [0, 1] is large (in a

convergence sense) relative to the N dealers.

Sketch of the Foreign Exchange Trade Process

The main point of the model is a three-round trgdimocess. In the first round dealers
trade with the public. In the second round dedlerde in the inter-dealer market to share
the resulting inventory risk. Finally, in the thirdund dealers share inventory risk more

broadly by trading with the public again. In eachmd, dealers quote pricés,, P,, and
P, based on the information available, trade witht@wersc,,, c,, and trade in the
inter-dealer markeT;,, . Figure 2.1 (Evans and Lyons, 2002) demonstrdtestrading

process.

Figure 2.1 Three-round Foreign Exchange Trade

Round 1 : Round 2 : Round 3
e e g
Obsory Dealers Public | Dealers Intel‘clealer Order . Dealers Public
7,b§,1 ve quote trades | duote trzulie; flow | quote trades
Py CilLt Ps Tiog, 1’12_,: Ty Pay C3 ¢

Notes: The figure shows the three-round tradinggss;I, is the new public information on currency return
arriving in the market in perioll; P, is the price that the dealers offer in roundof periodt; C,, and

C;, are the public’s trading at the prices in roundnti round 3; in round 2 dealertradesT,,, at other

dealers’ prices and receive a net tréﬁé from other dealers; after trading in round 2, tie¢ aggregated

order flow X, is revealed.

In the three-round trade, dealers are required it®@ guotes simultaneously and

independently between each other, which ensures dha dealer quote can't be

conditioned on other dealers’ quotes. Also, deatms’t choose not to offer quotes

otherwise they could be punished by other dealéhese two requirements lead to
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simultaneous quotes and trades in a multiple deaéeket. Meanwhile, the fact all trades

with multiple partners are simultaneous and inddpahindicates that the trade received

from other dealersT,, , can be an unavoidable disturbance to deéasemventory. Thus

market makers in FX market can not control thewemtory perfectly, which is also due to
the low transparency of trade in the inter-dealark@at where dealers only observe their
own trades and a subset of trades through broRérdealers aim to end the period with a

zero inventory of currency on their overnight piosis.

Information Integration in the 3-Round Trade

Before the first round trading, public observe tlag’s payoff incrementyr,. On the basis

of this increment and other available informaticggach dealer simultaneously and
independently quotes a scalar price to his custemewhich he agree to buy and sell any
amount. The payoff R on the asset &tl is composed of a series of individual increments

Ar,:

te

t+1

R= _Z:Art (2.59)

We assumeAr, follows independent and identically distributed rmal process

Ar, ~iidn(0, arz). The payoff information is observed publicly eatdy before trading,

which represents innovations over time in publicrnaconomic information, for example

changes in interest rates.

In round 1, dealei quotes priceP,' at timet and then receive a customer order
realizationC,* that is executed at pridg*. If the customer initiates a buy then get positive
signed order flowC ' >0 otherwise it is negative for sell. We assume thatindividual
C,' follow a normally distributed process wit(0,0,>) . The individual C' are

it

uncorrelated across dealers, uncorrelated withpthy®ff incrementAr, and not publicly

observed.

In Round 2, dealers in the inter-dealer market guat scalar price to one another

simultaneously and independently, at which theyago buy and sell any amount. Dealers
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can observe these inter-dealer market quotes, wdnehavailable to all dealers. Dealers

simultaneously and independently trade at theséequ®ealei initiating a buy trad€l,

in round 2 is defined as positive otherwise negator sell. We calculate the total order

flow Ax inround 2 as follow:

M =T, (2.60)

i=1

In round 3, dealers trade with non-dealer public sttare overnight risk. Public’s

transaction in this round is not stochastic asound 1. Customers’ demand for foreign
exchange is less than infinitely elastic. Each eeafjuotes a scalar pric®’
simultaneously and independently, at which he agteduy and sell any amount. These

quotes are observable and available to the pubtie.total public deman@? in round 3

is a linear function of the expected return:
C’ = y(E[R.,’| Q,]-R?) (2.61)

where E, denotes a conditional expectation. The positiveffaent ) captures the
public’s aggregate risk-bearing capacify, is the available public information which

includes all payoff incrementar, and inter-dealer flowAx, through the trading day t.

Model Equilibrium and Solution

To develop the equilibrium and solve the modebisnivestigate how the market markers
choose optimal quotes and trading strategies byimaixg a negative exponential utility
function defined over expected nominal terminal Nteal he detailed proof of the model
solution to optimal quotes and trading strategias wefer to Lyons (1997), Evans and
Lyons (2002) and Rime (2001). Here we focus on ligweg the equilibrium prices. The
equilibrium price is under Bayesian-Nash Equilibmniuwhich utilises Bayes rule to update

beliefs and strategies rationally. The rationalildgrium prices are given as follows:

Pi=Py =Pt (2.62)
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where P, , is the quote in round 3 from previous periodis defined same as before. A

guoting strategy can be consistent with equilibriany if the quotes in round-one and
round-two are common across dealers because theeemnt of no-arbitrage requires this
quoting strategy: round-one and round-two quotesbased on the previous prices and
observed public increment. For the quotes to bealediey can only be conditioned on
common public information. The equilibrium pricese e&xplained by the demand and

supply, given as follows:

Elc, | Qp] + E[DiZ(Pl,t )Qp,1=0 (2.63)
E[C, [Qp, ]+ E[D;, (P, )| Qp,] =0 (2.64)
E[Zi Ciy | Qpis] + E[C3(Py; ) [ Qps] =0 (2.65)

These three equations explain the equilibrium pdoeditions. In expectations, the first
two equations explain that dealers should absogbddémand from customers. The third
equation explains that the public must absorb #mwog’'s aggregate portfolio shift. The

equilibrium prices,P, =P,, =P, +1,, directly follow the fact that expected value @f

conditional on public informatiof2, is zero and expected dealer demddd is also

zero at this public-information-unbiased price.

For the quoting strategy in round-three under tlageBian-Nash Equilibrium, it should

satisfy the following condition:

Py = P +AAX, (2.66)

This comes from the fact thax, is a sufficient proxy for the period’ aggregatetfumio
shift Zi c, . Since the aggregated portfolio shift must be die by the public in round 3

(dealers keep zero inventory positions), the pricesound 3,P,, , should satisfy the

following condition:

Cs(Pyy) = _Z Ciy (2.67)

then we have
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C3(Pyy) = _Z Cy = —A% (268

Given the equilibrium trading strategigés = ac;, and the factl;,, = Ax,,, we havezi C,

in terms of inter-dealer order flovx, :

1
2. = P (2.69)

Given we havec, = y(E[P,,,,|Q;] - P,;), we can have a market-clearing price for the

round-3:

Py = [Py, [Q;] + (ay) " A%,

:Zt:(ri + AAX,) (2.70)

where A = (ay)™. This result is the sum of the expected payoffn the risky asset and

term adjusted for the risk premium, which is deteed by the cumulative portfolio shift

Ax, . Finally we have:
AP, = ar, + ADX, (2.71)

where AP, denotes the change in price from the end of rd@imdperiodt —1 to the end of

round-3 in period .

Empirical studies extensively examine the assamiatietween exchange rates and order
flow by the specification given in Equation (2.7Bvans and Lyons (2002) investigate
Deutsche mark/US dollar and Japanese yen/US dditeey find significant impact of
order flow on the exchange rates. In particulag,abefficient of determinatioR? is about
64% for Deutsche mark/US dollar.
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2.2.3 Order Flow and Exchange Rates

This section moves to empirical studies concertiregassociation between exchange rates
and order flow. Order flow is the key fundamental microstructure approaches and
empirical studies find order flow significantly orimative to exchange rate movements at
high-frequency. In this section we review the stgdconcerning the causality between

exchange rates and order flow and approaches exanmiriormative order flow.

2.2.3.1 Causality between Exchange Rates and Order Flow

As to the association between exchange rates aet diow, the first concern is the
causation relationship between the two series sitheee are no sufficient underlying
economic theories to explain the causation relahgnbetween these two series (Lyons,
2001). From a purely theoretical aspect the caysadlationship between exchange rates
and order flow can be two directional, which saydeo flow determines movements in
exchange rates while exchange rates can impact diale simultaneously, which is
termed as feed-back trading (Evans and Lyons, 20G8)ever, empirical studies have not
found evidence to support the two-directional ciasahypothesis. Killeen, Lyons and
Moore (2001) examine the causation relationshigvbeh order flow and exchange rates in
an error correction model derived from a long-romtegration relationship. The causality
is investigated by examining whether the task glistdhent to long-run equilibrium is
through order flow or exchange rates, or both. deif, Lyons and Moore (2001)
demonstrate that error-correction term is hightngicant in the exchange rate equation
while the error-correction term in the order floguation is statistically insignificant. The
finding indicates the adjustment to the long-rumikorium is through exchange rate and
order flow is weakly exogenous. Killeen, Lyons dddore (2001) address combing the
identified fact that there is no Granger causdhtyn the exchange rate to order flow with

the weakly erogeneity of order flow indicates tbater flows is strongly exogenous.

2.2.3.2 Empirical Evidence: Studies on Order Flow

Order flow is the fundamental determinant to impexthange rates in microstructure
approaches. Various methods have been adoptecemtifidthe informative order flow.
There are four strands of literatures investigatimg informative role of order flow in

exchange rate movements.

51



The first strand of literatures examine the peesiseé of the impact of order flow on
exchange rates. In this strand there are threeaugthdopted to examine the informative
order flow: The first method uses vector autoregjxesmodels (VAR) to examine whether
the innovation in order flow have long-run impacis exchange rates. This method is
borrowed from Hasbrouck (1991a, 1991b) who injialises VAR in stock markets.
Following Hasbrouck (1991a, 1991b), Evans (2001)l &#ayne (2003) examine the
persistent effect of order flow on exchange rafBisese studies suggest order flow
innovations have long-run impacts on exchange ratesorder flow contain information
impacting the movements in exchange rates. Thenseo@thod uses the cumulative order
flow over trading period to explain fluctuations eéxchange rates in the FX market. This
method assumes that the single trade only hasniteghpact on exchange rates while the
aggregated order flow has persistent effect. Ecgdistudies by Evans and Lyons (2002)
and Rime (2000) confirm the strongly positive assttans between order flow and the
daily exchange rate changes. The third method test®ng-run cointegration between the
cumulative order flow and the level of exchangesattudies by Killeen, Lyons and More
(2006) and Bjonnes and Rime (2000) find the evident the long-run cointegration
between the aggregated order flow and exchange. rate

The second strand of literatures examine the oglahiip between the bid-ask spread in the
foreign exchange trades and order flow. Studiekymns (1995), Yao (1998) and Naranjo
and Nimalendran (2000) find that dealers increasewidth of bid-ask spread to protect

themselves against losses while the action leattetmcrease of incoming orders.

The third strand of researches examine how excheatgevolatilities response to trading
activities. French and Roll (1986) noticed that tbeéuction in volatilities of stocks in New
York Stock Exchange when there is no trading oséhspecial Wednesdays, though it was
believed that there is public information flow inved in macroeconomic fundamentals.
Similarly, Ito, Lyons and Melvin (1998) notice thtte obvious different volatilities in
Tokyo FX market between without and with tradingoiunch time while it was believed

there is no shift in macroeconomic information.

The fourth strand of literatures employee the syrea the foreign exchange dealers.
Cheung and Chinn (1999a, 1999b) conduct a survewhich they examine how the
dealers analyse their customer order flow. Theesumdicates that larger players in the

FX market have competitive advantages from betifriation and a large customer base.
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Half or more of market respondents believe thagdaplayers dominate in the US

dollar/pound and US dollar/Swiss franc markets.

Overall, both the empirical studies of the assocmmabetween exchange rates and order
flow and the survey of dealer’s behaviours in theeiign exchange market suggest that the
dispersed information in the FX market might expltie exchange rate dynamics at high
frequency. In contrast, macroeconomic models daahotv for the dispersed information.
In macro approaches all involved information ishert economy-wide symmetric or
asymmetrically assigned to the single agent, thetrake bank, that the dispersed

information among the dealers is not considered.

2.2.4 Micro Approaches: Methodologies and Empirical Evidence

Broadly speaking, empirical studies of the jointhdéeéour of order flow and exchange rates
adopt two approaches (Lyons, 2001): statistical efodnd structural models. Statistical
models are not based on any particular economarytend the lack of structure makes the
reduced results not easy to interpret. In contigtstictural models specify the problems
that dealers might meet, which makes them morelseitto the inter-dealer market. We

overview the two general approaches in the follgnsactions.

2.2.4.1 Statistical Models

This section introduces two statistical approadheguently used in the study of exchange
rates and order flow: One focuses on the simultasidé@haviour of trading and quoting,
which is dealt with VAR structure. The other ong/gattention to the inventory control of

inter-bank dealers.

Statistical models: VAR

The vector autoregression (VAR) approach is widedppted to examine the interaction
between order flow and exchange rates. In microgtra literatures VAR is pioneered in
the stock market by Hasbrouck (1991a, 1991b) atet lapplied to the FX market by
Payne (2003) and Evans (2001). Studies by HasbranodkPayne examine trading in an
auction setting with a limit order book while thedy by Evans investigates the trading in
a multiple-deal setting. The VAR approach holds tmportant assumptions: The first one

is prices immediately reflect public informationh& second one is trades strictly precede
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guotes, which suggests in the practical speciboathe contemporaneous order flow can
enter the price equation while the contemporanexagbange rates don’t enter the order

flow equation. We demonstrate the assumption iR{g) model specified as follows:

q q
De =) ade, +) BX, &, (2.72)
i=1 i=0
q q
X =D Vbe +D X% +é&y (2.73)
i=1 i=1

The specification says the contemporaneous order | enters the exchange rate change
Ae equation. However, the contemporaneous exchamngemangeAe does not enter the

order flow equation. Empirical studies investigéte information transference through

two channels with the VAR method. The first onedsassess the positive response of
prices caused by order flow, which is through theulse response of prices to order flow.
The other one is to evaluate how much exchangecteages are due to the impact of
order flow, which is handled by the variance decosmpn.

Statistical Approach: the Trade-Indicator Approach

The trade-indicator approach is proposed by Glosteh Harris (1988) and Huang and
Stoll (1997). Both of the two studies apply the rageh to the stock market. In this
approach order flow is measured differently. Indtefithe trade size, order flow is defined

as the direction indicator variablg, . D, =1 if the previous trade is a buy, otherwise

D, =-1. We demonstrate the association in the followiggation:
AM, = (a+,8)% D, *¢& (2.74)

where AM, denotes the change in the midpoint of the spneadh is the change between
the two transaction. The coefficieat captures adverse selection. The coefficignt
captures inventory costs and the samt § measures the share of the spread caused by the
two costs.S ; is the quoted bid-ask spread within the previoasdaction at time t-1D,_,

is the indicator variable which takes values oantl +1, which depends on the direction of

the previous trade. The residuglis a random iid public information shock at time t
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The trade-indicator approach decomposes the bidgdad into three components. The
first component is adverse-selection costs, whsathuie to the fact that dealers quote wider
spreads to balance the losses from informed traalgilsspread revenue generated from
uninformed traders. The second component is invertosts, which comes up because
dealers are not risk neutral in sequential tradeisthey have to compensate the transitory
risky positions they absorb. The third componentthe order-processing cost which

includes some sorts of input costs such as labosts@and input costs. Huang and Stoll
find that 60% is the order processing componen? 38 the inventory component and

10% is the adverse selection component. Tradeatwli@pproach has not been applied to

the FX market studies.

2.2.4.2 Structural Models

Structural models are designed to solve the probldémat dealers could meet in actual
foreign exchange trades. Madhavan and Smidt (1991d Lyons (1995) apply,
respectively, this approach to the NYSE stocks twedFX market to test the hot-potato
hypothesis.

In structural models dealers are assumed to hawmahexpectations that transactions are
ex post regret free since dealers quote a schedyleaces which correspond to different
order size, buy or sell. In the structural modedeorflow conveys three categories of
information. The first one is payoff information, high conveys different price

expectations from different agents. Participafbrm its own payoff value b¥[v|Q,; ,]
where Q, denotes the information that is used by the pgpeids. The second one is

inventory information, which conveys dispersed s$itory information. For example the
information about dealers’ inventory effect whiabnees from the mismatch in supply and
demand. The third one is the portfolio balance nmfation, which is reflected when the
transitory inventory risk has been shared in theolehmarket. Combining the three
components of the information, dealers’ focus camsecified in the equation as follows:

Ag =ctax; +a,l +asly, +a,D +aD, +agB +&; (2.75)

wherel, is the dealer's current inventory positionD, is the indicator variable which

takes values of -1 and +1, which depends on treztion of the tradex; is the dealerj's
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signed tradeB, is a public signal that reflects the situatiortte# FX market. Lyons (1995)

examines this specification and finds the fit te tata.

2.2.5 Macro News in Microstructure Approaches

The focus of microstructure approaches to exchamages is on the heterogeneous
information in the FX market. Particularly, micmstture approaches focus on how the
heterogeneous information transfers into the priteactual microstructure analysis order
flow is taken as the proxy of the heterogeneougpeiinformation in the FX market. This

section directly moves to review the role of maoews in microstructure studies. We

begin with a general introduction to the informatio

Information plays an important role in the exchangge dynamics at high frequency. As
defined by O’Hara (1995), in microstructure anay#iie information includes both a
public and a private component, both of which atated to market news announcements.
The public components are made up of announcemeakisng place at scheduled times
(which is usually termed as scheduled public anoenorents) or taking place at random
times (which is usually named as unscheduled puticouncements). In practice, the
regularly and irregularly released macroeconomidormation from most public
governmental intuitions include important macroewait series such as unemployment,
GDP growth, consumer confidence, trade balanceythran industrial production, retail
sell, interest rate and inflation. This sort ofadaire usually called vintage data that has
been finally revised before get released. Anotmexgularly released macroeconomic
information source is the real time information @hiis usually released by the popular
news agency such as Reuters and Bloomberg. Thesepiatforms are usually the main
information resource for market makers in the hutealer market and ordinary foreign
exchange traders. Private information can be catsggb into two groups. One group is
some market participants could have access toeawetl information by central banks or
government agencies. The other group, the scopewaite information can be extended to
include the so-called unrelated payoff informatiamich is the private information that

dealers have, which is based on temporary statiéee otal-time market.

Among these information, real time macroeconomizvsneelease has been suggested
being the best real-time source of information ondamentals. However, the real-time

macroeconomic information analysis is not straigiward to be used in the actual market
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analysis. As Dominguez and Panthaki (2006) arguacron news announcements are
retrospective because they provide more informatadyout the past changes in
fundamentals. Furthermore, announcements are mdtésed substantially that the first or
preliminary report is not necessarily a good intara of the true information. In the
following two subsections we review the studiesasoning the association between macro
news and exchange rates. One channel is indirdetygh the proxy of order flow and the

other channel is directly through macro news.

2.2.5.1 News Transmission: Order Flow and Exchange Rates

In this section the impact of macro fundamentabrmfation on the exchange rate is
examined through the relationship between exchaatgs and order flow, which stems
from the hypothesis that order flow contains infatibn about macro fundamentals. As
discussed in the previous section that two typesfmirmation affects exchange rates:
public common news and dispersed information. mition about macro fundamentals
can reach exchange rates either directly or intyreda the FX trading process: On the

one hand, common knowledge news impounds into exyghaates via the direct channel.
Common knowledge news usually contains unambigudasmation about current and/or

future fundamentals that can be simultaneously rebdgeby all dealers and immediately
incorporated into the FX price they quote. In piphe, macroeconomic announcements,
such as GDP, industrial production or employmeatld be a source of common news.
However, in practice common news rarely containghmunambiguous new information.

Actually, common knowledge news appears rather. réxe the other hand, dispersed
information about fundamentals is conveyed by offtter and transferred to exchange
rates indirectly. All these dispersed informatioan@ins micro-level information on

economic activities that are correlated with mdaredamentals. One key point to be clear
is that these order flow has no immediate impactdealers’ quotes since order flow

represents private information to the recipient lelsa Individual dealers use this

information to trade foreign exchanges in the watealer market, which is the central of
the process. The dispersed information is impoumdkeddealers’ quotes once this process

is finished.

Empirical studies have examined how macro news tgatsferred to exchange rates via
the proxy of order flow. Evans (1999) uses vectdpoeorrelation (VAR) impulse response
function (IRF) estimation and variance decompositio investigate that how public and

private information affect exchange rate movemelatans finds at high frequency 50%
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variance of exchange rates can be explained by dlal& while 20-40% at daily and
weekly frequency. Even more concretely, Bacchettd Wincoop (2003) identify two
categories of information heterogeneities: dispkriséormation about fundamentals and
non-fundamental based heterogeneity (liquidity e@rajl information. Bacchetta and
Wincoop conclude that fundamentals play little rake explaining exchange rate
movements in the short to medium-run though oveg{mn horizon exchange rates are
primarily driven by fundamentals. As to the questad whether currency markets absorb
news quickly? Carlson and Lo (2006) investigate lsowency market responds to a single
macro announcement and they find the market isct@ffiefor hours with the arrival of
macro news. Danielsson and Love (2006) examine thewcurrency market responds to
multiple news and they find that roughly half oétthansmission of news to prices actually
operate through the induced order flow. Evans aymhk (2005) examine the data in the
customer-dealer FX market. They find news arrivatfuce subsequent changes both in
returns and order flow at daily frequency. Theyaode the persistent effect on exchange
rates could remain significant for days. At intmadaequency, Evans and Lyons find
statistically significant effects of news arrivah @xchange rates while it is difficult to
detect the direction of effects at daily frequengyso, they conclude the arrival of
scheduled announcement does indeed produce trestaxgchange rate changes while the

fundamentals have lower ability to account for oéatility than non-fundamentals factors.

2.2.5.2 News Transmission: Macro News and Exchange Rates

This section overviews the impact of macro inforioraion exchange rate directly through
the variable macro news. How macro news affecthaxge rates has been intensively
studied. Existing literatures linking macro newset@hange rates can be categorized into
two strands (Evans and Lyons, 2003). The first fmoeses on the direction of exchange
rate changes (first moment). A common finding iis thirand is that at least at the daily
frequency, the directional effects from schedulescrm announcements are difficult to
detect because they are swamped by other facfexgiaf prices. However, intraday event
studies find significant effects. For example, Arseé® et al (2002) discover that
employment and money-supply announcements holdnaddde impacts on the exchange
rate return change. The second strand focuses ohaege rate volatilities (second
moment), which concentrates on how macro news tafi@change rates volatilities. This
strand is partly a response to the difficulty inding news effects on the first moment.
Empirical studies find that the arrival of schedulannouncements produces large

exchange rate changes. However, Andersen and 8elef1998) argue that the ability of
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fundamentals to account for volatilities of exchangtes is lower than that of less

fundamental factors such as time-of-day effectsARGH effect.

Despite of the achievements and controversy abmwe,consensus is that few economic
announcements have systematic impact on excharige vehen exchange rates are
sampled at relatively lower frequencies. Howevelcra announcements may have
observable impact on exchange rates when exchaatge are examined at a higher
frequency. The disappearance of the effects atrldveguencies is due to their being
drowned in subsequent exchange rate fluctuationghd following three subsections we
review the studies concerning macro news and exgghaate return and volatilities. In

particular, we focus on exchange rate movemertgratiay frequency.

Macro News and Exchange Rate Returns

Linking macro news to exchange rate returns usuallypts event study, which examines
that how particular macro news impacts the exchaatgereturn at intraday frequency. Via
the macro news, empirical studies demonstrate tbanection between macro

fundamentals and exchange rate movements at laghdncy.

Goodhart et al. (1993) are among the first who Imkvements in the exchange rate
sterling pound/US dollar at high frequency to tkalrtime news messages appearing on
the professional traders screen provided by Reulérsy detect an influence of news on
the level of the exchange rate sterling/dollar enredconditional variance process while the
effect seems to be volatile that both the amountotdtility and the level of the exchange
rate tend to return to their preannouncement valti@sand Roley (1987) investigate the
intraday movements in the exchange rate Japanegb§eadollar over January 1980 to
September 1985 and they find that over the ensinepde period only news concerning the
U.S. money stock has significant effects. AlImeiBayne and Goodhart (1998) examine
the impact of U.S and German news on exchangectaeirges measured over different
time horizons from five minutes to 12 hours post@amcement. They identify significant
impacts of most announcements on the exchangechatege in the 15 minutes post-
announcement. However, the significance of thefee®sf decreases rapidly as the interval
over which the post-announcement change in exchagg is increased. Using a different
approach, Cheung and Chinn (2001) investigate rtipact of news from a survey study
conducted among professional foreign exchangeseealheir survey suggests macro

news is rapidly incorporated into exchange rates tbr majority of the respondents the
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bulk of the adjustment takes place within 1 min leshdealers believe that changes in
fundamentals play a substantial role in the priafigcurrencies. Andersen et al. (2002)
find that announcement surprise defined as thergivees between expectations and
realizations, i.e., ‘news’, produces jumps in tbaditional mean of the exchange rate that
the high-frequency exchange rate dynamics aredimxéundamentals.

Macro News, Order Flow and Exchange Rate Returns

The dynamics of exchange rates are always accoeybamih the dynamics of trading
activity. Evans and Lyons (2003) and Love and Pgp0®6) examine the mechanism in
different ways on how and how much macro news imgaduato exchange rates. Evans and
Lyons (2003) test whether macroeconomic news isstratted to exchange rates via the
transactions process and if so how much occurdramsactions versus the traditional
direct channel. They adopt the heteroskedasti@aseli approach proposed by Sack and
Rigobon (2002) to connect the order flow and mamws. Evans and Lyons find at least
half of the effect of macro news on exchange retésnsmitted via order flow. Evans and
Lyons (2003) is the first to distinguish three sm# of exchange rate variation: The first
source mirrors traditional model that public ne&smpounded in price immediately and
directly (i.e., no role for order flow). The secosaurce is an indirect effect of public news
that operates via the induced order flow. The tewdrce of the exchange rate variation is
order flow unrelated to public news. Love and Paf2@06) use the non-standard VAR
structure, initially proposed by the Hasbrouck (IP#@ stock price and then used by Payne
(2003) to exchange rates, to model the interaaiwgamics between exchange rates and
order flow. In the study the return equation caméahe contemporaneous order flow series
while trade equation doesn’t contain the contempeoas return series. They investigate
two contexts, with one of which allows macro newghe order flow equation while the
other doesn’'t. They compare the impulse responsetiins in the two contexts and
identify that one third of macro news transfer he exchange rate directly while the rest

impounds into the exchange rate via order flow.

Macro News and Volatilities of Exchange Rate Return

Asset return volatilities are believed to be higbihgdictable though it is widely known that
asset returns are approximately unpredictable. élief holds important implications in
financial economics and risk management. With maenws involved, this section briefly

reviews the study on exchange rate volatilities.
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Early in 1990s empirical studies of exchange ratdatilities concern more of the
scheduled macroeconomic announcements and contpargensitivities of news impact
between the scheduled and unscheduled macroecommmauncements. Degennaro and
Shrieves (1997) examine the effects of news oreobange rate Japanese yen/US dollar
volatility before, during and after news arrivahély use three categories of news relating
to US and Japan: regularly scheduled macroeconoews, unscheduled economic policy
news and unscheduled interest rate reports. The eextracted from the Reuters news
items using various keyword combinations. The numbg news items containing
specified keyword combinations during each ten tesus used to measure the news
arrival. They find both the private information anews effects are important determinants
of exchange rate volatility. Similarly, Luc, Omraaad Giot (2005) investigate Euro/US
dollar volatility to the scheduled and unscheduhedvs announcement. They show that
volatility increase in the pre-announcement periedpecially before scheduled events.
Also, they find return volatility is impacted byehmarket activity as expected in the

theoretical literatures on order flow.

Responses of exchange rates to macro news usoatlilyé market activities, for example
the trading volume. Andersen and Bollerslev (199&mine intraday volatility patterns,
macroeconomic announcements and long-run deperdertbrough comparing the
intraday and daily volatility of Deutsche mark/U8lldr. They find that public information
arrivals induce abrupt price changes while theayeprice movement is typically attained
within minutes but volatility and trading volumenmain elevated for several hours. They
argue the fundamental driving forces behind theatidly process could be the
macroeconomic fundamentals. Using the high-frequedata from EBS (Electronic
Broking Service), Chaboud, Chernenko, Howoka, Lyéu, and Wright (2004) examine
the effects of scheduled U.S. macroeconomic dd¢ase on the intraday trading volume
and volatility patterns in Euro/US dollar and USlaidJapanese yen. The result indicates
that conditional mean of the exchange rate respquskly to the unexpected component

of data release while trade volumes always resptange public release.

More specifically, how different characteristic rgvguch as “good” news, “bad” news or
“conflicting” news, impact the exchange rate hasated attention. The conflicting news
means the more than one macro news are announdbd aame time, but some of the
figures are overestimated and some underestimaiatpared to the market forecasts.
Laakkonen (2004) studies the connection betweehamge rates and macro fundamentals

in the short run by estimating the impact of macos®mic announcements including bad,
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good and conflict news on the exchange rate viatidf US dollar/Euro. The macro
announcements are macroeconomic indicators whaseuanement dates and times are
known beforehand. The announcements were collefiem the Bloomberg World
Economic Calendar (WECO). Bloomberg provides a eyrof market participants’
expectations of future macro figures and the extiexts of the market are taken as the
proxy of participants’ forecasts. The estimatiosufes suggest that news increase volatility
significantly. Particularly, the US news is the imhosportant. Negative news seems to
have a bigger effect than positive news. But manpartantly, comparing to consistent

news, conflicting news increase more volatility.

2.2.6 FX Market and Foreign Exchange Trades

In this section we overview the FX market structanel actual FX trading platforms, both
of which are the physical frames of microstructaggproaches and essential basis to

understand exchange rate movements in microsteuefyproaches.

2.2.6.1 FX Market Players and Trades

The players in the FX market can be categorizethiase types: dealers, customers and
brokers. Dealers provide two-way quotes to botliarusrs and other dealers at which they
are willing to buy particular foreign currency hetr bid quotes and sell at their ask quotes.
Most dealers deal with only a single currency jpaid in the world top 10 banks deal with
40 to 50% foreign exchange trades. Customers iecladn-financial corporations,
financial firms and central banks which use thekeaamformation in making their every-
day decisions and are usually treated speciallthén=X market brokers only trade for the
customers although they trade for customers anchdélres in other financial markets.
Typical electronic brokers include Reuters Deal®@00-1 (D2000-1), D2000-2 and
Electronic Broking System (EBS). Brokers don't makees themselves and only act as
the bulletin board. Dealers broadcast their bid-pskes on the bulletin board and
communicate with others. There are three typesdes between the three players (Lyons,
2001), which are customer-dealer trade, brokeratedetrade and direct inter-dealer trade.

Among the three types of trades, the customers’atieims the most important one that
matters for the persistent movements in exchanggs.rdhe customer order flow is the
soul which intrigues a market’ response. The infatron about the current and future state

of the economy is dispersed across agents inclugidiyiduals, firms and financial
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institutions that customers’ order flow is not slynpndifferentiated between each other.
Evans and Lyons (2005) examine the order flow beg®meity initiated by different
customers including non-financial corporation, hedgnd and mutual fund. Evans and
Lyons (2005) find that non-financial customers’ @rdlow has negative relation with the
change of the spot exchange rate while the findiecistomers’ order flow have positive
relationship with the change of the spot excharage. rSimilarly, Marsh and O’Rourke
(2005) find the same results.

In direct inter-dealer trading one dealer asks lagrotor a bid-ask quotes and then decides
whether he wishes to trade. When the dealer imgathe trade purchases (sells) foreign
currency, the trade generate a positive (negatitej-dealer order flow which equals to
the value of the purchase (sale). Inter-dealeresadan take place indirectly via the
brokerages that act as intermediaries between tvwoooe dealers. In recent years electric
brokerages have come to dominate inter-dealergramleeh as Reuters D2000-1, D2000-2
and EBS. Indirect inter-dealer trades cause theesamaber flow as the direct inter-dealer
trades. Comparing with customers’ demand, deatknsiand is relative short-lived when it

doesn’t contain the information about the undedyenstomers’ demand.
2.2.6.2 Foreign Exchange Data Sources

Corresponding to the three category trades, enapisicidy uses three category data which
reflect different trade behaviours in the FX markednsactions data for customer-dealer
trades, transaction data for direct inter-deal@des and transaction data for the brokered
inter-dealer trade. These data are distinguishadesthey are usually from different
sources (different trading platforms) and haveinligtishing characteristics that affect the
actual empirical studies. The data employed inréiqudar study only reflects the trading
activities on various trading platforms such as IDga2000-1, Dealing2000-2 or EBS.
The data involved in customer-dealer trades isatiif to obtain since the dealers, usually
the banks, concern the high confidentiality of ts#a. Fan and Lyons (2001) and Marsh
and O’'Rourke (2005) use, respectively, the datafreeh Citibank and Royal Bank of

Scotland (RBS). The data in direct inter-dealeddsacan be obtained from the bilateral

ZUnder the current new system, D2000-1 (a “convimsal” service), which Reuters claims is used for
around half the world’s foreign exchange tradingg ©2000-2 (an anonymous electronic price matching
service) have upgraded to Dealing 3000 Direct (fer conversational system) and Dealing 3000 spot
matching respectively.
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electronic trading system, which is usually the tResiproduct Dealing 2000-1 (D2000-1).
Around 90% direct inter-dealer trading is via D2@D@Lyons, 2001), which takes the
form of electronic bilateral conversations when dealer calls another one on the system
and trades executes through D2000-1. See Evang)(1BBe data involved in brokered
inter-dealer trades mainly come from the electrémakers such as EBS (electronic broker
system) and Reuters Dealing 2000-2 (D2000-2).

2.3 Macroeconomic Analysis and Microstructure Approaches

We overview both the macro and micro approachext¢bange rates in the sections above.
This section turns to compare broadly the two apgnes analyzing movements in
exchange rates. We compare the mapping mechanisiwedn the two approaches and

analyze the interrelation between each other.

2.3.1 Mapping Mechanisms

Microstructure approaches focus on examining hdarmation related to exchange rates
in the FX market impounded into the spot exchamge through the trading process. The
foreign exchange trade is an integrated part afepformation, through which the spot
exchange rate is determined and evolved. In cdntraacroeconomic exchange rate
models ignore trading behaviours. The detailsailés, such as who quotes prices and how
trade takes place, are not important over monthsrtgrs or longer. The mapping
mechanism from fundamental determinants to exchaaigs can be illustrated in Figure
2.2 and Figure 2.3 (Lyons, 2001):

Figure 2.2 Exchange Rate Mapping Mechanism: Macno@nic Approaches

Public Information about
Fundamentals

[ Exchange Rates J

Note: The figure indicates in macroeconomic modlesmapping mechanism from public information about

macroeconomic fundamentals to exchange ratesaigstforward.
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Figure 2.3 Exchange Rate Mapping Mechanism: Micuastire Approaches

Public Information about
Fundamentals

3
Order Flow

[ Exchange Rates ]

Note: The figure shows in the microstructure apphea the mapping mechanism from the public

information about the fundamentals to exchangesriatendirect, which is via the medium of ordenflo

The two mapping mechanisms shown in the two figumdgate two assumptions which
can distinguish macroeconomic models from micrastme approaches: First, in
macroeconomic models all information related tohexge rates is known to public.
Second, in macroeconomic models the mapping mesmaifiom the publicly known

information to exchange rates is known. Besidesrthero and micro views, there exists a
hybrid view which hypothesizes the two mapping nagidms in macro and micro
approaches play roles simultaneously in exchangedeterminations, which is illustrated

in Figure 2.4.

Figure 2.4 Exchange Rate Mapping Mechanism: Hylgraiv

Information about
Fundamentals
A
Order Flow
[ Exchange Rates ]

Note: The figure demonstrates the mapping mechareénthe hybrid view from information about
fundamental to exchange rates, within which infdiama can impound into exchange rates directly or

indirectly via order flow.
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2.3.2 Exchange Rate Modelling

The mapping mechanism difference between macroecenftundamental analysis and
microstructure approaches can be directly demdaestran empirical modelling
specifications. In macroeconomic models the drivilgces are macroeconomic
fundamentals such as interest rate and money sulppigicrostructure approaches actual
foreign exchange trading is the driving force tded®ine movements in exchange rates.
Specifically, in structural macroeconomic model® exchange rate is explained by a set

of macroeconomic fundamentals (Lyons, 2001), wisctpecified as follows:

Ae = f(i,,m,z)+¢ (2.76)

where Ag denotes the change in the nominal exchange raetbe period . i, denotes
domestic/foreign country interest ratey denotes domestic/foreign money suppky.
denotes other macro determinants. The residual fenmapresents the price effect from

order flow. This specification suggests that incmaconomic models, the information
concerning macroeconomic fundamentals is the elen®maffect the exchange rate
dynamics. Meanwhile, the foreign exchange tradimdaviours are excluded in the
modelling process. One tragedy from empirical gsds macro determinants account for
only less than 10 percent of the variation in flogitexchange rates and its forecasting in

out-of-sample are poorer than the naive random pralkess (Meese and Rogoff, 1983).

In microstructure approaches the exchange rateodellied as a function of variables
related to foreign exchange transactions suchdes flow, dealers’ inventory positions etc,

which is specified as follows:

Ae = 9(X,.1,.Z) + @ 2.17)

where Ag, denotes the changes in the nominal exchange eatebn two transaction,
denotes order flowl, denotes deal net position (inventory). denotes other micro
determinants. The residual terp contains any price changes which come from public

information variables of the asset approach. Is tpecification order flow plays an
important role and the foreign exchange tradingvega information that is dispersed in

the actual foreign market, which is not common kisolge. One striking result in this
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discipline is Evans and Lyons (2002) find daily erdiow can account for more than 60

percent of dynamics of the exchange rate deutselk/US dollar.

2.3.3 Interdependent and Independent

The relationship between macroeconomic fundameatalysis and microstructure

approaches can be interdependent or independeangl.001). If we assume that order
flow contains the public observed payoff informat@bout macroeconomic fundamentals,
for example, the changes in short-term interestsratmacro and micro approaches are
interdependent. The payoff information contains #ggregated future fundamentals

(i,m,z), which can be aggregated from the expectatiorhefitdividual(i,m,z). Thus

the macroeconomic modelling and microstructure @gg are in an interdependent frame,
within which order flow acts as a proxy determinahéxchange rates and macroeconomic
fundamentals are the underlying determinants. htrest, if we assume order flow only
contains the discount information, such as theigters changes in exchange rates due to
the dealers changing risk preference, changing énetlgmands or changing liquidity
demands under imperfect currency substitutabilityacroeconomic modelling and
microstructure approaches can be independent. Wihettder flow only contains the
market liquidity information has been controverdpwever, it is safe to assume that order
flow contain two types of information. Moreover, gincal studies have found evidence to

support the connection between order flow and nesxenoomic fundamentals.

2.3.4 Flow Approach and Microstructure Approaches

In this section we compare the flow approach in ne@@onomic approaches and the
information flow in microstructure approaches. Saasethe microstructure approaches,
flow approach in macroeconomic approaches examthesrole of transactions to
determine exchange rates. Flow approach (balancpagiment flow approach) is an
extended version of goods market approach whiles itifferent from goods markets
approach which only focuses on the current accolim. currency demand in the flow
approach comes from both current account and d¢apteount. The current account
captures a country’s balance of payment and captebunt captures the capital flows

across nations.
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We distinguish the flow approach and microstrucepproach in two aspects. First, in the
flow approach the exchange rate is not determinet$ ispeculative market. However, it is
in the microstructure approach. The dealers mugt sygperior information to get

speculative return. Second, flow approach focusesthe account of the balance of
payment. But empirical studies show that partictilawv has little explanatory power for

the exchange rate movements. In microstructure oagpes, order flow transfers
information between individual dealers. Differeypés of order flow can transfer different

information that can impact exchange rate movements
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Chapter 3

Real Exchange Rates, Trade Balance and Net Foreign Asset: A Panel Study

3.1 Introduction

Long-run equilibrium real exchange rates and cpoeding actual currency
misalignments are always in the concerns of mopetathorities and governmental policy
makers. During the past decades several interrstemmonomic events concern evaluation
of equilibrium exchange rates. In particular, therdgs include the Asian financial crises of
1990s, the integration of the European economigldainiform monetary unit Euro and
the debate on whether the increasing US tradeideficaused by the devalued Chinese
currency renminbi. In practice, the calculated Blguum exchange rates act as the
principle values of currencies and then are taketha basis to adjust the corresponding

economic policies.

Relevant studies have extensively examined equitibr exchange rates for most
currencies all over the world. Particularly, thesedies include capital enhanced measure
of real exchange rates (CHEER), behavior equilibrexchange rates (BEER), permanent
equilibrium exchange rates (PEER) and studies terrial-external balance (IEB). The
detailed survey refers to the real exchange ratiosein the chapter of Literature Review.
Under the theoretical framework of Lane and MilEsivetti (2002) we reassess
intensively real equilibrium exchange rates via élssociation between the real exchange
rate, trade balance and net foreign asset. Spatyfieve compare three panels over 1982
to 2004 under the same theoretical framework: eelpaantaining 23 selected OECD
countried, a panel containing the 23 OECD countries and £hird a panel containing the
chosen OECD countries and three less mature ecesamiluding China, Malaysia and

Philippine (only these three countries are chosentd the data availability for the chosen

$23 OECD countries chosen due to the data avatiabAustralia, Austria, Belgium, Canada, Denmark,
Finland, France, Germany, Greece, Hungary, Iceldredand, Italy, Japan, Netherlands, New Zealand,
Norway, Portugal, Spain, Sweden, Switzerland, WhiKengdom, United States.
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variables). Following the routine dealing with nti®nary economic series, we firstly
test unit roots for the concerned variables in samples. We test the cointegration
relationship among the involved variables aftentdging the nonstationarity of the series
of interest. Finally, we estimate the long-run ¢egration relationships among the
involved series, within which we use three popualkadli estimation methods, including fully
modified OLS (FMOLS), dynamic OLS (DOLS) and pooletean group estimator
(PMGE). Our primary cointegration analysis suppanes hypothesis that there is a long-
run cointegration relationship between trade baaral net foreign asset and between real
exchange rates, trade balance or net foreign @3setstudy demonstrates, in our samples,
the negative relationship between real exchangss rahd trade balance but a weak and
mixed result for the association between real exgbaates and net foreign asset. Also, we
find that in the association concerning real exgeanates and trade balance, China,
Philippine and Malaysia don’'t share similar parametoefficients with the selected

mature OECD economies.

Comparing with the relevant literatures examininguiBbrium exchange rates for a
particular economy, this study has several featwtash distinguish this study from others.
First, our study is theoretically based on the eission between exchange rates, trade
balance and net foreign asset, which is recentgnsively studied by Lane and Milesi-
Ferretti (1999, 2000 and 2002). In particular, Lane Milesi-Ferretti (2002) examine the
links between these three series and they sugpestthe association between real
exchange rates and net foreign assets better lmemgesed into two channels. The first
channel is through the relation between net foraigget and trade balance and the second
channel is the association between the real exeheatg and trade balance. Furthermore,
they suggest the theoretical frame can be useddioiae the equilibrium exchange rates.
To our knowledge, we are among the pioneers tahes¢heoretical issue to examine real
equilibrium exchange rates. Second, in a panel sitang our study examines the long-
run component of the behavior equilibrium exchangte (BEER) model of Clark and
MacDonald (1998). Within the BEER the real exchange is a function of Balassa-
Samuelson effect, net foreign asset and term detr&lVe firstly examine a panel of 23
OECD economies. We add China to the first panelotmpose the second panel and add
other two less mature economies, Philippine ancal&a, to the second panel to make the
third panel. On contrast, most related studiesxohange rate misalignments usually focus
on a particular exchange rate in a pure time seoetext. The integration of international
economy makes it reasonable to compare the OECDoates with less mature

economies such as China, Philippine and Malay$iadTwe examine real exchange rates
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in a panel data setting. Specifically, we examireetiver China, Philippine and Malaysia
can be a member of the OECD panel in terms of timeerned associations. Our studies
adopt recently developed econometric nonstation@ghniques for panel data to

implement unit root tests, cointegration analyses panel estimations. Moreover, in the
panel context we investigate the sensitivities letw the three panel estimation
approaches which concern mean-group estimatiorajngoestimations and estimations

combing mean-group and pooling approaches. Finally,study is based on an extended
sample span covering 1982 to 2004 for the 23 OEGOntries and three less mature
economies. The study of Lane and Milesi-FerretfiO@ covers the period over 1970 to
1998 for 20 OECD countries.

The rest of Chapter 3 is set out as follows: SacB@ briefly reviews the theoretical issue
concerning real exchange rates, trade balance etnfdneign asset. Section 3.3 introduces
the methodologies used to implement the panel nut tests, cointegration tests and
estimations. Section 3.4 describes the data ankmgnmts the empirical unit root tests and
cointegration tests. Section 3.5 implements thémesions and analyzes the results.
Section 3.6 concludes the chapter.

3.2 Theoretical Issue

Our empirical analysis adopts the theoretical frgraposed by Lane and Milesi-Ferretti
(2002). Lane and Milesi-Ferretti use a panel sampkiding 20 OECD countries over the
period 1970-1998 to examine the links between #a exchange rate, net foreign asset
and trade balance. The key contribution of theidgtis they decompose the impact of net
foreign asset on the long-run real exchange ratetmo channels: negative cointegration
relationship between net foreign asset and tratenba and then a negative relationship
between trade balance and real exchange ratesingpadther determinants fixed. The
association between trade balance and net foreget @& specified in Equation (2.42) as

follows:

tb = -r * nfa (3.1)

wheretb is the ratio of trade balance to GDP,is the rate of return on external assets and

liabilities (For simplicity the two rates are assato be equal to each othenja denotes

the stock of net foreign assets as a ratio to GB§uation (3.1) says a positive steady-state
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net foreign asset position make it possible foeannomy to run persistent trade deficits.
The association between the real exchange ratérade balance is specified in Equation
(2.43) as follows:

rer =—@g*tb+AX (3.2)

where rer denotes log CPl-based real exchange rates Xandenotes other factors

impacting real exchange rates. Equation (3.2) atdi that, if all else equal, on the one
hand the capability to sustain a negative net éxipalance in equilibrium is associated
with an appreciated real exchange rate. On the tidned a debtor country must run trade
surpluses to service its external liabilities, whimay require a more depreciated real

exchange rate.

Our empirical study focuses on the subset of thetovdrer,tb,nfa,tot] to check the
association between the real exchange rate trade balancéb, net foreign assatfa and

term of tradetot which is adapted to proxy the inflation effect.

3.3 Econometric Methodologies

Our study concerns nonstationary series in a pdaal setting. Panel data techniques add
the time series dimension to the cross-sectionyaisal Comparing with time-series
methods, panel data methods positively increasesntbrmation set to describe data set.
However, panel data complicates the correspondimglysis since we should
simultaneously deal with the characteristics of thme series and the cross-section
properly. It is well known that real exchange rase®l the underlying macroeconomic

fundamentals follow a non-stationaly (pProcess, we have to handle the involved

relationships in a suitable econometric framewarlavoid drawing conclusions based on
spurious results. We firstly test unit roots foe tinvolved series to make sure that all the
variables are nonstationary of the same orderthest could be possibly cointegrated. We
then estimate the long-run relationship among tivelved series after the cointegration

analyses.
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3.3.1 Non-stationarity Tests

Panel non-stationarity tests assume that modelsaatembination of a random walk
process and a residual term. Relevant literatuwagran the non-stationarity tests based on
panel data have higher power than non-stationgggis based on individual time series.
The frequently used approaches for panel non-sitity tests can be sorted as three
categories. In the first category the null hypoihessumes common unit root process,
which include Levin, Lin and Chu (2002) t-statiséind Breitung (2000) t-statistic. In the
second category the null hypothesis assumes indilighit root process, which include Im,
Pesaran and Shin (2003) W-statistic, Maddala and (¥999) ADF-Fisher Chi-square
statistic and Choi (2001) PP-Fisher Chi-squarassi@t Differently, in the third category

Hadri (2000) Z-stat assumes individual observetksean the null hypothesis are stationary.

Empirical purchasing power parity (PPP) studiesuarghat it is well known that tests
which assume null hypothesis of non-stationaritystiyooffer more mixed results rather
than the test with null hypothesis of stationa(ltgne and Milesi-Ferretti, 2002). Thus we
employ the stationarity test whose null hypothemsumes a stationary process of the
variable, which is the test of Hadri (2000), whielows for heterogeneous and

homogeneous error terms. We briefly introduce thdriH(2000) stationarity tests.

3.3.1.1 Hadri Test

Hadri (2000)’s residual-based Lagrange multiplesttassumes the null hypothesis is that
any of the series in the panel is stationary agaenalternative of a unit root in the panel.
This is a generation of the KPSS test from timésdo panel data. The Hadri test is based

on the residuals from the individual OLS regressiohy, on a constant, or a constant and

a trend, which is given as follows:

Y =0 t & (3.3)
or
Yie =0 It +E, (3.4)
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with i =1...,N, t=1....,T andd, =9J,, +u,.&, and 4, are mutually independent. Both
g, and i, are independent and identically normally distréal(i,i,d) process, i.e.,

& ~1IN(©0,0,%) and u, ~1IN(0,0,*). With the back substitution, Equation (3.4)

becomes the equation as follows:

t
Yie = 0j0 +1it +Zuis +& =0, +t+u, (3.5)

s=1

t
where v, :ZUiS +&,. The stationary null hypothesis is simpl,: o, =0 which

s=1
indicatesu,, = &,. For the homogeneous error terms, Hadri (2000gttre residual-based

Lagrange Multiplier (LM) statistic as follows:

M, =2 ST /0, (3.6)

t O n
where S (t) :Zgis, which is the partial sum of OLS residualg from the Equation
t=1

N 2
(3.5). g, is the consistent estimate m;z under the null hypothesid ,. When allowing

for heteroskedasticity]® acrossi , the LM test becomes the statistic as follows:

O

LM, :%(i(z S ()2 10,)/T?) (3.7)

Hadri demonstrates the test statistics are asyroaligt distributed as a standard normal
distribution:

Z

:M - N (01 (3.8)

In practice when the model only includes constahich means in Equation (3.4) is set

to O for alli, {=1/6 and { = 1/45. For other model specificationg,= 1/1&nd
{ =11/6300.
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Given evidence that there is non-stationarity imedl in the series of interest, it is
necessary to employ a panel cointegration frameworkavoid spurious regression
problems based on the direct estimation. Othenitismay lead to highly misleading
statistics and potentially invalid conclusions. time following subsection we briefly
introduce the cointegration technique used in oopigcal study.

3.3.2 Cointegration Test

It is well known that individual time series coigtation tests have lower test power
especially for short span of data. In contrast,ebaointegration obtains more powerful
tests than the individual time series cointegratiest. The frequently adopted panel
cointegration tests include residual-based DF abdF Aests which are proposed by Kao
(1999), residual-based LM test by McCoskey and KE98), Pedroni tests (1999, 2000
and 2004) and likelihood-based cointegration teatgson, Lyhagen and Lothgren, 2001).
We patrticularly focus on the Pedroni (1999) coindg¢ign test.

The cointegration test of Pedroni (1999) is thend#md workhorse which allows
considerable heterogeneity in the panel and somme &6 dependence across the countries
at each point in time. The Pedroni (1999) tests &t@am the group-by-group estimation of

the long-run relationship between the variables:

Vi =& +Yt+6 + B Xy +.F B Xy +E, (3.9)

where K denotes the number of the regressors gnas the elasticity. The model allows
various regressors including cross-section spediked effectsa , time trendsy, and
common time effect,. Pedroni proposes seven test statistics, fourtottware based on

the within dimension (pooling panel cointegrati@sts) and the other three are based on
the between dimension (group mean panel cointegratests) which allows for
heterogeneous slope coefficients since the coeffisi are estimated by averaging the

individual S, instead of pooling the long-run information. Alf test statistics follow

standard normal distribution after normalization.

All the tests assume the null hypothesis with nmtegration for all cross sectidnand
under the alternative hypothesis there is cointegrafor all countryi . Moreover, the

group-mean panel cointegration statistics allow Heterogeneity across countries under
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the alternative hypothesis. We adopt the Pedr@¥89} cointegration tests in our empirical

analysis.

3.3.3 Estimation Methodologies

Panel estimation methods have become popular 88 @ection macro time series data sets
since they provide greater power than individualetiseries methods and hence greater
efficiency. However, panel estimations get more glicated when involving the cross-
section individuals from pure time series. Broadpeaking, there are two approaches
which are used to estimate panels, either takiaggtbup-mean of the individual estimates
or directly pooling the panel data. The group-mesiimator involves runningl separate
regressions and calculating coefficient estimateamae One drawback of group-mean
estimation is that it does not account for the fhet certain parameters may be not equal
over across sections. In contrast, pooling the tgti@ally assumes the slope coefficients
and error variance are identical across sectionslii®) methods are not practicable to be
valid for short-run dynamics and error variancedlevih could be appropriate for long-run.
To overcome the drawbacks of the two approachesarBe et al. (1999) propose the
pooled mean group estimate (PMGE) method, whidmisntermediate case between the
group-mean and the pooling estimation methods. PMG#Hains the principles of both
approaches. The PMGE method restricts the longenefficients to be equal over the
cross-section while it allows the short-run coeéiits and error variances to be different

across sections.

Frequently adopted empirical estimation methods lmarcategorized as static estimation
and dynamic estimation. The static estimation idetuthe fully-modified OLS (FMOLS)
and the dynamic OLS (DOLS) estimator. The dynanstneation refers to the error
correction (EC) format pooled mean-group estimapooposed by Pesaran et al. (1999).

We introduce these methods briefly in the followsulpsections.

3.3.3.1 Static Estimation: FMOLS and DOLS

Direct pooled OLS estimator is biased in panel dattings. Fully-modified OLS (FMOLS)
and dynamic OLS (DOLS) aim to correct the biashBeMOLS and DOLS can be applied
to estimate long-run association in within-dimensand between-dimension. We briefly

compare the within-dimension and between-dimensgiimators.
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Within-dimension and Between-dimension Estimation

Comparing the between-dimension estimator and iki@nadimension estimator, we can
see the advantages of the between-dimension estin{Redroni, 2001). The first
advantage of between-dimension estimator is the foi the data in between-dimension
estimators allows great flexibility in the presenmfeheterogeneity in the cointegrating
vectors. Specifically, test statistics constructerin the within-dimension estimator are

designed to test the null hypothesis : 5, = 3, for all i against the alternative hypothesis
H,:B =B, # [, where the valueg3, is the same for all. In contrast, test statistics

constructed from the between-dimension estimat@dasigned to test the null hypothesis

H,: B =B, for all i against the alternative hypothesis, : 5 # 5,. The values fors3

are not restricted to be the same under the atteenlaypothesis. The second advantage of
the between-dimension estimator is that the poistimates have a more useful
interpretation when the true cointegrating vectarns heterogeneous. Specifically, point
estimates for the between-dimension estimatorsbeaimterpreted as the average value of
the cointegrating vectors while this does not applythe within-dimension estimator.
Finally, the test statistics constructed from threug-mean estimator appear to have
another advantage even under the null hypothesisnwthe cointegrating vector is
homogeneous. Specifically, Pedroni (2000) shows ghaup-estimator estimator appears

to suffer much lower small-sample size distortioart the within-dimension estimator.

Fully-Modified OLS (FMOLS)

Panel fully-modified OLS developed by Pedroni (1p88ns to pool only the information
concerning the long-run hypothesis of interest atidw short-run dynamics to be
potentially heterogeneous. Estimations of the fallgdified OLS starts from the general

panel specification given as below:

Vi =@ +)t+6 + B X, .t B X +E, (3.10)

where K is the number of the regressois, s are the elasticities. The deterministic
elements include fixed effeet, and time trend parametgr. 8 is the common time

effects. FMOLS takes into account the presencehefdonstant term and the possible

correlation between the error term and the diffeesnof the regressors. To adjust the
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correlations, nonparametric adjustments are matigetdependent variable and then to the
estimated long-run parameters obtained from regrgs$se adjusted dependent variable on

the regressors. The estimator is given as below:
A T ; 4 T , . A
ﬁi = (z Xi¢ Xit) Z()(It Yit _T/‘) (3-11)
t=1 t=1

where yit* denotes the dependent variable adjusted for thariemce between the error

A
term and the differencAx,, T A is the adjustment for the presence of a constmt.t

The statistics are then similarly adjusted.

Pedroni (2000) examines the statistic propertiegheffully-modified OLS, for both the
pooled and group-mean panel estimators. For thenigeap FMOLS, long-run

coefficients are obtained by averaging the grodionases overN :
N A
e =N B (3.12)
i=1
and the corresponding t-statistic converges asyimsptly to a standard normal distribution:

N
theo > = N2>t 5 N(0)) (3.13)

i=1

The advantage of group-mean FMOLS is that it alldarsa more flexible alternative
hypothesis, which is based on the “between dimefisibthe panel. The pooled FMOLS,
which is based on the “within dimension” of the pariakes two different ways, weighted
and unweighted. In the weighted case, the weigliyishe components of the long-run
covariance of the group residuals and the rightdksde variables in differences. Pedroni
(2000) argues that the weighted statistics usuatiyires prior knowledge of the estimated
parameters. However, in the unweighted case afletltemponents are simply averaged.
Pedroni (2000) also finds the group-mean FMOLS jolex a consistent estimate of a
common value for the cointegrating vector that semot be common under the alternative

hypothesis while the pooled within dimension estomado not.
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Dynamic OLS (DOLS)

Dynamic OLS (DOLS) is initially developed by Stoakd Watson (1993) in a time series
setting. Kao and Chiang (1999) extend DOLS to a&pdata context to obtain an unbiased
estimator of the long-run parameters. DOLS alsdsstaith the equation as Equation (3.10)

as follows:
Vi =& + Yt +6 + B X+t B X T E (3.14)

DOLS employs a parametric adjustment to the erobrthe static regression to get an
unbiased estimator of the long-run parameters. ddjastment assumes that there is an
association between the residuals from the statcession and first differences of the
leads, lags and contemporaneous values of thessmgeeon the first differences. The

adjustment residual is specified as follows:
p *
& = zcijAXit—j t & 3.19)
i==q

When we substitute this adjustment item into thertisty point equation, we get the

following specification:

q *
Vi =& +Yt+ 6+ BXy ot BiXg + zcijAXit—j * &, (3)16

i=-q

where g, is the cross-section specific effeé},is the common time effect. DOLS includes
the q leads and lags of the first differences of theresgors to improve efficiency in
estimating the long-run coefficientg, , 5, ..., B, . The coefficientsg s capture the

relation between the long-run values of the regnessand the long-run dependent variable.
A simple DOLS regression provides superconsistetimate of the long-run parameters.
The principles of the group-mean DOLS and pooled_B@stimators (including weighted

and unweighted estimators) are similar to thodeMDLS.
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FMOLS and DOLS

Kao and Chiang (1999) demonstrate that pooled D®IaS the same asymptotic
distribution as panel FMOLS estimator studied bylrBei (1996). In the Monte Carlo
simulations Kao and Chiang find that the panel DOtSatistic has a smaller size
distortion than that of the adjusted-FMOLS t-statisMark and Sul (1999) propose a
variant of panel DOLS estimator and they show titaimproves the small-sample
performance. Comparing these two DOLS estimatoey Knd Chiang’s panel DOLS
estimator can be viewed as a weighted estimatorMadk and Sul's estimator can be
viewed as an unweighted estimator. Both of the ®MOLS estimators are within-

dimension estimators.

Kao and Chiang (1999) also investigate the fingegle properties of bias-correction OLS,
FMOLS and DOLS estimators. They find that OLS eatwn has a non-negligible bias in
finite samples. Generally, FMOLS estimator does ingirove over OLS estimator and
DOLS may be more promising than OLS and FMOLS esttms in estimating the

cointegrated panels. For comparisons, Pedroni (20@fbduces an analogous between-
dimension group-mean DOLS estimator and he findsilai properties as those of

between-dimension FMOLS.

To choose an appropriate method among these ap@®do estimate a nonstationary
panel, generally the decision is based on the leofythe panel. FMOLS tends to be more
robust since it requires fewer assumptions. DOLS g$maaller bias than FMOLS. Both

weighted and unweighted panel estimators outperfoean-group estimators in terms of
precision. Unweighted estimator tends to be moeeipe and shows smaller size distortion
than the weighted estimator. Pedroni (2000) findsug mean FMOLS has satisfactory

size and power properties even for small panelsi$ larger thanN .

3.3.3.2 Dynamic Estimation

Pesaran, Shin and Smith (1999) propose a pooled greap estimator (PMGE), which
allows the long run coefficients are identical whthe short-run coefficients and error

variances can differ across groups. They proposmaing an autoregressive distributed

lag model, ARDL(p,q,d...,q) , which is specified as follows:
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p q ,
Yit :z/]ij Yit-j +z5ij X T T YL+ & (3.17)
i=1 i=0

wherey, is the dependent variablg, is m by 1 vector of explanatory variables, and

¥, represent, respectively, the cross-section sgeicifercepts and time trend parameters.
A; represents the lagged dependent variables whechcatars and; s are the coefficient
vectors.¢, is the white noise error term. The specificatiam ®e reparameterized to the

error correction form which is given as follows:

p-1 qj-1

Ay, =@y, + ﬂi‘xit + zAij*Ayit—j + zdij*lAXit—j o + )ttt (3.18)

= i=0

p q p
i=12..,N and t=12..T , where g ==(1-> A, ), B=D.0; , A== A
=1 i=0

m=j+1

q
j=12..,p-1,andd; == >4, , j=12..9-1

m=j+1

The long-run coefficientg3 are defined to be the same across countigsandJ i are
the cross-section specific coefficients of the shemm dynamics. Ifg is significantly
negative, there exists a long-run relationship eetwy, and x,. This specification can be

estimated by maximum likelihood procedure to getlpd mean group (PMG) estimator,
or used to estimate within individual group andaitrthe mean-group estimator (MGE) by

averaging the individual specifiG over N .

3.4 Data description

We aim to examine the relationship between reahamnge rateer , term of tradetot and
trade balancetb or net foreign assethfa , which is summarized by the vector
X, =[rer,tot,tb] and the vectox, =[rer,tot,nfa] . The panel analysis is carried out on the
basis of annual data spanning over 1982 to 2004thAlconcerned data are from World
Development Indicators online service. The datareal exchange rate®r refer to the
real change rate index which measures how muclgforirrency per domestic currency
in index, which takes the logarithm format in thepgrical study. Term of tradéot

denotes the logarithm format of the term of tragbjch is defined as the ratio of the
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domestic export unit value to the import unit valMéhen both the price and the quantity
of goods traded are taken into account for thengalaof payments, the term of trade is

calculated by the formula given as follows:

tot = (pgaly / PLdy) /(Prlm/ Pom) (3.19)

where p¢ denotes the price of exports in the current perggddenotes the quantity of
exports in the base periog, denotes the price of exports in the base perpiddenotes
the price of imports in the current periagf, denotes the quantity of imports in the base

period. p° denotes the price of imports in the base perididth& data takes the year 2000

as the base perioth denotes the trade balance to GDP ratio. We ustdtle balance in

goods and services which is calculated by offsgtitimports of goods and services against
exports of goods and services. The exports andrspd goods and services comprise all
transactions involving a change of ownership ofdgoand services between residents of

one country and the rest of the world (All dataiarare in current U.S. dollarsjfa is the

net foreign asset to GDP ratio. The net foreigretasses the sum of foreign assets held by
monetary authorities and deposit money banks hess foreign liabilities. The data source

is international monetary fund (IMF) Internatio@hancial Statistics.

We construct three panel samples for the purposemparisons. The first panel contains
23 selected OECD countries due to the data avhilabf the concerned variables. We add
China to the first sample to make the second sarfpially, we add two more less mature
economies (Philippine and Malaysia) to the secomupde to obtain the third sample
(panel-1, panel-2 and panel-3 hereafter). Follovihrgyroutine to deal with nonstationary
series, in the following sections we examine theeamtion between real exchange rates,
trade balance and net foreign asset by investigjétia concerned association between the

three panels.
3.5 Empirical Data Analysis

Empirical studies of nonstationary panel data rnieeidientify three pre-conditions before
the actual panel estimations (Maeso-Fernandez,t@sioaSchnatz, 2004). The first one is
all the variables should be nonstationary that ey be cointegrated with each other in

one cointegrating vector. This assumption is hahdby panel unit root tests and
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cointegration tests. The second one is the slopsobgeneity for all the cross sections in
the same sample panel. The pooled and mean-grtinpags's can be used to test the slope
homogeneity while a poolability test can be formalsed to test the slope homogeneity.
The pooled estimator estimates the long-run pamsgointly that it can maximize the
degrees of freedom in the estimation. The pooléchator is consistent and efficient under
the assumption of slope homogeneity while it is nohsistent under the alternative
hypothesis. In contrast, mean-group estimator eséisthe parameters section-by-section
and then averages them across cross-sections. Ham-gnoup estimator is always
consistent but it is not efficient if slopes aremtugeneous. The third condition is the
absence of the cross-sectional correlation, whichle handled by using time dummies or

subtracting the cross-sectional means from the data

It is widely recognized that real exchange ratestae underlying macro fundamentals are
mostly non-stationary variables that the assoaiatiowvolved must be identified in a
suitable econometric framework to avoid drawingatosions based on spurious results.

One primary assumption prior to the estimatiorh& tn all cases all the variables dr@)

variables and only one cointegration associatiotwéen the involved variables. We
firstly test unit roots in order to confirm thatetivariables are indeed integrated of same
order and then we investigate the cointegratioatiaiship and estimate the long-run state

parameters.

3.5.1 Stationarity Test

This section tests whether the involved seriesstaonary. We use the method of Hadri
(2000) to implement the stationarity tests withtbbeterogeneous and homogeneous error
terms. Both of the two tests are based on spetditawith the fixed-effect. Table 3.1 and

Table 3.2 report the test statistics followed by phvalues for the tests in the parenthesis.

The stationarity test results reported in Table @xtl Table 3.2 indicate that the null

hypotheses of Hadri test are strongly rejectedahthese series are nonstationary series.
We also test the stationarity for the first-diffiece series of these variables while we find
all the series on the first difference are statipndhus all the series we concern are all

non-stationary variables.
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3.5.2 Cointegration Analysis

Last section demonstrates that the real excharige &md the right-hand side regressors
are all unit root process at the level while they stationary on the first difference. The
theoretical issues of Lane and Milesi-Ferretti @0@&rame the economic associations
between these involved series. In the following seations we formally employ the

cointegration methods of Pedroni (1999) to justityether there is a long-run relationship

between these series.

3.5.2.1 Cointegration: Trade Balance and Net Foreign Asset

As we discussed in the theory section that thel lef/¢rade balance depends on the net
foreign asset and the relationship between theeeahange rate and net foreign asset is
through the trade balance. Theoretically in theglaim there should be a cointegration
relationship between the trade balance and thdoneign asset, that is, for a particular

economy, we have the specification as Equatior2j2a4 follows:

th, = ¢* nfa, +¢&, (3.20)

wheretb, denotes the trade balance to GDP ratia, denotes the net foreign asset to
GDP ratio,¢ is the cointegrating vector. The disturbance tefnoaptures the temporary

deviation from the long-run value, which reflectgclecal disturbances and shifts in the
desired net foreign asset position. Lane and MHesretti (2002) find an inverse relation
between net foreign asset and trades balance rhtleeof return exceeds the growth rate.
We firstly check the possibility of the long-runatonship between trade balance and net
foreign asset in our samples before estimatingealagionship between real exchange rates
and trade balance. We employ Pedroni (1999) caiateg technique for panel data.
Among the seven test statistics of Pedroni (19885t as suggested by Pedroni (1999), the
tests have distorted size and low power for samplkeT less than 100. Wheh is large
enough the panel-p statistic seems to be the natisble. Otherwise, for small the
parametric group-t statistic and panel-t statiappear to have the highest power, which
are followed by the panel-p statistic. Considerng sample size we emphasize our tests
with the parametric group-t statistic. The testiltssare reported in Table 3.3.
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The cointegration tests reported in Table 3.3 ssigt&t, for the three panels, we can't
accept the hull hypothesis of no cointegration leetwtrade balance and net foreign asset.

Thus we believe there should be a long-run assoniaetween the two series.

3.5.2.2 Cointegration: Real Exchange Rates, Term of Trade & Trade Balance

The results in Table 3.3 empirically confirm thantegration relationship between trade
balance and net foreign asset. According to thdystd Lane and Milesi-Ferretti (2002)
we then continually test the cointegration relagiop between real exchange rates and
trade balance. Table 3.4 reports the cointegraésts between real exchange rates, term of

trade and trade balance for the three panel samples

The test results in Table 3.4 indicate, for thegbdn there is a cointegration relationship
between the real exchange rate, term of traderadd balance. When we add China or the
three less mature economies (including China, e and Malaysia) to the OECD
country panel, the tests still confirm the cointggm association at the 5% significance
level. However, we can observe the sensitivitieghef test statistics between the three
panels in terms of the p values of the parametniou@ t-statistics. We recheck the

associations for the three panels in the followpagel data estimations.

3.6 Empirical Nonstationary Panel Estimation: rer, tot and tb

Given the evidence in favour of cointegration amdimg variables of interest, the panel
estimation methods discussed in the previous ecetrammethodology section are
adopted to estimate long-run associations. The aosgns in the methodology section
provide the advantages and disadvantages betwesa éstimation methods. However, no
literature has compared statistically the perforoeaaf these methods in small samples,
particularly not for the cases with multiple regr@s. Thus we employ all the methods
discussed above (FMOLS, DOLS and PMGE) to exanheeassociations and check the
sensitivity between these different estimation apphes. We also distinguish the relevant
estimations between with and without dealing wite tommon time effect. Our practical

estimations are based on the general specificagdollows:

ref, =4 +6 + [ rot + Br th +v+e, (3.21)
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whererer , tot andtb are defined as before as the real exchange eate, df trade and
trade balances is the disturbance term. Various specificationghef model include fixed

effect i , the time effect, and a common intercept.

Firstly we adopt the panel fixed-effect estimator do the primary estimations. We
estimate the panels with the fixed effect. Also, estimate the specifications concerning
common time effect across the economies in thelpandich are labelled as FE-T in
Table 3.5.

Our FMOLS estimations employ the RATS programs @dreni (2001), which allow for
common time effects in unbalanced panels. In tfiehbnd side, Table 3.6, Table 3.7 and
Table 3.8 report, respectively, FMOLS estimatiosutts for the three samples. Kao and
Chiang (1999) demonstrate that the dynamic ordiheagt square (DOLS) estimator has
better small-sample properties than OLS and fulhdified OLS (FMOLS) estimators.
The DOLS estimation requires establishing the gmpeite lead and lag terms before
estimations. Specifically, we choose two leads tarallags. Meanwhile, we notice that for
a range of lead and lag terms, the signs, sigmfieaand the relative magnitudes of
estimated coefficients do not change substantidtlythe middle sections, Tables 3.6,
Table 3.7 and Table 3.8 report the DOLS estimatesults for the three samples.

Finally the PMGE estimator allows us to investig#dte long-run homogeneity without

imposing parameter homogeneity in the short runhénPMGE estimation process, we use
the Schwarz Information Criteria (SIC) to seleat thg order for each group, the static
fixed effect OLS estimates are used as initialnestis(s) of the long-run parameters for

the pooled maximum likelihood estimations. We alsosider the common time effect and
estimate the regression with and without crossi@ectiemeaned. The mean group
estimator (MGE) estimated at this stage is a simpleighted mean of the coefficients.
We report the results in the right-hand side ofl@&h6, Table 3.7 and Table 3.8. Table
3.6*, Table 3.7* and Table 3.8* report the pooldbitests for the corresponding PMGE

estimates, with test statistics followed by thegtues. We implement the estimations with
the GAUSS program of Pesaran (1999).

4 The results for the mean group estimator suffemfa lack of degrees of freedom for panel estiomati
particularly if they are based on DOLS. Therefahe, parameters of the static fixed-effects modeeHzeen
used as the starting values for the PMGE estimstion
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3.6.1 Results Analysis

Overall, the estimation results above provide aatirgupport for a negative long-run
relationship between the real exchange rates aul tbalance when holding the term of
trade fixed. The results suggest that an incraasede balance into a real depreciation of
the real exchange rate. Meanwhile, we observedhsitsvities of the coefficient estimates
on the same variables between the three paneisebetthe different estimation methods

and between various model specifications.

Trade balance is found is to have a very impordiieict on the exchange rates. In majority
of specifications (FE, DOLS-NT, FMOLS and PMGE, bot MGE), the absolute value of
the estimated elasticity is larger than one. Thumea percentage point increase in trade
surplus leads to a real exchange rate depreciafi@bout 1.300 percentage (in panel-1
PMGE-NT) or even 2.167 percentage (in panel-3 PMG.:BMeanwhile, in terms of the
impact of trade balance on real exchange ratesphverse the heterogeneity between
OECD economies and China, Malaysia and PhilippM@E estimates are only significant
and correctly signed in panel-1, with the MGE-T @fseation. This fact is consistent with
the variability appearing in the poolability tetom panel-1 to panel-2 and panel-3, the
probability is getting smaller for trade balanceb®s homogenous between all the cross-
sections in the three panels. The trade balémae more poolable in the panel-1 than they
are in the panel-2 and panel-3. This indicatess iimpractical to assume that China,
Philippine and Malaysia share the same homogenastyOECD economies in the

association.

The term of trade is statistically significant apdsitive in most of the three panel
estimations. Its magnitudes vary from 0.672 (inghdnFE) to 1.082 (in panel-2 PMGE-
NT). Moreover, Table 3.6*, Table 3.7* and Table*38ggest that for the three panels, the

term of tradetot is poolable among all the countries involved.

In the PMGE estimations, the significant negatigefticients of the adjustment term (phi)
strongly suggest mean reversion of real exchartgs ta a long-term equilibrium schedule,
which supports the hypothesis of the cointegrataationship among the variables. The
mean-group estimator (MGE) in the right-hand-sidrimn provides indirect information
about parameter heterogeneity in the sample angdbkbility of the panels. In the first
panel, the MGE coefficients are broadly in linehwihose of PMG estimator in terms of

coefficient signs and magnitudes that it confirims poolability of the 23 OECD countries.
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However, when the sample is extended to includen&hhe MGE estimates violate the
theoretical framework of Lane and Milesi-Ferre2D02). The same happens to the third
panel. According to these results we conclude thaierms of the association of interest,
China and the other two less mature economies dirdte the same pattern with the

selected OECD economies.

Our panel cointegration tests and estimations abdemonstrate the heterogeneity
involved between the three panels. China’'s gradwanomic reform has created a
powerful macroeconomic economy that we suppose&Cision the way integrating with
the world economy and should share common chaistatsrwith the OECD economies
concerned. However, in the estimations we obsdreeheterogeneity between the three
panels though it is not expected to see a bigréifiee in the response of the real exchange

rate to the underlying fundamentals, especiallywben the first two panels.

3.6.2 Additional Estimation

Additionally, we examine the relationship betweealrexchange rates and net foreign

asset, which is specified in Equation (2.44) a®ves:

rer =r nfa+AX (3.22)

Empirical literature has adopted this specificatiorcalculate real exchange rates by net
foreign asset. However, Lane and Milesi-FerretiiO@) argue that there are two reasons to
indicate it is not suitable to use only net forempgset to assess real exchange rates. The
first reason is that rates of returnvary across countries, over time and betweenréifite
categories of assets and liabilities. The secorabom is that in a nonzero growth
environment the intrinsic dynamics of the net fgreasset position depends on the output
growth rate as well as rates of return. We think #pecification is quite relevant in our
case. Particularly, based on the cointegrationtioglship between trade balance and net
foreign asset (see Table 3.3) and the cointegrdigiween the real exchange rates and
trade balance, we conjecture there should be degpation association between the real
exchange rates and net foreign asset in the partedsbehavior equilibrium exchange rate
(BEER) of Clark and MacDonald (1998) uses Balasman&lson effect, net foreign asset,
term of trade as the systematic components of éak exchange rate. Moreover, BEER

allows time-varying risk premium in the real excbamate. Table 3.1 and Table 3.2 report
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the unit root tests for the order of integratiomet foreign asset and they clearly suggest
net foreign asset follows a nonstationary procBsslroni cointegration tests confirm that
there is a cointegration relationship between #a exchange rate, term of trade and net

foreign asset. Table 3.9 reports the parametriomteest for the cointegration tests.

The cointegration test results confirm that thereaintegration relationship between the
real exchange rate, term of trade and the netgorasset, which is consistent with the
evidence that there is cointegration relationsk@fween trade balance and net foreign asset,
as reported in Table 3.3. Analogously, we firsttimate the fixed-effect OLS for the
long-run relationship between the real exchangesrdaerm of trade and net foreign asset.
Table 3.10 reports the panel estimation resultboi@d by the test statistics in the
parenthesis, most of which support the cointegnatgdationship.

We employ the same estimation methods as thoséenlast section to estimate the
relationship between the cointegrated variablesleTa&.11, 3.12 and 3.13 report the
estimation results. T-statistics are reported ireptheses. Table 3.11* Table 3.12* and
Table 3.13* report the poolability test results the PMGE estimates. The results show
that, except in the DOLS-NT estimation, most of #simates on net foreign asset are
insignificant or wrongly signed even if they argrsficant. However, majority of the
coefficient estimates on term of trade are consibteignificant and poolable between the
three panels.

Overall, these panel estimation results appearuggest weak and mixed association
between real exchange rates and net foreign assst, for the panel only containing the
OECD economies. This evidence appears to confienthieoretical framework of Lane
and Milesi-Ferretti (2002) that the empirical lifdetween real exchange rates and net

foreign asset can be through the association betvez¢ exchange rates and trade balance.

3.6.3 Misalignment Experiments

According to the PMGE estimates in the associdtetween real exchange rates and trade
balance, we conduct a series of misalignment exyaris for all currencies involved.
Using the estimates of the three panels (PMGE-NTptmle-1 and panel-3), we firstly
calculate the current equilibrium real exchangegaflo evaluate the permanent effects
from the fundamentals and smooth away the temporalatile elements, we adopt the

Hodrick-Prescott (1980) filter to obtain the longirvalues of the fundamentals and use
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these permanent fundamentals to calculate therdomgquilibrium real exchange rates. In
the top panels of the 26 figures, Figure 3.1 tauFeg3.26, we demonstrate the actual real
exchange rates, current equilibrium exchange rates long-run equilibrium exchange
rates for all the currencies of interest. The sbhids represent actual real exchange rates,
the crossing lines represent the current equilibriexchange rates and the circle lines
represent the permanent equilibrium exchange rAtEording to the three exchange rates
plotted in the figures, we evaluate the misalignisesf the currencies over the sample

period.

In the bottom panels of the 26 figures we demotestpath the current misalignment and
total misalignment for all currencies over the skgeriod. In terms of the misalignment
size and direction the majority of the two misatiggnts are closely consistent with each
other. However, in terms of the misalignment di@ttfor some currencies at some points
these two measurements conflict slightly with eaxther. For instance, the current
misalignment for Belgium is undervaluation at theinp of 1991 while the total

misalignment is overvaluation, and the two misahgnts are very small in magnitude.

Based on misalignments shown in the bottom parfétseed26 figures, in the following five
paragraphs we broadly describe the currency mraaknts on a country basis. Firstly we
introduce the misalignment direction and Sifer the three less mature economies:
According to Figure 3.6 the actual value of Chin¥san is over-valuated before 1987, up
to 15 percent, and become under-valuated after,19870 11 percent. In particular, the
actual value experiences consistent undervaluatidr®90s. However, since later 1990s,
the extent of undervaluation gets smaller thanreefless than 4 percent over most periods
of the sample. Malaysia experiences overvaluatiar @982 to 1987, up to 6.6 percent in
1983; the undervaluation occurs over 1988 to 20@4to 4.9 percent in 1999. Philippine

® Firstly we can calculate the current misalignme@s!) (Clark and MacDonald, 1998) by the formula as
follows:

_ actual RealExchangeRate — currentEquilibriumExchangeRate
currentEquilibriumExchangeRate

CM x100%

The current misalignment provides convenient ancectli information of the misalignment, but the
calculations directly use the current values of flmedamentals, which include the effect from thaibass
cycles. To investigate the permanent effect of &amentals, we evaluate the total misalignments ({®Brk
and MacDonald, 1998) by the formula as follows:

_ actual RealExchangeRate — longRunEqui briumExchangeRate
longRunEquilibriumExchangeRate

™ x100%

® The descriptions are based on the current migakans.
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experiences overvaluation over 1982 to 1986, upOt@ercent in 1982; and over 1996 to
1997, up to 1.5 percent in 1996; the undervaluatiocurs over 1987 to 1995, up to 3.6
percent in 1991; and over 1998 to 2004, up to 6r8ent in 2004.

Starting with this paragraph, in the following fqpairagraphs we briefly describe the real
exchange rate misalignment sizes and directions thes sample period for the OECD

economies involved. During the sample span the rAlish dollar experiences three

periods of undervaluation: over 1986 to 1988 ar@l1i® 1995, the overvaluation extent is
up to 2 percent in 1993, and a relatively largeamaluation over 1998 to 2004, the extent
is up to about 4.6 percent in 2001; thee Austratiatiar experiences two periods of

overvaluation: over 1982 to 1985, the extent isaup.9 percent in 1984; and over 1989 to
1991, up to 2.4 percent in 1989. The Austrian awayeexperiences undervaluation before
1991, up to about 1.8 percent in 1983, and theergpces overvaluation after 1991, up to
1.9 percent in 1995. The Belgium currency expessnavervaluation in 1987 and over

1990 to 1999 and 2003 to 2004, up to 1.6 perceh®@b; the undervaluation happens over
the span 1982 to 1986 and 1988 to 1989, up todr@npt in 1984; and over 2000 to 2002,
up to 0.3 percent in 2000. The Canada dollar egpees overvaluation over 1982 to 1993,
up to 3.3 percent, and experience undervaluati@n 8994 to 2003, up to 2.3 percent. In
2004 the actual value gets close to the equilibruatues. For Switzerland, the current
misalignment in 1982 is overvaluation while theatohisalignment is undervaluation. The

actual Switzerland currency experiences undervialunabver 1983 to 1991, up to 1.3

percent; and over 1998 to 2000, up to 0.2 perdkatpvervaluation is over 1992 to 1997,

up 1.8 percent, and over 2002 to 2004, up to IrGepée

German mark is under overvaluation over 1982 to1@@3to 0.6 percent; in 1990, the
overvaluation is up to 0.5 percent; over 1993 t68,Qp to 1.6 percent; and over 2003 to
2004, up to 0.7 percent; the undervaluation ocoues 1994 to 1998, up to 0.85 percent;
over 1991 to 1992, up to 0.7 percent; and over 18992002, up to 1.4 percent. The
Denmark currency is under undervaluation over 1882986, up to 1.5 percent; 0.2
percent under-valuated in 1988; over 1997 to 18980 0.3 percent under-valuated; and
over 2000 to 2001, up to 0.3 percent; the overtalnaccurs over 1990 to 1996, up to 1
percent; in 1999, 0.2 percent; and over 2002 ta120p to 1.6 percent. Spain experiences
overvaluation over 1982 to 1992, up to 3.7 percéma;undervaluation occurs over 1993 to
2004, up to 2.5 percent. Finland experience ovaatan over 1982 to 1991, up to 1.8 for
current misalignment and up to 2.8 percent forl totsalignment; 0.28 percent in 1995;

over 2003 to 2004, up to 0.49 percent; the undeat&n occurs over 1996 to 2002, up to
91



1.5 percent. France experiences overvaluation 4fp@rcent in 1982; and over 1992 to
1998, up to 1.3 percent; the undervaluation ocowes 1983 to 1991, up to 0.9 percent;
and over 1999 to 2004, up to 1.0 percent. Britxipeeiences overvaluation over 1982 to
1983, up to 2.7 percent in 1982; and over 19970042 up 2.4 percent in 2000; the
undervaluation occurs over 1984 to 1996, up topgg&ent in 1993. Greece experiences
overvaluation over 1982 to 1985, up to 2.0 pergei®82; and over 1984 to 1999, up to 4
percent in 1997; the undervaluation occurs over61®81993, up to 2.0 percent in 1988;
and over 2000 to 2004, tends to be slightly undeitmated. Hungary experiences
undervaluation over 1982 to 1993, up to 5.0 perceh®87; the overvaluation occurs over
1994 to 2004, up to 4.6 percent in 2002. Icelanokearnces undervaluation over 1982 to
1989, up to 4 percent in 1982; the overvaluatioouox over 1990 to 2004, up to 4.5
percent in 2004. Iceland experiences overvaluaiier 1982 to 1994, up to 3 percent; the
undervaluation occurs over 1994 to 2004, up tq2r8ent in 2001; the currency gets close
to the equilibrium values in the closing period tife sample. Italia experiences
overvaluation over 1982 to 1992, up to 1.1 perged©84; the undervaluation occurs over
1993 to 2004, up to 2.5 percent in 1995. Japanrequees undervaluation over 1982 to
1985, up to 5.1 percent in 1982; over 1989 to 1992p 2.8 percent in 1990; over 1997 to
1998, up to 0.8 percent in 1998; the overvaluatoours over 1986 to 1988, up to 2.3
percent in 1988; over 1993 to 1996, up to 3.9 percel995; and over 1999 to 2004, up to
4 percent in 2000.

Netherland experiences undervaluation over 198982, up to 1.5 percent in 1985; the
overvaluation occurs over 1993 to 2004, up to 2fent in 2004. Norway experiences
undervaluation over 1982 to 1987, up to 2.2 peroed®82; and over 1999 to 2004, there
Is a slight tendency under undervaluation; the waleation occurs over 1988 to 1998, up
to 1.3 percent in 1992. New Zealand experiencesvaltgation over 1982 to 1983, up to
1.4 percent in 1982; over 1987 to 1991, up to &2gnt in 1988; over 1995 to 1997, up to
2.9 percent in 1997; and over 2003 to 2004, up.9go&rcent in 2004, the undervaluation
occurs over 1984 to 1986, up to 1.2 percent in 188dr 1992 to 1994, up to 2.0 percent
in 1992; and over 1998 to 2002, up to 3.5 perae2001.

Portugal experiences undervaluation over 1982 @019p to 1.7 percent in 1988; and
over 1999 to 2001, up 0.7 percent in 2000; thevaraation occurs over 1991 to 1998, up
to 2.2 percent in 1992; and over 2002 to 2004, wd.®# percent in 2004. Sweden
experiences overvaluation in 1982, up to 0.9 peraarer 1988 to 1992, up to 3 percent in

1992; and over 1996 to 1997, up to 1.1 percent9®6]the undervaluation occurs over
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1983 to 1987, up to 1.2 percent in 1983; over 11@9B995, up to 1 percent in 1993; and
over 1998 to 2004, up to 2.4 percent in 2001. Wn8&ates experiences overvaluation over
1982 to 1985, up to 4.1 percent in 1985; and 00&12o 2002, up to 1.3 percent in 2001;
the undervaluation occurs over 1987 to 1999, wh.2opercent in 1995; and over 2003 to
2004, up to 2.6 percent in 2004.

3.7 Conclusion

In this study we check the links between real ergkaates, trade balance and net foreign
asset between three panels including 23 selectgdDO&onomies, China, Malaysia and
Philippine, over the period from 1982 to 2004. Tie¢ically, our study is based on the
theoretical framework proposed by Lane and Milesirétti (2002) that the connection
between real exchange rates and net foreign assti®ugh the association between real
exchange rates and trade balance. Our empiricdlys@sa indicate that there is a
cointegration relationship between trade balanceé @met foreign asset as well as an
apparently significant negative relationship betwesal exchange rates and trade balance
in majority of the practical estimations. Howevierthe panel data setting we find a weak
and mixed link between real exchange rates antbragn asset. Actually, the majority of
our empirical estimations don’t show any acceptalgefficient estimates. Furthermore,
we find significant heterogeneity between the tHess mature economies and the OECD
economies in the association between the real egehaate and trade balance. Finally, we
investigate the currency misalignments over 19822094 based on the long-term

association between the real exchange rate anel badnce.

We also provide a brief comparison between the Ipasgémation methods (DOLS,
FMOLS and PMGE) and apply these different methadsstimate long-run relationships
between real exchange rates, term of trade aneé trathnce or net foreign asset. In our
study we don't find the significant link betweerakexchange rates and net foreign asset in
a panel data setting although the relationshipidely accepted in time-series studies. We
believe a broad panel can identify a more geneadtem effectively, which is less
recognized individually. But big panels amplify tissues related to heterogeneity as long
as many diverse countries are concerned in the lsamprobably this is why there are

mixed results appearing in the panel estimations.
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Appendixes

Table 3.1 Stationarity Tests of the Panels (Haektafistic)

Null: no unit root

rer tot tb nfa
Panel-1 8.55687 8.62821 10.4424 9.41476
(0.0000) (0.0000) (0.0000) (0.0000)
Panel-2 8.28567 8.88766 10.5707 10.0065
(0.0000) (0.0000) (0.0000) (0.0000)
Panel-3 9.25272 9.32083 7.94202 11.0603
(0.0000) (0.0000) (0.0000) (0.0000)

Notes: This table reports Hadri Z-statistic of Ha@000) stationarity tests for the real exchanae rer ,
term of tradetot , trade balancéb and net foreign assdifa; the stationarity test is a test of null of

stationarity of series; the figures not in the paénesis are test statistics; the figures in themesis are the
p values of the test statistics.

Table 3.2 Stationarity Tests of the Panels (Hetadastic Consistent Z-statistic)

Null: no unit root

rer tot tb nfa
Panel-1 6.43882 7.44033 6.16650 7.11464
(0.0000) (0.0000) (0.0000) (0.0000)
Panel-2 6.62090 7.74843 6.36973 7.59870
(0.0000) (0.0000) (0.0000) (0.0000)
Panel-3 7.24829 8.15749 6.29700 8.49196
(0.0000) (0.0000) (0.0000) (0.0000)

Notes: This table reports Heteroskedastic Congigtestatistic of Hadri (2000) stationarity tests fbe real
exchange ratéer , term of tradefot , trade balancéb and net foreign asséifa; the stationarity test is a

test of null of stationarity of series; the figunest in the parenthesis are test statistics; therdis in the
parenthesis are the p values of the test statistics
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Table 3.3 Panel Cointegration Testis @nd nfa)

Variables:tb and nfa

Group t-statistic (parametric) p-value
Panel-1 (N=23, T=23) -5.47952 0.0000
Panel-2 (N=24, T=23) -5.00042 0.0000
Panel-3 (N=26, T=23) -3.53619 0.0003

Notes: The table reports the parametric grouptisstaof Pedroni (1999) cointegration tests betwé&ade
balancetb and net foreign asséifa, for Panel-1, Panel-2 and Panel-3 (see the texhédefinitions of the
three panels); null hypothesis of Pedroni (1998) i no cointegration between series. Under thieofiuno
cointegration all the test-statistics follow starti@mormal distributionN (0.1) ; the p-values for the test
statistics are reported in the right-hand side molu

Table 3.4 Panel Cointegration Testsr(, tot andtb)

Variables:rer , tot andtb

Group t-statistic (parametric) p-value
Panel-1(N=23, T=23) -3.75846 0.0009
Panel-2 (N=24, T=23) -1.69708 0.0355
Panel-3 (N=26, T=23) -1.92486 0.0275

Notes: The table reports the parametric grouptissita of Pedroni (1999) cointegration tests betweeal

exchange rat¢€er , term of tradetot and trade balanct), for the Panel-1, Panel-2 and Panel-3 (see the
text for the definitions of the three panels); rulpothesis of Pedroni (1999) test is no cointégnabetween

series. Under the null of no cointegration all tst-statistics follow standard normal distributibh(0,1) ;
the p-values for the test statistics are reporedtie right-hand side column.
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Table 3.5 Panel Fixed-effect Estimatiomsr(, tot andtb)

FE FE-T
dep: rer Panel-1+ Panel-2+ Panel-3+ Panle-1+ Panel-2+ Fanel-
tot 0.672 0.792 0.682 0.677 0.874 0.802
(15.079) (13.798) (11.464) (14.337) (14.472) (12.938)
tb -1.164 -1.275 -1.229 -1.155 -1.17 -1.085
(-9.065) (-7.724) (-8.963) (-8.715) (-6.751) (-7.685)
FE Yes Yes Yes Yes Yes Yes
time.effect Yes Yes Yes

Notes: The table reports panel fixed-effect estamafor the three panels; t-statistics are repoited
parenthesesFE denotes the fixed effectjmeeffect considers the common time effect across sections;
denotes significant and correctly signed estimates.
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Table 3.6 Panel-1 Estimationse(, tot andtb)

FMOLS DOLS (P)MGE
PMGE MGE
rer T+ NT+ T NT+ T+ NT+ T+ NT
tot  0.97 0.80 1.17781 1.03727 0.784 1.077 1.057 1.191
(17.42) (13.98) (1.06883) (10.01) (17.294) (13.974) (4.059) (1.360)
tb -1.31  -1.67  -1.62010 -1.821  -1.954 1300  -1.244 1.076
(-10.39) (-8.70) (2.52681) (13.021) (-14.58)  (-6.85)  (-9.09) (0.779)
phi -0.410 -0.345  -0.611 -0.529

(-5.85) (-5.902) (-9.33) (-6.89)

Notes: This table reports the FMOLS, DOLS and PM&Emates for Panel-1 (23 OECD economies); t-
statistics are reported in parentheses below tlfficients; T and NT denote, respectively, the mation
with and without considering common time effectassr sections; + denotes significant and corrediyesl
estimates.

Table 3.6* Poolability Test for Panel-1 PMG Estiesat

T NT
tot 1.14(0.29) 0.02(0.90)
th 3.52(0.06) 3.01(0.08)
Joint Poolability test 7.21(0.03) 5.76(0.06)

Notes: The table reports the poolability teststfe PMGE estimates reported in Table 3.6; the @gunot in
the parenthesis are the test statistics; the figuréhe parenthesis are the p values of the tati$tecs.
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Table 3.7 Panel-2 Estimationse( , tot andtb)

FMOLS DOLS PMGE
PMGE MGE
dep: rer T+ NT+ T NT+ T+ NT+ T NT
tot 0.80 092  -059891 1.0082 0438 1.082 0936 1.277
(13.89) (14.31) (3.73187) (11.122) (8.631) (14.018) (3.654) (1.516)
tb 146  -1.64 -1.08952 -2.187 -2.218 -1.243 0.108 1.381
(-9.58) (-8.59) (3.88214) (3.057) (-19.08) (-6.467) (0.144) (1.017)
phi -0.374 -0.339 -0.492 -0515

(-5.303) (-6.050) (-7.638) (-6.891)

Notes: This table reports the FMOLS, DOLS and PMg&sEmates for Panel-2 (23 OECD economies and
China); t-statistics are reported in parenthesdsvwbéhe coefficients; T and NT denote, respectiyehe
estimation with and without considering common tieféect across sections; + denotes significant and
correctly signed estimates.

Table 3.7* Poolability Test for Panel-2 PMG Estiesat

Poolability test T NT

tot 3.94(0.05) 0.05(0.82)
th 9.96(0.00) 3.81(0.05)
Joint test 22.75(0.00) 6.99(0.03)

Notes: The table reports the poolability teststfe PMGE estimates reported in Table 3.7; the @gunot in
the parenthesis are the test statistics; the figuréhe parenthesis are the p values of the tati$tecs.
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Table 3.8 Panel-3 Estimationse( , tot andtb)

FMOLS DOLS PMGE
PMGE GME
dep: rer T+ NT+ T NT+ T+ NT+ T NT
tot 0.75 0.78  -0.29694 0.8123 0847 1076  1.059 1567
(13.26) (13.15) (0.52382) (7.1329) (9.792) (14.013) (2.522) (1.791)
tb 121 -155 -1.70766 -2.08  -2.167 -1.377 0.338 1.143
(-9.06) (-8.54) (0.72145) (2.8714) (-25.46) (-7.58) (0.350) (0.904)
phi -0.2787 -0.325  -0.468 -0.502

(-2.328) (-6.102) (-6.22) (-7.06)

Notes: This table reports the FMOLS, DOLS and PM&neates for Panel-3 (23 OECD economies, China,
Malaysia and Philippine); t-statistics are reportegarentheses below the coefficients; T and Nmotk
respectively, the estimation with and without cdesing common time effect across sections; + denote
significant and correctly signed estimates.

Table 3.8* Poolability Tests for Panel-3 PMG Estiesa

Poolability test T NT

tot 0.26 (0.61) 0.32 (0.57)
tb 6.80 (0.01) 4.06 (0.04)
Joint test 7.13 (0.03) 8.71 (0.01)

Notes: The table reports the poolability teststier PMG estimates reported in Table 3.8; the figunat in
the parenthesis are the test statistics; the figuréhe parenthesis are the p values of the tati$tecs.
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Table 3.9 Panel Cointegration Testsr(,tot and nfa)

Variable: rer ,tot and nfa

Group t-statistic (parametric) p-value
Panel-1 (N=23, T=23) -4.13441 0.00002
Panel-2 (N=24, T=23) -2.96513 0.0015
Panel-3 (N=26, T=23) -1.81285 0.0352

Notes: The table reports the parametric grouptissita of Pedroni (1999) cointegration tests betweeal
exchange ratéer , term of tradetot and net foreign asséifa, for Panel-1, Panel-2 and Panel-3 (see the

text for the definitions of the three panels); rulpothesis of Pedroni (1999) test is no cointégnabetween
the series. Under the null of no cointegration thk test-statistics follow standard normal disttido

N (0) ; the p-values for the test statistics are repdrtete right-hand side column.

Table 3.10 Panel Fixed-effect Estimatiomer(, tot and nfa)

FE FE-T
dep: rer Panel-1+ Panel-2 Panel-3 Panel-1+ Panel-2 Panel-3
tot 0.6255 0.7428 0.5804 0.67428 0.87543 0.74258
(13.0089) (12.1511) (9.1534) (13.1611) (13.6062) (11.1046)
nfa 0.1048 0.0422 -0.1527  0.1389 0.1048 -0.0572
(2.3463) (0.7603) (-2.724)  (3.0435) (1.8023) (-0.9499)
FE Yes Yes Yes Yes Yes Yes
time.effect Yes Yes Yes

Notes: The table reports panel fixed-effect estamafor the three panels; t-statistics are repoited
parenthesesFE denotes the fixed effectjmeeffect considers the common time effect across sections;
denotes significant and correctly signed estimates.
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Table 3.11 Panel-1 Estimations(, tot and nfa)

FMOLS DOLS PMGE
PMGE MGE
dep: rer T NT T+ NT+ T NT T NT
tot 0.96 0.70 1.036437 0.7193 1.424 0843 1.067 1.027
(17.63) (17.05) (6.648956) (9.135) (17.636) (15.263) (3.145) (1.954)
nfa 0.15 0.0 0212591 0.358 -0.002 -0.093 0.445 0.287
(0.32) (0.92) (2.628689) (5.514) (-0.058) (-2.446) (1.413) (1.027)
phi -0.352  -0.452 -0.504 -0.602

(-4.521) (-6.442) (-7.017) (-8.082)

Notes: This table reports the FMOLS, DOLS and PM&Emates for Panel-1 (23 OECD economies); t-
statistics are reported in parentheses below tlkfficients; T and NT denote, respectively, the mation
with and without considering common time effectassr sections; + denotes significant and correggiyesl
estimates.

Table 3.11* Poolability Tests for panel-1 PMG Esdtes (er , tot andnfa)

Poolability test T NT

tot 1.17 (0.28) 0.12 (0.72)
nfa 2.04 (0.15) 1.88 (0.17)
Joint test 2.47 (0.29) 2.08 (0.35)

Notes: The table reports the poolability teststfer PMGE estimates reported in Table 3.11; therdigjunot
in the parenthesis are the test statistics; thedigin the parenthesis are the p values of thestsstics.
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Table 3.12 Panel-2 Estimations(, tot and nfa)

FMOLS DOLS PMGE
(P)MGE MGE
dep:rer T NT T NT+ T+ NT T NT
tot 0.75 0.89 05357613 0.775 0.625 0847 -1.227 1.194
(13.58) (17.45) (2.556375) (8.861) (9.290) (15.236) (-0.634) (2.251)
nfa 0.03 023 00911887 0.493 0149 -0.088 2.768  0.359
(-0.39) (1.15) (1.870429) (5.362) (3.202) (-2.316) (1.213) (1.294)
phi -0.414 -0.442 -0.489 -0.588
(-5.91) (-6.508) (-6.880) (-8.102)

Notes: This table reports the FMOLS, DOLS and PMg&sEmates for Panel-2 (23 OECD economies and
China); t-statistics are reported in parenthesdsvwbéhe coefficients; T and NT denote, respectiyehe
estimation with and without considering common tieféect across sections; + denotes significant and

correctly signed estimates.

Table 3.12* Poolability Test for panel-2 PMG Esttes(rer , tot and nfa)

T NT
tot 0.92 (0.34) 0.43 (0.51)
nfa 1.32 (0.25) 2.64 (0.10)
Joint Poolability test 1.98 (0.37) 3.04 (0.22)

Notes: The table reports the poolability teststfer PMGE estimates reported in Table 3.12; therdigjunot
in the parentheses are the test statistics; teefigin the parentheses are the p values of thet&istics.
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Table 3.13 Panel-3 Estimations(, tot and nfa)

FMOLS DOLS PMGE
PMGE MGE

dep:rer T NT T NT+ T NT T NT
tot 0.75 0.81 -0.28556 0.723 0.675 0.8422 0.057 1.136

(13.26) (16.53) (0.19672) (8.301) (7.562) (15.4032) (0.072) (2.292)
nfa -1.21 0.14 -0.17569 0.389 0.097 -0.0926 0.795 0.265

(-9.06) (-0.19) (0.12580) (5.034) (1.792) (-2.4686) (1.398) (0.990)
phi -0.341 -0.450 -0.407 -0.592

(-5.935) (-6.658) (-6.915) (-8.479)

Notes: This table reports the FMOLS, DOLS and PM@&neates for Panel-3 (23 OECD economies, China,
Malaysia and Philippine); t-statistics are reportegarentheses below the coefficients; T and Niotk
respectively, the estimation with and without cdesing common time effect across sections; + denote
significant and correctly signed estimates.

Table 3.13* Poolability Tests for panel-3 PMG Esdies fer , tot andnfa)

Poolability test T NT

tot 0.63 (0.43) 0.36 (0.55)
nfa 1.52 (0.22) 1.82 (0.18)
Joint test 1.67 (0.43) 2.16 (0.34)

Notes: The table reports the poolability teststfer PMGE estimates reported in Table 3.13; therdigunot
in the parenthesis are the test statistics; thedigin the parenthesis are the p values of thetasstics.
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Figure 3.1 Equilibrium Exchange Rates and Misalignta (AUS, Australia)
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Notes: The figure in the top panel shows three amgb rates: the solid line represents actual peddamge
rates; the crossing line represents the currentilegum exchange rates; and the circle line reprgs the
permanent equilibrium exchange rates; the figurethi@ bottom panel shows the real exchange rate
misalignments based on the current equilibrium argle rates and permanent equilibrium exchange rates
(see the text for the detailed definitions); thékep with crossings denote the current misalignsietite
spikes with circle denote the permanent misaligrts)jghe same notations apply to the following fegur

Figure 3.2 Equilibrium Exchange Rates and Misalignta (AUT, Austria)
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Figure 3.3 Equilibrium Exchange Rates and Misalignta (BEL, Belgium)
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Figure 3.4 Equilibrium Exchange Rates and Misalignta (CAN, Canada)
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Figure 3.5 Equilibrium Exchange Rates and Misalignta (CHE, Switzerland)
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Figure 3.6 Equilibrium Exchange Rates and Misalignta (CHN, China)
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Figure 3.7 Equilibrium Exchange Rates and Misalignta (DEU, Germany)
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Figure 3.8 Equilibrium Exchange Rates and Misalignta (DNK, Denmark)
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Figure 3.9 Equilibrium Exchange Rates and Misalignta (ESP, Spain)
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Figure 3.10 Equilibrium Exchange Rates and Misalignts (FIN, Finland)
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Figure 3.11 Equilibrium Exchange Rates and Misalignts (FRA, France)
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Figure 3.12 Equilibrium Exchange Rates and Misalignts (GRB, Great Britain)
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Figure 3.13 Equilibrium Exchange Rates and Misalignts (GRC, Greece)
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Figure 3.15 Equilibrium Exchange Rates and Misalignts (IRL, Ireland)

4.90
4.85 -
4.80
4.75
4.70 -
4.65

4.60

4.55

T T T T T T T T T T T T T T T T T T T T T 1
82 84 86 88 90 92 94 96 98 oo oz o4

.06 —

.04 |

Zi“HHHPWNMNTmmmmnHHH

-.04 |

-.06

82 84 86 88 90 92 94 96 98 00 02 04

Figure 3.16 Equilibrium Exchange Rates and Misalignts (ISL, Iceland)
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Figure 3.17 Equilibrium Exchange Rates and Misalignts (ITA, Italia)
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Figure 3.18 Equilibrium Exchange Rates and Misatignts (JPN, Japan)
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Figure 3.19 Equilibrium Exchange Rates and Misalignts (MAL, Malaysia)

5.2 -

5.1

Figure 3.20 Equilibrium Exchange Rates and Misalignts (NLD, Netherlands)
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Figure 3.21 Equilibrium Exchange Rates and Misalignts (NOR, Norway)
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Figure 3.22 Equilibrium Exchange Rates and Misalignts (NZL, New Zealand)
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Figure 3.23 Equilibrium Exchange Rates and Misalignts (PHI, Philippine)
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Figure 3.24 Equilibrium Exchange Rates and Misatignts (PRT, Portugal)
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Figure 3.25 Equilibrium Exchange Rates and Misalignts (SWE, Sweden)
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Figure 3.26 Equilibrium Exchange Rates and Misalignts (USA, United States)
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Chapter 4

Exchange Rates and Monetary Fundamentals: Nonlinear Associations

4.1 Introduction

The association between exchange rates and mon&tadamentals is specifically
described in the flexible-price monetary model. Beenbusch (1976), Frankel (1979) and
Mussa (1976). The monetary model has been the wwm&hof the exchange rate
determination. However, since the study of Mees# Ragoff (1983) the disconnection
between exchange rates and macroeconomic funddméiats been a consensus that the
monetary model can not explain well exchange rabgaments particularly at short-run
horizon. Since then researchers have been searfdrimgore sophisticated approaches to
modelling exchange rate movements with macroecondumdamentals. One explanation
to the poor performance of the monetary model & tionlinearity is possibly hidden in
the relationship that usual linear specificatiors aot obtain satisfactory results in
empirical studies. Broadly speaking, there areeastl five strands of literatures linking
exchange rates to macro fundamentals in nonlineanrels. The first strand allows
nonlinear formulation of variables in linear modelgich use nonparametric methods to
construct the data to fit a linear model. See Mewwt Rose (1991). The second strand
explains short-run nonlinear adjustments of excharages in an error correction model
(ECM), which is based on a long-run cointegratietationship between exchange rates
and fundamentals. See series studies by MacDomaldTaylor (1994) and MacDonald
and Marsh (1997). The third strand adopts threshpfitoaches, which assume the mean-
reverting property of exchange rates, to captueeldahg-term stable influences and short-
term dynamics. See Kilian and Taylor (2003). Thertio strand literatures assume that
coefficients may be time-varying. The idea is bageddendry and Clements (2003). The
fifth strand is to apply the Markov switching methto the association between exchange
rates and monetary fundamentals. With the Markowetsmg method, Frommel,
Macdonald and Menkhoff (2005) find the empiricalidence to the real interest

differential model of Frankel (1979). Using the saapproach, Grauwe and Vansteenkiste
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(2007) test the relationship between the changeth@ nominal exchange rate,

Ae =g —¢g_, and the changes in its underlying fundamentats, which stems from the

specificationf, =a,(p, - p, ) +a,(i, =i, ) +a,(m —m") (All the variables are defined as

previously in the Literature Review chapter). Grauand Vansteenkiste apply the
Markov-switching method to both the low inflatiomca high inflation countries. Their
analysis shows that for high inflation countriegrthis stable relationship between the
news in fundamentals and the exchange rate chamnp#s not for the low inflation

countries due to the frequent regime switches.

We revisit the association between exchange raigsenetary fundamentals, focusing on
both the long-run association and the short-runagyos. In particular, with different

nonlinear approaches we centre around investigatmijnear relations between exchange
rates and monetary fundamentals: First, we usestttog correction framework obtained

from the long-run cointegration relationship to rabthe short-run deviations from the
long-run steady-state values. Second, we use thiceshethods to examine the possible
regime changes in the system built by exchange @td monetary fundamentals. Third,
we use nonparametric methods to examine the expmangower of monetary

fundamentals on exchange rates without directlgi§prg the nonlinearity. In the primary

long-run cointegration study the results demonsttiaat the monetary model is a long-run
description of exchange rate movements, which msistent with the studies conducted by
relevant literatures which adopt panel data methaydsse longer time series. Moreover,
the forecasting experiments of the error correctiomdel show the short-run deviation
model can outperform the random walk process. Qkier same sample period, the
nonparametric modelling demonstrates that the naopdundamentals can explain the
exchange rate movements and the forecasting abilifyerforms the simple random walk
process over most forecasting horizons. In contast study of threshold methods does

not find convincing supports to the monetary exgearate model.

Our study specifically investigates the relatiopsbetween the exchange rate Japanese
yen/US dollar, Euro/US dollar and a vector of erplary variables specified in the
monetary model of exchange rates. Our study isndistrom other relevant studies, both
methodologically and temporally. First, we interdyv examine possible nonlinearities
involved in the association between exchange mtdsnacroeconomic fundamentals with
three different nonlinear methods, which are eworrection model (ECM), threshold

methods and nonparametric methods. The error ¢ammemodel is used to investigate the
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short-run adjustment of the deviation from long-aexcthange rates, which is based on the
long-run cointegration relationship between excleargies and monetary fundamentals.
The long-run steady relationship has been extelysidentified by relevant studies. For
more details see the corresponding previous susagyion in the Literature Review
chapter. Threshold methods have been used to igatsthe deviation of exchange rates
from its long-run PPP values or monetary fundamevabues. Two typical studies see
Kilian and Taylor (2003) and Peel, Sarno and Taf2001). We are among the pioneers to
use threshold methods to directly investigate gsoaation between exchange rates and
monetary fundamentals. We adopt the nonparameteihaod to explain the association
between exchange rates and monetary fundamentddsuvimposing any restrictions on
the coefficients. Instead of estimating concreteapeeters, with nonparametric methods
we emphasize the explanation power of the mondtarglamentals on exchange rates.
Meese and Rose (1991) use a nonparametric methoddstigate monetary models while
they impose homogeneities for the correspondingesimand foreign series. Second, we
use the Johansen cointegration procedure to exathadong-run association between
exchange rates and monetary fundamentals. Therlongointegration is handled by the
Johansen cointegration procedure, instead of gidual based cointegration test of Engle
and Granger (1987). The two-step cointegration owethf Engle and Granger (1987) has
low power when detecting a dormant long-run retegiop and is criticized in view of its
inference-making limitation. Moosa (1994) and MaoBld and Taylor (1991a) argue that
many of the studies done during the late 1980seamly 1990s using cointegration to test
the monetary model and fail to reject the null hjyesis of no cointegration is because of
the inappropriate test method, for example the &@ylanger method. Furthermore, during
the cointegration analysis we correct the smallgarbias of the Trace test and examine
the usual coefficient restrictions automaticallypwsed in relevant practical studies. Third,
the datasets used in the empirical study are nmerent and cover a wider span of time
period from 1973 to 2007 for Japanese yen and ft®89 to 2007 for Euro, which secure
an efficient parameter estimation. It is also worttentioning that we examine the
exchange rate concerning the new internationaleogyr Euro which has not been

intensively examined so far due to the short olzens.

This Chapter is set out as follows: Section 4.5@nés the theoretical issue; Section 4.3
describes the dataset used in the empirical st8dgtion 4.4 reviews the methodologies
employed to implement our hypothesis; Section 4ports the results conducted in the

experiments. In Section 4.6 we conclude this chiapte
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4.2 Theoretical Issue

We aim to examine the flexible-price monetary model the exchange rate Japanese
yen/US dollar and Euro/US dollar. As specifiedhe monetary model, the association of
interest is between exchange rates and relativeetapnfundamentals including relative
money supply, relative output and relative longrtemterest rate. We specify the

association in Equation (2.19) as follows:

& =B+ Am —m )+ B, (v, -y ) +Bi(i, —i) +e, (4.1)

All the variables are defined as previously. Forendetails see the corresponding sections
in the literature review chapter. If we relax dletrestrictions on the coefficients of the
independent variables, the model will transformatounrestricted specification given in
Equation (2.18), which is specified as follows:

e =a,+am +a,m +a,y, +a,y, +ag +ag, +e (4.2)

where thea s are the parameters to be estimated. The hyppétuesialues otr, anda,
would be close to the restrictiom, = -a, =1, which indicates the standard monetary
model specified in Equation (2.14), anda, should take on values which are close to

the estimated income elasticity from the money dedrfanction.a, and a, should take

on values which are close to interest rate sensiielty from the demand for money. We
relax the coefficient restrictions because relenpirical studies such as MacDonald and
Taylor (1992, 1994) and La Cour and MacDonald (208@ggest that the restrictions
usually don’t hold in the long-run cointegratiorsasiation.

4.3 Data Description

Our empirical analysis uses monthly data concertiige mature economies, Japan, the
United States and the Euro area. Due to the daiéahility for the same series, our sample
sizes vary for the two different exchange ratespdor Euro/US dollar the sample covers
the period over January 1999 to June 2007 andajpankse yen / US dollar the sample
covers the period over January 1973 to August 2006&.datasets come from International

Monetary Fund (IMF) international financial staitst (IFS) online database. We choose
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the following series for our practical studies: BRI for the exchange rates which represent
the period average of the market rates; 61..Z&Herlong-term government bond vyield
which is used to proxy the inflation effect; we uke industry production series 66..CZF
to proxy the national production; for money suppblevant literatures usually adopt the
M2 as the proxy variable. We use 59MBCZF M2 for \A.@and Euro zone, and 34..BZF
for Japan. All series about the industrial produttand money supply are seasonally

adjusted.

In the empirical analysis all the variables takgalithm format except the interest rate. For
the variables used in the threshold models we adiffigrent measures for the series. We
focus on the change in the exchange rate and chaimgéhe corresponding macro
fundamentals. We calculate the difference of thecgggage change during the last 12
month in the home country versus the percentagéh&same horizon in the United States.
As suggested by Frommel, MacDonald and Menkhof0f2Qhis approach is adopted for
two reasons. First, this approach avoids seasdfegit® in the data and reduces the noise
from short-term movements in exchange rates andfuhdamentals. Therefore this
approach provides more stable results. Secondistatat offices and central banks
commonly apply year to year changes to smooth itne series for growth rates of
fundamentals to focus on their trend behaviour. afely yearly changes to the exchange

rate to achieve comparable data. The exchangeateyeAe, is calculated as follows:

Ae =(g —642)/ €1, (4.3)

and the corresponding contemporaneous monetarafo@atals are constructed as follows:

Am =(m -m_,)/m_, - (m*t - m*t-lz)/m*t-lz (4.4)

Our empirical analysis centres on two empiricaleasp First, we examine whether there

exists a long-run association between the excheatges, and the monetary fundamentals
including the money supplgn,, interest rate, and productiony,, which are all measured

as the level values. We investigate the long-risuasby the Johansen cointegration
procedure. Second, we examine the nonlinearity t@eb in the association between
exchange rates and monetary fundamentals. Sedlientia investigate the nonlinearities
by the error correction models derived from thegloan cointegration association,

threshold models and nonparametric models.
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4.4 Long-run Association

In this section we investigate the long-run equilin relationship between exchange rates
and monetary fundamentals under the frame of tebile-price monetary model. The
long-run analysis is the basis of the short-rureanalysis conducted in the following
subsection. The unrestricted specification of tlagtrun relationship between the

exchange rates and the monetary fundamentalséffisden Equation (4.2) as follows:

e = f(m,m,y.y i i )+é (4.5)

4.4.1 Unit Root Tests

Before implementing the analysis of the long-rusoagation between exchange rates and
monetary fundamentals, we firstly use the augmebDiekley-Fuller (1979) unit root test to

investigate the stationarity of the variables coned. Table 4.1, Table 4.2 and Table 4.3
demonstrate the augmented Dickey-Fuller test edattthe series used in our analyses.
We report the test statistics for the cases oftem®nly and constant and trend in mean.

We also test the unit roots for the series relathaney supply —m[*), relative long-

term interest rateit( —it'*) and relative outputy(, — yt*). According to the results reported
in Table 4.1, Table 4.2 and Table 4.3, all of tleiables appear to bgl) nonstationary

variables.

The unit root tests indicate that all the variabtemcerned in Equation (4.5) are all
nonstationary at levels while they are all statrgran first-difference. Thus we have to use
cointegration technique to examine the long-ruroeiasion between these variables at
levels. In the next subsection we test the coimrtiggn association between the nominal
exchange rates and the monetary fundamentals. ¥enasthe existence of cointegration
vectors among these series and use Johansen didelfatio (LR) test to implement the

tests.

4.4.2 Econometric Method: Johansen Cointegration Procedure

Cointegration is designed to describe the longequilibrium relation between variables
which are individually non-stationary while maintaa stationary relation in the long-run

among these variables. The Johansen cointegragicimitjue is an essential tool for

122



applied studies to examine non-stationary variabiés briefly review the main points of
the Johansen cointegration procedure, which stavidh a multivariate vector

autoregressive (VAR) representation Nf variables. A VAR(k) model is specified as

follows:
X, =N, X +M,X L, + 4T, X, +E (4.6)

where X, is a Nx1 vector of | (1) variables,t=212,.... T . M,,MN,,...MN, are NxN

matrices of unknown parameters. Equation (4.6) d®8n reparameterised to the

specification as follows:
AX, =@AX,, +@AX L, +..+@AX,_ —TIX_, +€& 4.7)

where ¢ =-1+M,+MN,+...+MN, and N=1-M,-M,-...-M, . M is known as the
cointegrating matrix with rank (r <k) and X, = Orepresents a long-run equilibrium.
If we define two matricesr (N xr) and S (N xr) such thatl =a’, it can be shown that

B X, ~1(0) . Theith row of ', B, is one of ther distinct linearly independent

cointegrating vectors. The objective of Johanseitguiure is to test the value 0f the
number of significant cointegrating vectors on thesis of the number of significant

eigenvalues of1. Johansen demonstrates that the likelihood fundiio the problem is

N N N N
proportional to the ternil :[_Ijll(l—)li)]‘T’z, where A,,...,A, are N squared canonical

correlations between th¥,_, and AX, series. Thegl s are arranged in descending order so
that A, > A, fori>j, corrected for the effect of the lagged differencoé the X process.
Furthermore, Johansen shows the number of distmiotegrating vectors is equal to the
number of non-zerdi's. For this problem, two test statistics are devetbpghe Trace test

(Trace) and the maximum Eigen value tes#iMax ). Trace test proposes the null
hypothesis that there are at mostointegrating vectors. The likelihood ratio stitiss

given as follows:

Trace=T iln(l—/i). (4.8)

i=r+1
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The AMax test tests the null hypothesis that there are @t mcointegrating vectors
against the alternative af+1 cointegrating vectors. The likelihood ratio stiatiss given

as follows:

AMax=TIn(l-A,,). (4.9)

Trace and AMax tests have non-standard distributions under tHe hypothesis. The
approximate critical values for the tests have bgmmerated by Monte Carlo methods and
tabulated by Johansen (1988), Johansen and JuEEi@8) and Osterwald-Lenum (1990).
Compared with the alternative cointegration methbd, Engle-Granger (1987) two-step
cointegration method, Johansen cointegration proeedallows multi cointegration
relationships and allows direct hypothesis tests the coefficients entering the

cointegrating vectors.

4.4.3 VAR Estimation and Cointegration Tests

As the cointegration analysis is based on an uicesi VAR estimation, we firstly

specify a vector autoregressive (VAR) model witm4zero intercepts and linear trends in
the VAR specifications. The VAR models also inclienmy variables to control for the
presence of outliers. The choice of the leg lengjtihe VAR is based on the Akaike
information criteria (AIC) and we increase the laggth if the residuals are not whitened.

The diagnostics tests for the VAR estimation resait reported in Table 4.4.

In Table 4.4 we report the tests of autocorrelati@ieroskedasticity and normality for the
residuals. The multivariate LM autocorrelation segtdicate no autocorrelation in the
residuals. In the case of Japanese yen/US dolarnthltivariate normality is clearly

violated. Gonzalo (1994) shows the performancenefrhaximum likelihood estimator of

the cointegrating vectors is little affected by smrmal errors. The Heteroskedasticity
White tests accept the null hypothesis of no hetexdasticity for both the case of
Japanese yen and Euro. Moreover, Hansen and R§h®@8) show that the cointegration
estimates are not very sensitive to the Heterositmity effects in the residuals.

To obtain the cointegrating vector, we need to fifethe intercept and the trend items in
the cointegration analysis. Franses (2001) analymegssue how to deal with the intercept
and the trend in the practical cointegration anslysranses summarizes that there are two
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relevant representations for testing cointegratonong most economic time series
variables: one option is there is an interceptamtegrating relations but no trend in the
cointegrating vector. The other option is both riogpt and trend are included in the
cointegrating relations and no trend included iea ¥WAR model. The second option is
recommended when some series display trend stayiqradterns. Considering no trend

stationary process involved in the series in ourdas, we choose the first option.

To determine the number of cointegrating vector, meestigate the small sample
correction factor of Johansen (2002) to securereecbtest size. Cheung and Lai (1993)
and Gonzalo and Pitarakis (2001) investigate thpdicgiion of the Johansen procedure and
conclude that for small samples with too many \@es or lags the Johansen procedure
tends to overestimate the number of cointegratixgjors. Recently, Omtzigt and Fachin
(2006) address that small sample procedures appéar an absolutely necessary addition
to the toolkit of the econometrician working witbnstationary data. Omtzigt and Fachin
(2006) find that Bartlett-corrected factor could dree of the procedures to correct small
sample size bias. In our empirical analysis the iRz@ackage is used for the Johansen
cointegration analysis and SVAR is employed for ttedculation of the Johansen
correction factor. The Bartlett corrected tracet tess computed using SVAR 0.45

(http://www.texlips.net/svar/index.htm).

Table 4.5 and Table 4.6 summarise the cointegratést results with the Johansen
procedure. We report both the trace test statastit the trace test statistic adjusted for
small sample of Johansen (2002). For both the chdapanese yen and Euro, the results
are supportive to the long-run validity of the mtamg model. On the basis of the trace
statistics, we may reject the hypothesis that tla@eeno cointegrating vectors. The trace
tests and Bartlett adjusted tests reject, for Bagpanese yen and Euro, the null hypothesis
forr<0, r<l1landr<2. Thus it appears to there are up to three staibtisignificant
cointegrating vectors among the exchange ratesnamktary fundamentals. One of the
cointegrating vectors concerns the monetary moddl| the other two could be money
demand equations. We focus on the monetary modekdiange rates for the purpose of

examining the long-run movement in exchange rates.
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4.4.4 Coefficient Restriction Tests

Having justified the existence of the cointegratemsociation between exchange rates and
monetary fundamentals, we are to identify the egrdtion relation. Pesaran and Shin
(2001) criticize the Johansen identification applo& purely a mathematical approach
and advocate using the theory-guided approach eatifg cointegrating vectors. In
practice, the cointegration analysis emphasizesiskeof relevant economic theories in the
search for a long-run association (Pesaran and &)0i). The theory-guided approach

takes Johansen’s just identified vecf®y as given and replaces the ‘statistical’ restrictio
with the ones that are economically meaningful.c8jpally, the approach usually imposes

exclusion and normalization restrictions to identihe specification and then usé

statistics to test restrictions.

For our monetary exchange rate model, the most aymamd perhaps the most important
restriction is to test whether there is proportldypabetween relative monies and the
exchange rate. Researchers also test the equalpgusite coefficients restricted on the
income and long-term interest rate. Table 4.7 sunz@s several commonly imposed
restrictions on the specification of monetary medgVen as

e=Am+Bm +8y,+By, +4i, +4i, +&. Table 4.8 reports the corresponding restrictiest t

results.

In Table 4.7 the hypothesid,, B, =-0, =1, is the hypothesis of a unit coefficient for
money supplies. The hypothesis,, B, = -£,, imposes homogeneity on incomes. Panel

studies of Rapach and Wohar (2002, 2004) and Gi&@0?R) find the supportive empirical
evidence. Mark (1995) and Mark and Sul (2001) exanhe monetary model specified as
g =c+(m-m)+(y,—-y, )+& and they find positive support. The hypothedis,

B =—[,, restricts equal magnitudes and opposite signshencoefficients of interest
rates. In the recent empirical literatures, themeen restrictions reported in Table 4.7 are
usually rejected in empirical time series studMacDonald and Taylor (1991a) find that,
for Germany, none of the restrictions can be aetepfleanwhile, for UK and Japan only
one of the restrictions can be accepted, whicH js MacDonald and Taylor (1994) test,

for Japan, all the frequently imposed hypothest they reject the entire null hypothesis

in their practical examinations. The test resutgsorted in Table 4.8 indicate that all the
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restrictions are rejected, which supports our agsiom of the cointegration relation

between exchange rates and monetary fundamentals.
4.4.5 Long-run Cointegration Relation

Given that we have rejected the coefficient retmis on the monetary fundamentals in
the cointegrating vectors, we can obtain the lang-requations which normalize
cointegrating vectors on the exchange rate. Foexichange rate Euro/US dollar, we have

the long-run determination of the exchange rat®lkswvs:

e =—1091228) + 004230 - 145578y, +1398508) -~ 0010852 +177846y, -439428 (4.10)

(006297 (00163 (073687 (018923 (001913 (05944

and for Japanese yen/US dollar we have the detatimimequation as follows:

e ——097737m+013390|7 —-163926Y, +:I_50188|51 +00127|Z[. +ZI_77208t 124879 (4.112)

(017319 (00246% (033159 (02341) (001423 (04773

All variables are specified in logarithms. Standarbrs reported in the parentheses. Thus
the normalized equations comprise the implied long-elasticises. The results show that
all coefficients are significantly different fromew. All the coefficients are correctly

signed except the domestic and foreign money sepjhi the case of Euro/US dollar, and
domestic/foreign money supply and foreign interas¢ in the case of Japanese yen/US

dollar.
4.4.6 Exclusion Tests

The zero restrictions on the elements of the cgnaténg vector are tested with the help of
likelihood ratio tests. We investigate whether mosepply, output or interest rate can be
excluded from the cointegration space. We repeartéist results in Table 4.9, within which
the x* statistics indicate that the variable money suppigome, interest rate enter

significantly in the cointegrating vector normatisen the exchange rate.
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4.5 Nonlinear Associations

Having found the long-run cointegration relatioqpsbetween the exchange rates and the
monetary fundamentals, we move to examine possibldinearities involved in the
association between exchange rates and monetadarientals. First, we use the error
correction model (ECM) to investigate the short-rajustment of the exchange rate
deviations, which is based on the previous longgomtegration analysis. Second, with
two different approaches, we investigate nonliriegrinvolved in the association between
exchange rates and monetary fundamentals. Theafystoach is the threshold method,
with which we investigate possible regime switchethin the whole sample. The second
approach is the nonparametric approach, with whigh relax the general structural
equation specifications and coefficient restrictionand focus on how monetary
fundamentals describe the exchange rate movemeatsunspecified frame. Furthermore,
we compare the forecasting ability in out-of-samipé#ween these nonlinear models and

the random walk process.
4.5.1 Nonlinear Adjustments of the Exchange Rate Deviation

We examine the short-run dynamics for the exchaate Japanese yen/U.S dollar and
Euro/U.S dollar, which is based on the long-rumtagration relationship identified in the
previous section. The key objective is to use thereorrection model (ECM) to examine
the short-run exchange rate deviation and invegtijge forecasting performance in out-
of-sample. In particular, we compare the forecgspierformance between the ECM model

and the random walk process.

We formulate the error correction termedm ) generated from the cointegrating
associations in the last section. For Euro/U.Sadalle have the error correction tegtm,

as follows:

ecm = e +1091228- 0042307 +145578¢, ~1.398508) +0.01085F ~1.77846¢, +439428.  (4.12)

and for Japanese yen/U.S dollar we have the eoroection termecm as follows:

ecm = e +097737%-0.133907 +163926, ~1.501886), -0.01271 -177208, +124879:  (4.13)

128



In the error correction model we also concern thmeistic and foreign short-term interest
rate,i,* andi,* . We add one lag of the error correction teresnf_ ) to the short-run

adjustment equations. The ECMs are simplified byusatially removing insignificant

variables based on t-value and F-test resultshéncase of Euro/U.S dollar, we use the
series over March 1999 to August 2005 to implemi&et in-sample estimation. The
remaining two year’'s sample (September 2005 to Aug007) is used to implement the
forecasting in out-of-sample. The in-sample estiomatesults and the corresponding
diagnostics tests are reported in Table 4.10. €balts indicate that error correction term

enters the exchange rate adjustment equation isigmily.

In the case of Japanese yen/U.S dollar, we ussaimple over May 1973 to August 2005
to do the in-sample estimation and the remaining y@ar's sample (September 2005 to
September 2007) to do the forecasting in out-ofganThe in-sample estimation results
and the corresponding diagnostics tests are raport€able 4.11, which indicates that the

error correction term enters the exchange ratesadgnt equation significantly.

Finally we test the adequacy of the estimated nsobgl assessing their out-of-sample
forecasting performances. The estimated ECM equatoe used to forecast the exchange
rate movements for five forecasting horizons, 1639 and 12 months ahead over the
period September 2005 to August 2007. We use tbemean square error (RMSE) to
compare the forecasting performances between the@rrection models and the random
walk process. RMSE is defined as the sample stdrafariation of forecast errors, which
is a conventional criterion that weights greateedasts errors more heavily than smaller

forecasts errors in the forecast error penalty:

e T b "
RMSE = (=) €)™ = | =D €kt =1/ =) (Yoo = Yeur) (4.14)
T3 T3 T3

Given the calculated RMSEs for two or more foreca@stodels, we prefer the one with

the smallest value of RMSE. Table 4.12 reports tmecsting power between the ECM
models and the random walk process. The forecagérigrmances reported in Table 4.12
suggest that in the case of Euro/US dollar the ECMertorms the random walk process
over the four forecasting horizons. Meanwhile, he tase of Japanese yen/US dollar the

ECM outperforms the random walk process over adl farecasting horizons.
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4.5.2 Threshold Approaches

The association between economic time series caotlenear, if there is larger dynamics
involved in a particular economy. Threshold modetmsider the situation when a
particular series in the system, i.e., the thre$halriable, passes a certain point, i.e., the
threshold value, the relationship between the dégeinvariable and independent variables
can get into another different regime, which isalbclinear. Threshold methods have been

applied widely in literatures of macroeconomics.

As to modelling movements in exchange rates, tlmldsmethods have been intensively
adopted to model the univariate time series. Dloed is either the exchange rate return or
the deviation of exchange rates from their equiior values. On the one hand the
exchange rate return is assumed to follow a noatiagljustment process. Pippenger and
Goering (1998) estimate a self-exciting thresholdoeegressive (SETAR) model for
various monthly US dollar exchange rates and fivat the change in the exchange rates
follows a SETAR model and the SETAR produces bdtiercasts than the naive random
walk model in out-of-sample. However, there are samgative evidences to the same
issue. Boero and Marrocu (2002) compare the r@gierformance of non-linear models
such as the SETAR, smooth transition autoregre§SV&AR) and GARCH types with
their linear counterparts. Their empirical studgsisnonthly series over the period from
January 1973 to July 1997 for the return of threthe most traded exchange rate French
franc/U.S dollar, German mark/U.S dollar and Japangen/U.S dollar. The empirical
results suggest that if the attention is restrictedmean square forecast errors, the
performance of the models tends to favour the tlineadels. On the other hand, exchange
rate deviations from equilibrium are also foundf@dow a threshold nonlinear process.
Peel, Sarno and Taylor (2001) use a smooth trans#dutoregressive (STAR) model to
explain the nonlinear behaviour of the deviationtled exchange rate dollar-sterling and

dollar-mark from the level suggested by simple marnefundamentals. The deviation is

specified asd, = —(m -m')+(y, -y, ). In the specificatiord, denotes the deviation of

the nominal exchange rate from its fundamental value§, f, =(m -m’)+(y, -y, )

(All other variables are defined as previously)miarly, with the same model
specification as Peel, Sarno and Taylor (2001), idb@k (2003) uses threshold
autoregressive (TAR) model to investigate the deieof the nominal exchange rate from
its long-run equilibrium values predicted by momgtéundamentals. Sekious’s study

rejects the null hypothesis of linear and nonsteatidy and detects nonlinear mean
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reversion in the deviation. Kilian and Taylor (20@amine the deviation of exchange
rate g from purchasing power parity (PPP) fundamentils f, = p, - pt*. p, and pt*

denote, respectively, the logarithm of the domestd foreign CPI prices. With
exponential smooth transition autoregressive (ESTARdel of Terasvirta (1994), they
find that near the long-run equilibrium the dewatifrom the economic fundamentals is

approximated by a random walk.

Traditional empirical studies of the monetary exaderate model rely on a single state
relationship between exchange rates and monetargafuentals. We attempt to use
threshold methods to relax the assumption of alesistate and examine the possible
regime switches involved in the economic systene association between exchange rates
and monetary fundamentals has not been directlyneaa with threshold methods. One
heavily relevant study we find is that Nakagawal0@0examines the association between
the real exchange rate and the real interest diifeals by introducing threshold
nonlinearity to take account of the band of theg@adjustment due to the transaction cost,

which is identified byjq|<c, where q is the real exchange rate, c is thetanhdand.

Nakagawa finds the real exchange rate exhibits m@aarsion and it has association with

the real interest differential outside the band.
4.5.2.1 Source of Nonlinearity

Researches have attempted to explain possibleesoofdhe nonlinearity involved in the
association between exchange rates and macroeocorfanmdamentals. We review the
main points of the view of Obstfeld and Rogoff (2R0Obstfeld and Rogoff argue trade
costs in the international trade can explain the p&zzle and the exchange rate disconnect
puzzle. Firstly, they notice that exchange ratefcutaied from both tradable and
nontradable prices have similar slow mean reversfdmalf-life. Meanwhile, Obstfeld and
Rogoff argue that monetary and financial shockstdam the source of the nonlinearity.
The effects of monetary and financial shocks aiteqamporary though these shocks play
a major role to explain the volatile volatility ekchange rates. Obstfeld and Rogoff argue
that the lengthy half-life of exchange rate dewiasi can be due to trade costs, which
include transports, tariffs, non-tariff barriersdaother trade costs. The trade cost plays a
central role in explaining international price diféntial. In their view it is necessary to
distinguish the wholesale trade cost and individt@isumer trade cost and consider the
ability of producers to control international dibtrtion at wholesale level. Generally, the

131



trade cost at the consumer level can be very ldogyenany goods than those at wholesale
level, which is due to the monopoly and nominatertigidity in goods markets. In the
following paragraph we briefly describe the prideipf the nonlinearity caused by trade

costs.

In international goods markets a broad range otlg@ve non-traded while there is a broad
range of goods that are traded, which tie down axgh rates. Various trade costs cause
most traded goods are not fully integrated and seged in the market. In contrast, the
range of goods subject to low trade costs is vayow. Also, due to the persuasive
pricing to markets at the retail level, consumees largely insulated from exchange rate
effects until these effects have had time to fdedugh to wholesale import prices and
from there to retailers. The magnitude of the PBEzle indicates how long that process
might take. When the exchange rate effects reaehretailer level, it can affect the
financial markets, which consequently impact thieriest rate. Relatively, the financial
market shock that moves exchange rates has ltthecmic effect over a fairly lengthy

horizon.

Interacting with the segmentation caused by tradstsc nominal price rigidities can
produce a disconnect area. In the disconnectiora #onprices of most goods are preset in
local currencies and the real variables such aseggte consumption are largely insulated
from exchange rates in the short run though exahaates respond wildly to shocks.
Meanwhile, over short-run, exchange rate adjustsnkave minimal economic effect and
can’'t be huge to clear financial market. Finalgsponses of imports and exports gradually
feed through to retail level though the adjustnyotess might be slow. As a conclusion,
the PPP puzzle and exchange rate disconnects puezzlt from a combination of trade
costs (costs that are especially high for consumerenopoly and pricing to market in

local currencies.

4.5.2.2 Threshold Effect Tests

We use the threshold method of Hansen (1999) taheghreshold effect in the monetary
fundamentals, with which we determine the numberth& regimes involved in the
economic system over the sample span. We briefhewe the main points of Hansen
(1999) method.
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The method of Hansen (1999) tests the nonlineariycontext of a self-exciting threshold

autoregressive (SETAR) model. L& be the univariate time series of interest and

construct akxi vector X,_, as follows:

X1 = @Yo Yo Xip) (4)15
with k =1+ p. A SETAR(m) model takes the form as follows:

Y =a, X, (y,d)+..+a, X 1. (y,d)+e (4.16)

where y=();,...;Vmq ) With ), <y, <...<y,, . 1(.) is the indicator function with

(v, d) =1(y;4 <Y.q <¥;). Parametery, are called the thresholds. The parameter

is called the delay parameter which is strictlyogipve integer less than an upper bouﬁh,d

typically d= p. The error terng, is a uniformly square integrable martingale difere

sequence, thuE(e |{,,) = ,@here, denotes a natural filtration arfee,” = g2 < .

A SETAR(m) model hasn regimes, where thgth regime occurs when(y,,,d) = .The

class of SETAR(m) models is strictly nested, withlnbeing the most restrictive one. The
choice between these nested models depends orypb#hbsis test. The SETAR(1) is the
class of linear autoregression which can take ahm@ fas follows:

Y =a, X, te (4.17)

Thus testing for linearity is a test of the nullplyhesis of SETAR(1) against the

alternative of SETAR(m) for anyn> .1Similarly, we can test the null hypothesis of the
SETAR(2) modelY, = a, X1, (y,d) +a, X1, (,d) +& against the alternative of a
SETAR(m) for anym> 2

The estimation of the SETAR(m) is estimated by tksgsiare approaches. We define the

parameter vectord =(a,,q,,...,a,,,y,d ) The least-square estimatd solves the

minimization problem given as follows:
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6= arggmin Yo ma Xl (nd) -y, Xl (1d))? (4.18)

n

When collecting the estimation residuals into reth vectore, the sum of the squared

residual is calculated as follows:

(4.19)

Finally, to test the hypothesis of SETAR(j) agai8&TAR(k) (k > j) is to reject for large

value of the following statistic:

S-S
Fy = 4.20
i = N( S, ) (4.20)

Least square approaches are used to estimate &rénice in SETAR models. The
hypothesis test is based on the classic F statigtich is straightforward to calculate.
However, the inference has to be handled by thailation-based method since the
asymptotic distribution of the test is non-standamnd the presence of nuisance parameters

are only identified under the alternative hypotkesi
4.5.2.3 Threshold Model Analysis

Given we have found the threshold effect involvediparticular time series, it is natural
to model the association in a threshold model. Gbkeeral format of a two-regime

threshold model can be specified as follow:

y, =6,x +e for g <y (4)21

y, =6,% +e forq >y (4)22

where g, denotes the threshold variable (i¥é.,, in the SETAR model), which is used to
split the sample into two regimeg.is the threshold value. The random variaglés a

regression error.
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Our empirical study focuses on the restricted fononetary model since the unrestricted
form of the monetary model could concern more patars. The restricted form of the

monetary model in our study is specified as follows

Ae =c+abm + [hy, + AN, +€, . (4.23)

See the data description section for the detaileich definition. Before estimating the
threshold model we pre-estimate the associatiom wie linear specification for the
exchange rate Euro/US dollar and Japanese yen/U&.dbable 4.13 reports the least
square estimation results, which is obviously \nol® the monetary exchange rate model.
Only the coefficient on the money supply, for Jasyen, is significant but wrongly

sighed. All other coefficient estimates are indigant, even if correctly signed.

In our threshold model we use the interest ratthaghreshold variable to determine the
number of regimes involved in the association. €hae two reasons to choose interest
rate as the threshold variable: one reason is Bectnat interest rate is the main driving
force in the monetary model to impact the movemantsxchange rates. Moreover, the
threshold effect tests indicate that among the re¢wveonetary fundamentals, the interest

rate is the best choice to be the threshold vaiabl

We test the number of the regimes with Hansen (L889hod. Table 4.14 reports the test
result of threshold effects for the two exchangesaWe report the p-value for the test
statistics in the parenthesis. The test resultcatds that there are threshold effects
involved in the interest rates for the two casggcHically, the tests reported in Table 4.14
shows that there are two regimes for both Euro/@ladand Japanese yen/US dollar.
Consequently, we proceed to the threshold modehason. For a case of two-regime

model, the linear model in Equation (4.23) can keerded to a two-regime model. In

regime 1, we can have specification as follows:

e =c, +a,im +BAY, + 301 +é, (4.24)

See data description section for detailed datenitiefns. For the regime 2 we have the

equation as follows:

De =, +@,Am + BBy, +FAi +&, (4.25)
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The estimation results are reported in Table 4TI results show most coefficients are

not significant and wrongly signed even if they significant.

Additionally, we also use the deviation of the exope rates from their monetary
fundamental values as the threshold variable imast the nonlinear model, within which

the deviation is based on the error correction tdemived from the cointegration analysis
in the last section. However, this still can’t irape the estimation results in terms of the
coefficient signs and magnitudes. Also, the esiwnat don't get improved even if we

consider the endogeneity of the explanatory vaembl

4.5.3 Nonparametric Approach

Without specifying the specific nonlinearity, nong@aetric approaches can model the
nonlinear association between exchange rates ametary fundamentals. Nonparametric
methods don’t make any auxiliary assumptions onftinetional form of the relationship
between variables. Instead of estimating parametées objective of nonparametric

methods is to estimate the regressior f (x,) +&,, t =1...,T directly. Most methods of
nonparametric approaches implicitly assume that is(g smooth and continuous function.

Nonparametric methods can be adopted when the Inggistunder the classical regression
methods can not be verified or when we only foausghe predictive quality of the model

and not its specific structure.

4.5.3.1 Locally Weighted Regression

We examine the possible nonlinearity indirectlyhwitbonparametric methods. Specifically,
we adopt the locally-weighted regression (LWR), eithivas developed by Cleveland,
Devlin and Grosse (1988) and Cleveland and Dewl#88). Meese and Rose (1991) use
locally weighted regression to examine classicahetary models. However, their analysis
only focuses on the restricted forms of monetarydet® within which they impose

homogeneity for the corresponding series betweanedtic and foreign economies. We
examine the unrestricted form of the flexible-prioeonetary model. Moreover, our

analysis use more recent and longer span of tleesgathan their study.

Locally weighted regression is a procedure foimfiita regression surface to data through

multivariate smoothing. Cleveland, Devlin and Ge$%988) and Cleveland and Devlin
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(1988) develop the related detailed theories. Wwigde a brief summary of the method.
The assumed regression model is specifiedyas f(x)+¢,, t=1...,T , wherey,
represents the observations of the dependent \@rigbrepresents the observations f
independent variablest (i a smooth function and, are i.i.d normally distributed

disturbance with mean zero and finite varianzé. The estimation objective is to

approximatef (.)at a pointx.

To estimate the estimatdr(.) of f(.), for univariate case, i.ep= , locally weighted
regression useq= oI observationsp is between 0 and 1j is truncated to an integer.

Let d(x) be the distance of x to thgth nearest value , the weight for the poingx,,y, )
is defined asw, (X) :W(%) , then a linear or quadratic function can be adbptethe
X

independent variable to the dependent variable bighted least squares with weight

W (x) at the point(x,,y, ) The estimatorf (.) will be the value of the fitted function at.
For multivariate case, i.ep= ,Z; is a vector ofp observations ana is a value in the
p-dimensional space of the independent variables ol(.) be a distance function in the

space andd(x )Ye the distance ox to thegth nearestx . Then the weight for point

P(X —x))_

40 The locally weighted regression &f.) is the
X

(X.¥) becomesw (x) =W(

value of the fitted function atx : g observations which are close to in the
neighbourhood are chosen, these observations agaedeaccording to the distances ko
with weightsw, (x ). A linear or quadratic is fit by weighted leaguares. The form of the
A T
estimate is linear iry,: f(.)=ZIi(xi)yi , wWherel; (.)is the weight of the points. The
i=1
standard techniques of statistical inferences canapplied to the locally weighted

regression.

The quality of the estimation depends less on liag@e of the weight function than on the
distance function (bandwidth), which makes it intpat to choose the most appropriate
bandwidth. We aim to choose a value that is notstoall (keeps bias low) or not too large

(not induce more sampling variability). In our emgal study, we follow suggestions of

Cleveland and Devlin that we choose the weighttionow(v) = (1-v®)® for 0<v<1. For
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distance function p(.) , we use the Euclidean distance function, specifiesl
(% %) =[D.(x=%)?1"?, which denotes the Euclidean distance betweemdx . To

choose window size we test a rangecobetween 0.4 and 1.0. We test the specifications

from the quadratic to linear fitting to get a balarbetween the bias and variance. Finally,
the linear fitting is used in our empirical studince most of the local regression

methodology is oriented toward finding low-biasiresites.
4.5.3.2 Nonparametric Analysis

We aim to revisit the relationship between excharages and monetary fundamentals
including money supplies, productions and long-ténterest rates. To get consistent
estimates of locally weighted regression, we usigle lag of the explanatory variables in
our estimations since all the explanatory variaimeslved can not be weakly exogenous.
We normalize all the concerned series by dividimgjrtcorresponding standard deviations
before we implement the regressions.We conduchtmparametric experiment with the
unrestricted form of the monetary model which aBowll the concerned monetary

variables to function individually. The equatiorsigecified as follows:

& = MMy Yoy Vi e v )+ & (4.26)

where all the concerned variables are defined egiqusly. The idea of unrestricted form

of the monetary model is similar to the unrestdct®integration vector analysis which

allows all the involved regressors to contributettie exchange rate determination. The
method gives sufficient freedom to the concernetibées. But one disadvantage of the
nonparametric method is that the approach has moeaic theory to support the function

form, which makes it harder to explain the resuBame as the empirical studies in the
previous sections, we leave the last two years ftatdhe use of forecasting in out-of-

sample. Table 4.16 reports the in-sample estimadod out-of-sample forecasting

performances for the unrestricted form of the marnemodel.

Overall, the estimation results demonstrated in |[§ah.16 show that monetary
fundamentals have significant explanation poweth® movements in exchange rates in
terms of the higher coefficients of the determioatin in-sample estimations. In out-of-
sample forecasting the experiments show that thestncted form of the LWR monetary

models outperform the random walk process for lkatfo and Japanese yen.
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4.6 Summary and Conclusion

According to the flexible-price monetary model, sththapter revisits the association
between exchange rates and monetary fundamentdighei extended span of time series
for the exchange rate Japanese yen/US dollar amd/WEs dollar. Using the Johansen
cointegration procedure, our study demonstratevahdity of the flexible-price monetary
model to describe the long-run association betwegohange rates and monetary
fundamentals. Furthermore, our intensive nonlirstadies suggest various nonlinearities
involved in the relationship. The experiments cé #rror correction model suggests the
short-run deviation of the exchange rates from ltmg-run equilibrium values can be
captured by the error correction model, which otftpens the random walk process in
terms of the forecasting in out-of-sample. The Illgeaeighted regression of
nonparametric approaches shows that monetary fumdtats can describe well the
movements in exchange rates in a completely umctsir frame. Moreover, the
forecasting power of the nonparametric model is tipdsetter than the random walk
process. However, we do not find the support efdkchange rate monetary model in the
experiment of threshold models. But we don’t rulg the possibility of the existence of
the threshold models for the monetary model sinmees other issues involved can
contribute to obtain the negative results. Foraneg, it could be because of the choice of
the threshold variable or the choice of the thresheethod.

The monetary model does not perform well in emplrgtudies though it is the workhorse
for the determination of normal exchange rates. iiensive studies show if we treat the
model carefully and adopt appropriate econometgthads, we can find the success of the

monetary model in empirical studies.
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Appendixes

Table 4.1 Tests for a Unit Root in the Data (Seoieapan)

level 7, 1° Differencer,, level 7, 1° Differencer,
g -1.3416 (1) -14.9005 -2.0221 (1) -14.8891
m -1.1734(1) -17.7209 -2.4466 (1) -17.7323
itl -0.9227 (1) -17.4226 -3.2437 (1) -17.4092
y, -1.0425(4) -6.6203(3) -1.9428 (4) -6.6082 (3)
Notes: The symbolg, , m,, itI and Yy, denote, respectively, the spot exchange ratenéneow money

supply, the long-term interest rate and industgedduction. The asterisk variables denote the dorei
variables (see the text for data source and exgatitions). The reported numbers in the columre the
Dickey-Fuller statistics for the null hypothesisaththe sum of the coefficients in the autoregressiv

representation of the variables sum to unﬁx. is the test statistic allowing for only constamtmean and

T, is the test statistic allowing for both constantl@rend in mean. The numbers in parenthesis tifese
statistics indicate the lag length used in the mgi@ssion, determined by the Schwarz informatritergon..
For the test statistics, the null hypothesis is tha series in question is(1) .
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Table 4.2 Tests for a Unit Root in the Data (SeoieSuro)

level 7, 1 Differencer, levelr, 1°* Differencer,
g -0.6179(1) -6.9884(1) -2.6649 (1) -7.1396 (1)
m 0.4878(1) -7.1413(1) -2.7195 (1) -7.3862 (1)
itl -0.4614 -4.8391 -2.7454 -4.8819
y, 0.1200(1) -14.8930 -0.8067 (1) -14.8496
Notes: The symbol€, , m,, itI and Yy, denote, respectively, the spot exchange ratendmeow money

supply, the long-term interest rate and industgedduction. The asterisk variables denote the dorei
variables (see the text for data source and exefatitions). The reported numbers in the columres the
Dickey-Fuller statistics for the null hypothesisaththe sum of the coefficients in the autoregressiv

representation of the variables sum to unn)J/. is the test statistic allowing for only constamtmean and

T, is the test statistic allowing for both constantl drend in mean. The numbers in parenthesis tifese

statistics indicate the lag length used in the gh@ssion, determined by the Schwarz informatittergon..
For the test statistics, the null hypothesis is the series in question is(l) .
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Table 4.3 Tests for a Unit Root in the Data (Seoied.S)

levelr, 1° Differencer , Levelz, 1° Differencer,
m, -2.6023 (1) -6.5572 (2) -1.9671 (1) -10.6130
itl -1.1840 (2) -15.0646 (1) -2.4952 (2) -15.0928 (1)
Y, 0.2095 (2) -9.3949 (1) -2.9683 (3) -9.4207 (1)
Notes: The symbol$n, itI and Yy, denote, respectively, the narrow money supply,|ding-term interest

rate and industrial production (see the text fdad@urce and exact definitions). The reported rarmin the
columns are the Dickey-Fuller statistics for thdl mypothesis that the sum of the coefficients I t

autoregressive representation of the variablesteumity. T P is the test statistic allowing for only constant

in mean andr’, is the test statistic allowing for both constand arend in mean. The numbers in parenthesis

after these statistics indicate the lag length usedhe autoregression, determined by the Schwarz
information criterion.. For the test statistics thull hypothesis is that the series in questioh(l .

Table 4.4 Misspecification Tests of the VAR Estiroas

Euro/US dollar Yen/US dollar
Autocorrelation LM Tests LM(1) 0.1209 0.2726
LM(4) 0.2625 0.9846
LM(8) 0.8715 0.9369
Heteroskedasticity White test 0.4301 0.2817
Normality test 0.0580 0.000

Notes: Autocorrelation tests (LM (1), LM (4) and L[8)) denote multivariate Godfrey (1988) Lagrange
multiplier (LM) type test for the first, fourth arglghth order autocorrelations, the numbers redate the p
values for the corresponding test statistics; lostardasticity test denotes White (1980) type tesi@lue is
reported; normality test denotes the Jarque-Begra tyst, p value is reported.
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Table 4.5 Results of Johansen Maximum Likelihootinkstion (Japanese yen)

Trace Test Trace Test (Bartlett corrected)

Test Stat 5% critical Test Stat 5% critical
r<0 150.7413* 125.6154 150.6390 119.0333
r=1i 110.2436* 95.75366 109.8840* 90.6879
rs2 73.20739* 69.81889 71.3363* 65.6812
<3 4g81403 47.85613 47.0563% 44.7681
r<4 26.41220 29.79707 26.9663 27.8897
r<5 7.910242 15.49471 8.9030 14.5554
r<6 0.008857 3.841466 0.0046 3.8415

Notes: I denotes the number of cointegrating vectors; #hechtical values of the Trace statistics are taken
from Osterward-Lenum (1990); asterisk (*) denotes riejection of the hypothesis of no cointegrativ®%
significance level; critical values for Bartlett rcected trace test is based on Doornik (1998); I&art
corrected trace test is computed using SVAR 0.4p:(hwww.texlips.net/svar/index.htm).

Table 4.6 Results of Johansen Maximum Likelihootinkagtion (Euro)

Trace Test Trace Test (Bartlett corrected)

Test Stat 5% critical Test Stat 5% critical
r<0 148.0000* 125.6154 146.3251* 121.2331
r=l 105.8670* 95.75366 104.0291* 90.9609
r=2 70.55259* 69.81889 68.6458* 67.0571
r<3 45.33103 47.85613 43.0012 44.4335
r=4 21.03687 29.79707 22.4194 29.2753
r<>5 7.290067 15.49471 6.9106 14.975
r<6 0.264802 3.841466 0.2377 3.8415

Notes:I' denotes the number of cointegrating vectors; fhechtical values of the Trace statistics are taken
from Osterward-Lenum (1990); asterisk (*) denotesrejection of the hypothesis of no cointegratvu%
significance level; critical values for Bartlett rcected trace test is based on Doornik (1998); I&&rt
corrected trace test is computed using SVAR 0.4%:(hwww.texlips.net/svar/index.htm).
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Table 4.7 Some Commonly Imposed Monetary Restnistior the Monetary Model

H B8 =-05,=-1
H,:5+6,=0
Hy:B,+5,=0
H,=H,nH,
Hy=H, nH,
Hy=H, nH,
H,=H,nH,nH,

Notes: The table summarises commonly imposed céstis on the specification of monetary model given

asg =AM +Am +BY, +BY, +Bi +Bi +&.

Table 4.8 Tests of Some Popular Monetary Restristio

Japan Euro

5.899603 [0.0151447] 9.656485 [0.001887]

-

5.582769 [0.0181229] 5.511429 [0.021989]

N

8.649896 [0.003271]  5.566310 [0.018309]

w

7.314196 [0.025807] 21.39208 [0.000023]
12.6985 [0.0017483] 10.00446 [0.006723]

[&)]

8.698469 [0.012917]  6.106066 [0.047215]

[«2]

I T I T I I T
S

13.19954 [0.004224]  21.54746 [0.000081]

7

Notes: H, to H represent the hypotheses summarized in TableTA&.numbers not in parenthesis are

X test statistics. The numbers in the square braeketmarginal significance levels.
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Table 4.9 Tests of Exclusion Restrictions

Japanese yen/US dollar Euro/US dollar

Money supplies  7.6256 [0.022086] 19.129 [0.000070]
Outputs 12.669 [0.001773] 12.129 [0.001515]
Interest rates ~ 11.290 [0.003534] 7.5082 [0.023431]

Notes: This table reports the series exclusiors testthe monetary model normalized on the exchaatge

the numbers outside of the parenthesis %{fetatistics and the numbers in square brackets arginal
significance levels.
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Table 4.10 Parameter Estimates of the Error-Caardfiodel (Euro/US dollar)

Dependent variable Ae,

Constant 0.070413 (0.0448)
Am, -0.927896 (0.02464)
Am * 0.729711 (0.1135)
N 0.0316083 (0.01119)
ecm -0.207636 (0.04226)
R2 0.91236

£ 0.005475

F(4,96) 264.5 [0.000]

AR 1-5 test: F(5,67) 1.9236 [0.1019]
Normality test: Chi*2(2) 9.2156 [0.0100]
Hetero test: F(10,61) 0.61123[0.7984]
Hetero-X test: F(20,51) 0.53937 [0.9342]

Notes: The ECM model is estimated by ordinary quslarestis the coefficient of determinatior&E is
the standard error of the regression; figures memqtheses after coefficient estimates are stanelaods; we
also report the Lagrange multiplier serial corielafrom lag one to five in residuals; heteroskeiday test
statistics are based on quadratic and cross-prdadurtof the regressors; all the test statistiesdistributed
as central F distribution under the relevant nyibdthesis, with the degree of freedom in parenshesd
marginal significance levels in squared bracketsrahe test statistics; the joint significanceaested with
the aid of an F statistic while the significancetloé error-correction term and other regressors/ahgated
with a T statistic.
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Table 4.11 Parameter Estimates of the Error-Caaedfiodel (Japanese yen/US dollar)

Dependent variable Ae

Constant 0.007140 (0.000857)
Ae, -0.196340 (0.094108)
Ae_, -0.142225 (0.056548)
Am -0.696862 (0.042555)
Am_, -0.270160 (0.074984)
Am_, -0.153279 (0.050455)
Ay, -0.240341 (0.052362)
A, 0.007958 (0.003636)
AiS 0.003006 (0.001549)
ecm,, -0.014830 (0.006601)
R? 0.7197

SE 0.014771

F(9,403) 121.8 [0.000]

AR 1-7 test: F(7,372)  1.5011 [0.1654]
Normality test: Chi*2(2) 21.272 [0.00018]
Hetero test: F(18,360)  4.0361 [0.0000]
Hetero-X test: F(54,324) 4.1976 [0.0000]

Notes: The ECM model is estimated by ordinary qusnarest is the coefficient of determinatior&E is
the standard error of the regression; figures ireqtheses after coefficient estimates are Whitef198
corrected standard errors; we also report the lnmgranultiplier serial correlation from lag one ®ven in
residuals; heteroskedasticity test statistics aseth on quadratic and cross-product form of theessgrs; all
the test statistics are distributed as centrakEidution under the relevant null hypothesis, with degree of
freedom in parenthesis and marginal significaneeltein squared brackets after the test statistiesjoint
significance is tested with the aid of an F statiatile the significance of the error-correcti@nrh and other
regressors are valuated with a T statistic.
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Table 4.12 Out of Sample Forecasts: ECM Monetargdio

Models RMSE: Forecasting Horizon (months)

1 3 6 9 12
Euro/dollar
"ECM  0.019048978  0.019075327  0.020145789  0.021732 023211
RW 0.022554564  0.02265186 0.028065 0.024445 0.02182
yen/dollar
"ECM  0.0164281746 0.0170305761 0.0181297815 0.0KBBP3 0.0188787073
RW 0.029062706  0.031616901  0.031721507  0.029177812031630935

Notes: This table reports the forecasting perforrearbetween ECM models and random walk (RW) process
for the exchange rate Japanese yen/US dollar @ed)Euro/US dollar (Euro), over the period Septambe
2005 to September 2007.
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Table 4.13 Linear Model Estimations

Ae Euro/US dollar Japanese yen/US dollar
Am, 1.297600 (0.4824) -1.186818 (0.0000)
Ai, -1.749120 (0.4194) 0.029403 (0.8006)
Ay, 6.161777 (0.1613) 2.995027 (0.5451)
C -0.082095 (0.3253) 0.000823 (0.8969)

Notes: The exchange rate chand€, is calculated as\e =(g —€_,)/€_, and the corresponding

contemporaneous monetary fundamentals are coretruas AM =(M —M.,,)/ M., —(Mt —Mt12)/ Mi-az

(see texts for detailed explanations); numberamparenthesis are the coefficient estimates; nusninethe
parenthesis are the p values for the corresponmirgmeter coefficient significance tests.

Table 4.14 Regime Number Tests (Hansen, 1999)

Euro/US dollar Japanese yen/US dollar
1/2 33.622475 (0.028795) 396.355735 (0.00000)
2/3 34.289795 (0.7700) 1527.248850 (0.63000)

Notes: The threshold effect tests are based otethe of interest rate; 1/2 and 2/3 denote, respelgti the
hypothesis test is null hypothesis of 1 regime gfa2 regimes and 2 regimes against 3 regimes;efigniot
in the parenthesis are the test statistics of tatafistic of Hansen (1999); figures in the paresih are the
simulation-based p-values for the test statistics.
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Table 4.15 Threshold Model Estimations

Ae, Euro/US dollar Japanese yen/US dollar
Regime 1 Regime 2 Regime 1 Regime 2
Am 0.2443710 -0.1849082 -1.371777 -1.389924
(0.8167169) (0.8932050) (0.119426) (0.203891)
Ai, 1.190002 -0.292207 0.014266 -0.010649
(2.183613) (1.63636) (0.030913) (0.036219)
YA 1.533665 0.06692503 0.826844 0.613519
(1.808895) (2.560614) (0.640419) (4.002981)
C 0.159589 0.0206816 -6.15E-05 0.002338
(0.771334) (0.149416) (0.001691) (0.008586)

Notes: The exchange rate chande is calculated as\e =(g —€_,,)/€_, and the corresponding

contemporaneous monetary fundamentals are coretruas AM =(M —m.,,)/ M., —(Mi —M12)/ M1

(see texts for detailed explanations); figures ingparenthesis are the coefficient estimates; &égun the
parenthesis are the test statistics for the caefficsignificance tests.
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Table 4.16 Estimates and Forecasting with Locakyghted Regression
(Unrestricted Monetary Model)

RZ

Euro/US dollar 0.310
Japanese yen/US dollar 0.435

RMSE: Forecasting horizons (months)

1 3 6 9 12
Euro/dollar
LWR

0.015990752 0.016666489 0.013968866 0.01491226 0.01612644
RW 0.016776875 0.028087996 0.044902497 0.05961996  0.07480505
yen/dollar
LWR

0.020281574 0.028250091 0.029957215 0.030992282 0.032026553
RW

0.021142813 0.030467316 0.034595556 0.03579283  0.041196816

Notes: This table reports the forecasting perforcearbetween local-weighted regression and randolikn wa
(RW) process for the unrestricted form of the manetnodel, on the exchange rate Japanese yen/Us dol
(yen) and Euro/US dollar (Euro), over the periogt8mber 2005 to September 2007.
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Chapter 5

Exchange Rates and Order Flow: Price Impact and Forecasting

5.1 Introduction

In exchange rate economics one conventional comsemse about exchange rates is
exchange rates follow a random walk process fayuleacies less than annual, such as
daily, weekly or even monthly. However, exchangesashow some trend, cyclicality or
general history dependence at lower frequencies.cdntrast to macroeconomic
fundamental analysis at lower frequencies, studias microstructure approaches to
exchange rates focus on the movements in exchage at high frequency. In particular,
microstructure approaches emphasize how exchartge raspond to order flow, which

measures the net transaction pressure betweembused forces in the actual FX market.

The theoretical frameworks for microstructure apgies to exchange rates have been
sequentially built by Lyons (1997) and Evans andns/ (2002). In particular, the
portfolio-shift model proposed by Evans and Lyo2802) is initially set up in a customer-
dealer trading environment to show how order flempacts exchange rates. Evans and
Lyons apply the trading model to daily data obtedifrem the customer-dealer transaction
platform Reuters D2000-1 to examine the exchange dautsche mark/US dollar and
Japanese yen/US dollar over May 1 to August 31 1896 result, Evans and Lyons find
order flow can be a good series to determine thehange rate movement at daily
frequency. Similarly, empirical studies have apglthis theoretical framework to various
high frequency data from diverse interdealer trggtatforms. Killeen, Lyons and Moore
(2001) study the daily exchange rate German magkb¥r franc traded on the electronic
broking system (EBS) in 1998. Hau, Killeen and Mo{2003) study EBS data over 1998
to 1999 on the exchange rate German mark againsioU&. Berger et al (2006) study the
intraday EBS data on the exchange rate US dolfzafisse yen and Euro/US dollar
spanning over January 1999 to February 2004. Rgcdtat and Hashimoto (2006) study
the intraday EBS data on the exchange rate USrdd#panese yen over January 4 1998 to
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October 31 2003 and Euro/US dollar over Januar@@ 1o October 31 2003. Relevant
studies also have examined the data from centrddsbdime (2001) applies weekly data
from Norges Bank for the exchange rate deutsché&/tw&rdollar, British pound/US dollar

and Swiss franc/US dollar over July 1995 to Sepamil®99. Payne (2003) employs the
tick-by-tick real time foreign exchange trading alaf deutsche mark/US dollar from the
interdealer FX trading system Reuters D2000-2. @liyghese studies consistently confirm
a significant positive association between exchamgies and the corresponding

contemporaneous order flow.

We aim to revisit the association between exchaages and contemporaneous order flow,
and the predictability of the lagged order flowtbe future exchange rate. Our study uses
the intraday high-frequency transaction data frara of the leading interdealer electronic
broking systems, Reuters D2000-2. We implemengethpirical analysis via two different
measures of order flow. Our analysis demonstréigsat high-frequency (5, 10, 15, 20, 25
and 30-minute) there exists a strong positive aggon between exchange rate return and
contemporaneous order flow. However, our empirstatly shows weak predictability of
order flow on the future exchange rate return. I¢e avestigate the feedback trading in
the FX market but in our case this common theaaktitypothesis is rejected in our

empirical analysis.

Comparing with relevant researches, our study ssirdit from others in terms of the
approach to measure order flow, the approach tolemmgnt the contemporaneous
association and future prediction, and our particualata set. First, we use two different
measures of order flow to identify the impact ofl@r flow on the contemporaneous
exchange rate and the prediction of order flow be tuture exchange rate. Related
researches usually adopt the number of the netaction (number of buyer-initiated trade
minus number of seller-initiated trade) to proxg tibsolute value of order flow, which is
originally defined as the net value between theebuwyitiated trade and seller-initiated
trade. We use the net transaction values in ourirerapstudy though the number of
transactions is adopted in relevant studies. Itiquéar, in our empirical analysis we also
use the ratio of the absolute order flow to thel@érdow to proxy order flow. Second, we
examine the possible endogeneity of the contemporaorder flow from the feedback
trading and possible nonlinearity involved in tles@ciation. Third, we separately examine
the contemporaneous determination of the exchasigeand the prediction power of the
lagged order flow on the future exchange rate netim the analysis of prediction, we

identify the relative weak predictability of thestory order flow on the future return, the
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weak historical dependence of order flow and tlg Imarket efficiency in the actual FX

market. Finally, it is worth mentioning that we ube transaction data for the exchange
rate deutsche mark/US dollar from one of the legquhirokered inter-dealer trading system,
Reuters D2000-2. Relevant researches have extghsxamined the transaction data
from customer-dealer platform, central banks, dineter-dealer transaction platform

Reuters D2000-1 and broker inter-dealer transagdiatiorm EBS. As we discussed in the
survey section that the data from different sowsaally represent different characteristics
of the trading agents in the FX market that it isrthv revisiting the association using the

data from this different source.

The structure of Chapter 5 is as follows: Sectighi&iefly introduces the theoretical issue
about the association between exchange rates aled fiow; Section 5.3 describes the
data and constructs the series used in our emlparcysis; Section 5.4 introduces the
methodology arrangements adopted in our empiricalys Section 5.5 reports the results

of our empirical studies; Section 5.6 concludes thiapter.

5.2 Theoretical Issue

The theoretical models proposed by Lyons (1997) Brndns and Lyons (2002) are
designed to fit the structure of the actual foreégohange trading process. The two models
are termed as, respectively, hot-potato trading podfolio-shift model. Particularly,
Evans and Lyons (2002) frame the real market-markeghaviours in the FX market.
Their model captures the important aspects of exghaate determinations caused by the
actual foreign exchange transactions between th&eamngarticipants. For more details
about the model see the corresponding literatwiewesection in the chapter of Literature

Review. We summarize the relationship between ttehange rate returAp, and the

order flow x, in the specification as follows:

Ap, =a+ px +&, (5.1)

As the theoretical model suggested, the posititeraesaction pressure between the buy
and the sell increases the value of the excharigemia@ch is defined as the domestic price
of the foreign currency. The coefficiegt on order flowx, should take positive value. On
the contrary, the negative net transaction pressececases the value of the exchange rate.

As to the association between exchange rate rétprrand order flowx,, practical studies
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concern the causation relationship between thesesesies. Representative studies, such
as Killeen, Lyons and Moore (2001) and Payne (2003 the VAR structure and
Johansen cointegration procedure to examine thg-nom association involved. They
demonstrate a long-run cointegration relationstefwieen exchange rates and order flow
but a single direction of causality from order flbavthe exchange rate return. According to
the theoretical framework of Evans and Lyons (2002) empirical study examines the
impact of order flow on the contemporaneous exchaatg return and the predictability of

order flow on the future exchange rate return.

5.3 Data Description and Construction

In the empirical analysis we use the real transactiata for the exchange rate deutsche
mark/US dollar over October 6th to October 10th7L9Bhe datacomes from one of the
leading electronic FX transaction platforms, Rezif@2000-2, which is updated to D3000-
2 now. The original dataset contains two data fil@se dataset records the real time
quotes for the exchange rate Deutsche mark agdiastollar, which includes the time-
stamp, the best bid price and the best ask price @articular time. The other dataset
records the real time trade, which includes theststamp, the trade quantity, the trade
direction and the trade price. The vast majorityrafsactions on deutsche mark/US dollar
take place between 6 am to 6 pm, Monday to Fridtiypagh foreign exchange transaction
takes place on the Reuters system D2000-2 24 howay and 7 days a week. The
empirical analyses in the following sections arsdubon the sub-sample, which includes a
vast number of trades and provides us with a censiide power to test the impact of order

flow on the exchange rate.

The dataset has distinguishing features which amhwmentioning. The first noticeable
feature is that the dataset contains the real dddio® prices instead of the indicative
quotes which are often used in the relevant apmiedies. The mid-quote is a typical
proxy for the trade price. However, one fact ig th@ mid-quote may not represent a true
state of the market especially when the markehiis or the market is one-sided (i.e.,
strong buy pressure or sell pressure). Thus theqguide may not be representative.
Although our sample span is relatively short, whishfive days from October 6th to
October 10th 1997, our attention focuses on thecesson between the exchange rate
return and order flow at extra high frequency thmgtkes the time span of the sample is

" Great thanks to several academic staffs from barchool of Economics and Political science feirth
support and help to get the dataset.
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long enough to our analysis. Figure 5.1 shows ttehange rate dynamics at 5-minute
frequency. Another feature of the dataset is thebmtains the exact transaction values for
each trade instead of the number of the transactidnch is often adopted in the relevant
literatures, for example Evans and Lyons (1999)aly, with the trade direction indicator

(i.e., buy or sell) and the corresponding conterapeous transaction value, we can

calculate the total transaction value and ordev fiar each individual period.

In our empirical study, we adopt two version measuor order flow. According to FX

microstructure theories, when the trade direct®pasitive it indicates the actual trade is
initiated by buyer, which is termed as the tradéuger-initiated. On the contrary, when
the trade direction is negative it indicates thal teade is initiated by seller, which is
termed as the trade is seller-initiated. Order flgvat timet is defined as the net value

between buyer-initiated tradd3; and the seller-initiated trade, which is calculated by

the following formula:

X =§ B, (5-2)

We demonstrate order flow, in Figure 5.2, which graphically shows order flasva

stationary 1(0) process. Alternatively, we adopothier measure for order flow, advocated
by Ito and Hashimoto (2006). The measure defindsrdifow as the ratio of the net trade

pressurg(S, — B, Yo the corresponding contemporaneous total tradetgy Q, which is
equal to the sum of the two-sided tradgs,+ B, . We term this order flow as Order

Flow Ratio, xRatio,. xRatio, is calculated by the formula as follows:

xRatio, = (S, - B,)/(S, +B,). (5.3)

Why we introduce this measure for order flow? Thiition behind this measure is the

fact that the whole market activities vary from ¢ito time. The ratiokRatio, can measure

the degree of market activeness. We demonstrat@riheiple in the following typical
artificial example (Ito and Hashimoto, 2006): whba market is active in a particular time

period we can have a buyer-initiated trel8lee1000 and a seller-initiated trad=990.
But we can only have a buyer-initiated traBle=100 and a seller-initiate& =90 when the

market is calm. In the two scenarios we have tineesguantity of order flowk,, which is
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10. However, order flow ratioRatio, is, respectively, 0.001 and 0.01 in the two cases.

This example indicates the different charactessbetween these two different measures.

In Figure 5.3 we demonstrate order flow raxi@atio, at 5-minute frequency, which is

apparently different from the plot in Figure 5.2.

To examine the association between exchange ratesrder flow at high-frequency and
check the persistence of the relationship, we useinbite as the interval basis and
aggregate order flow to order flow at the frequen€yl0-minute, 15-minute, 20-minute,
25-minute and 30-minute. We construct the changieénlog of the spot exchange rate

(DM/$ times 100000) as the exchange rate ref\pn The inter-dealer order flow, is
measured contemporaneously with the exchange eatenAp, . Table 5.1 and Table 5.2

show, respectively, the descriptive statisticsth@ two measures of order flow at various

frequencies.

5.4 Analysis Concern and Arrangement

In our empirical analysis the primary goal is t@exne the association between exchange
rates and contemporaneous order flow and investitje predictability of order flow on
the future exchange rate. Before the formal implaiaiéon we discuss several issues
involved in the actual analysis. The first concerthe possible endogeneity of order flow
in the actual association between exchange ra@omer flow, which is usually due to
the simultaneity between foreign exchange tradind quoting. Another concern is the

possible nonlinearity involved in the associati@veen exchange rates and order flow.

5.4.1 Endogeneity

The corresponding survey section in Chapter 2 demmates that order flow carries
information and has permanent effect on exchantgs.rdvieanwhile, it is necessary to
concern the joint determination between exchantgsrand order flow, which is mostly
concerned in the feedback trading. Feedback trachegns the foreign exchange trading
determines the movements in exchange rates meanekdhange rate levels impact the
foreign exchange trading. Relevant empirical staidisually accept the assumption that
trade (order flow) precedes the quotes (tradingeg)i Under this implication the VAR
structure of Hasbrouch (1991a) has been frequemstid in exchange rate modelling, such
as Payne (2003) and Killeen, Lyons and Moore (20 pssess how informative order
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flow is. These studies include the contemporane@odsr flow in the exchange rate return
equation while they exclude the contemporaneouhange rate return from the trade
(order flow) equation. The non-standard VAR applolagically removes the endogeneity
issue from the simultaneity between the two sekksvever, there are arguments, such as
Lyons (1997) and Danielsson and Love (2006), thatet is contemporaneous feedback

trading between trades and quotes.

To check the simultaneity between the exchange aatk order flow, we adopt the 5-
minute interval data as the analysis basis. Thetioh behind this choice is that when the
tick-by-tick data is aggregated into low-frequerdata the feedback trade effect can be
identified easily. Love and Payne (2003) addreas ttie notation of feed backing trading
which allows order flow to respond to price movemseat frequency of less than one
minute is somewhat dubious. Danielsson and Loved@ROusing non-standard VAR
specification and instrumental variable (IV) methdohd if the data are sampled at
anything other than at the highest frequency thenfaedback trading may well appear

contemporaneous and the trading in petiatepends on the asset return in that interval.

Mapping the feedback trading to our single-directemuation estimation, we concern the
endogeneity of order flow in the single-directiogsaciation that we have to identify
whether order flow is endogenous in our specifaratioOn the presence of the endogeneity
coming from the jointly simultaneous determinatioetween the exchange rate and the
contemporaneous order flow, we should use instrantenhniques to handle the
endogeneity issue in the regression. Compared @it§ estimation, instrument variable
estimation (IV) and the generalized methods of muséGMM) estimation are for the
consistency at presence of endogeneity. Howevsujtsefrom IV and GMM hold cost of
the loss of efficiency if there is no endogeneitydlved in the specified equation. We
firstly regress the exchange rate return on ordew fat 5-minute and 30-minute
frequencies and check the correlation between dialerand the regression residuals. The
results reject the hypothesis that there is cdiogldbetween order flow and the residual

term of the equation.

5.4.2 Nonlinearity

The majority of the empirical studies we discusabdve confirm the positive association
between exchange rates and order flow in a lingaciBcation. Meanwhile, there is

possible nonlinearity involved in the relationshighich matters significantly in our short
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span sample. Payne (2003) identifies nonlineanitthe association and then he creates a
nonlinear VAR in his empirical analysis. Evans angbns (2005) directly use non-
parametric method in their empirical analysis, h&voids the drawbacks of the direct
parametric linear specification. We demonstrate gbatter-plots between the exchange
rate return and order flow at two frequencies (Bute and 30 minute) in Figure 5.4,
Figure 5.5, Figure 5.6 and Figure 5.7. These figumadicate clearly a systematic,
approximately linear positive relation between exue rates and order flow at both 5-
minute and 30-minute frequencies. We conclude tihatrelationship is clearly not the
result of a small number of outliers and no nordiity is evident in the association.

Given we have justified the linear association leetw exchange rates and order flow at
both frequencies, we can proceed to estimate tkeifgp association. In the following

subsections we introduce the arrangement for estigjythe contemporaneous relationship
between exchange rate return and the contemporareder flow, and the arrangement
for investigating the prediction ability of orddoW on the future exchange rate return at

high-frequency.

5.4.3 Contemporaneous Price Impact

The positive order flow represents net buying pressand the negative order flow
represents net selling pressure. Thus we expecbtlying pressure raises the transaction
prices and selling pressure lowers the transagirtoes. In the studies we discussed in
previous section the return equation includes Mlo¢ghcontemporaneous and lagged order
flow as the explanatory determinants, such as EgaadsLyons (2002) and Payne (2003).
Slightly different, at this stage we only includeetcontemporaneous order flow in the
determination regression and examine the contempots association between the
exchange rate movement and order flow at varioeguiencies (5, 10, 15, 20, 25 and 30
minutes). According to the two different measurésrder flow we discussed in the data
description section, our practical contemporane@gsession equations are specified as

follows. For order flow we have:

Ap,, =Cc+ax,, + &, (5.4)

and for order flow ratio we have:

159



Ap,, =c+a* xRatio, |, + &, (5.5)

where Ap,, denotes the exchange rate return over a hortzonx , and xRatio,

represent, respectively, the two different measofegrder flow over the same horizon.

&, is the error term. The horizdm is initially set up at 5-minute to calculate ordiew.

We aggregate the 5-mintue order flow to order faivirequency of 10-minute, 15-minute,

20-minute, 25-minute and 30-minute.

5.4.4 Future Price Prediction

To investigate directly the prediction power of erdlow on the future exchange rate
return, we only include the lagged exchange raterme and lagged order flow in the
return equation. Corresponding to the two contempeous determination equations above,

we specify the two prediction association as foow

Apt = :80 + zinilyiApt—i + z,mo: Xt_i + & (56)
and
Ap, = Bo+ Y VP + DS xRatio_ +é, (5.7)

where Ap, denotes the exchange rate return from petrieti to t. x,_; is the lagged order

flow. We regress the exchange rate return on tgeld order flow and lagged exchange
rate return at 5-minute and 10-minute frequencgpeetively. We choose 5 as the
maximum lagm for both the exchange rate return and order fl@ewthas is common
practice in the literature (see for example, Itd &lashimoto 2006). We understand that 25
minutes (with 5-minute frequency data) or 50 misujeith 10-minute frequency data) is
the maximum time in which order flow have a sigrafit effect on the exchange rate. Also,
considering the discontinuity of the data (we diolgus on period from 06:00 am to 06:00
pm in our contemporaneous analysis), we separak@ine the prediction power of order

flow in the Granger-causality regressions, basetherdata from the five different days.
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5.5 Empirical Analysis

During the test whether order flow is endogenouth& contemporaneous regression we
fail to accept the hypothesis that the order flswcorrelated with the regression residual
term. Moreover, this conclusion is valid for theotwneasures of order flow at all the
different chosen frequencies. Thus we accept thidityaof the assumption that trading
precedes the quoting. Relevant studies see Evah&yons (2002), Berger et al (2006)
and Ito and Hashimoto (2006). We proceed to theimrapcontemporaneous association

estimation and future prediction.

5.5.1 Contemporaneous Price Impact

Before the actual estimation, we firstly investegathether the two measures of order flow
in our study, order flow and order flow ratio, attionary process. Killeen, Lyons and

Moore (2001) find a long-run cointegration relatibetween exchange rate levels and
cumulated order flow. In our relative short sample expect that the two measures of
order flow are stationary process, which are shiowiigure 5.2 and Figure 5.3. Table 5.3
report the unit root test results for the two measwf order flow at 5-minute and 30-

minute frequency. The tests confirm that order flne 1(0) process at the two frequencies
in our samples (order flow and order flow ratio aomsistently 1(0) series at frequency of

10-minute, 15-minute, 20-minute and 25-minute).

According to Equation (5.4) and Equation (5.5) vee ©LS to implement the estimation
of the contemporaneous association. Table 5.4 ahdeT5.5 report the estimation results
for the impact of order flow on the contemporaneenshange rate return. For the two
measures of order flow, the results suggest allcthefficient estimates are statistically
significant and correctly signed at all frequenci€se magnitudes of the coefficients on
order flow imply that the contemporaneous impactooder flow is significant. The
determination coefficient R-squares range from ércent to 61 percent for the case of
order flow and vary from 26 percent to 52 percemtthe case of order flow ratio. These
results are consistent with the study of Evans laywhs (1999). They examine the same
association on the exchange rate deutsche markdolU&. We also separately regress the
exchange rate return on order flow for the fiveday our sample and the estimates are

significantly close to those we report here.
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Our coefficient estimates reported in Table 5.4 Jadble 5.5 are consistent with our
theoretical hypothesis. Meanwhile, they are diffiéne magnitude from the estimates of
Evans and Lyons (1999). We think one possible measmuld be because our estimate
concern the association between the exchange eatenrwith order flow at a higher
frequency, i.e., 5-minute and 10-minute frequenty. élowever, Evans and Lyons’s
analysis is based on the aggregated daily datacaWebserve in Table 5.4 and Table 5.5
that when the data frequency gets lower the impéairder flow gets larger. We also
observe the sensitivities of the approaches to nmeawder flow. The exchange rate return
IS more sensitive to order flow ratio than ordel

5.5.2 Prediction Analysis

To investigate the prediction of lagged order flow future exchange rate return, we
estimate Equation (5.6) and Equation (5.7) with OL&ble 5.6 and Table 5.7 separately
report, for the five days, the estimation resutlis the regression of the exchange rate
return on the lagged exchange rate return and ¢tagogger flow. Table 5.6 is for the case
that net order flow is taken as the explanatoryabde and Table 5.7 is for the case that
order flow ratio is taken as the explanatory vdaalésenerally, all the results indicate
weak prediction power of order flow on the futurecleange rate return. In the case of
order flow at five-minute frequency, reported inbl&5.6, except in day 3 and day 5, the
coefficients on the first lagged order flow are sanificant and wrongly signed. Other
coefficients on lagged order flow during the fivayd are also not statistically significant
and wrongly signed. In the case of order flow rateported in Table 5.7, the coefficients
are not significant even positively signed. Sintjlaat 10-minute frequency, reported in
Table 5.8 and Table 5.9, only in day 3 the coedfits on the first lagged order flow and
order flow ratio appear to be correctly sighed amghificant. The F-statistics for the
regressions show lagged order flow are not joidifferent from zero though in some

cases the adjusted R-squares are not essentiedly ze

Overall, the estimation results reported in Tahl® Fable 5.7, Table 5.8 and Table 5.9
suggest that lagged order flow has weak predictaluf the future exchange rate return.
For the majority the impact is not beyond 10 misutEhis result is consistent with those
of Berger et al (2006) and Ito and Hashimoto (2006§ results also appear to confirm the
conventional wisdom in the academic literatures tha exchange rate follows a random

walk process for frequency less than annual suclaidyg weakly or even monthly.
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5.5.3 Market Efficiency

Due to the significant impact of order flow on tbentemporaneous exchange rate return
and weak prediction of lagged order flow on theifatexchange rate return, we investigate
the serial dependence involved in order flow. Weestigate the autocorrelation of order
flow at 5-minute and 10-minute frequency, which al®wn in Figure 5.8, Figure 5.9,
Figure 5.10 and Figure 5.11. The figures indicdtat twithin 95 percent confidence
intervals the autocorrelation is centered at zehmwn as shade areas. Within the entire
sample span the highest level (positive) of aut@tations are only found at lag 1 at 5-
minute frequency. The weak autocorrelation is cxirst with the prediction analysis

results that order flow has weak prediction on exgfe rates at 5-minute frequency.

For the data at 10-minute frequency the autocdroeleof order flow is demonstrated in
Figure 5.10 and Figure 5.11. According to the fag rapparently, we can't find strong
autocorrelations involved, even at the first lagu3 there is no significant impact on the

exchange rate return beyond 10 minutes.

The weak autocorrelation in order flow, demonsttateFigure 5.8 to 5.11, indicate how
poorly informative a dealer’s trading informatios to other dealers in the FX market.
Consistent with this fact, the portfolio-shift médef Evans and Lyons (2002) truly
indicate that the initial order flow in the first® round trades doesn’t suggest much actual
market information to all the involved dealers wdlavays attempt to avoid revealing their
own inventory positions and trading motivationse8fically, the price (exchange rate) in
the portfolio-shift model is assumed purely to leéedmined by the market makers existing
in the FX market. Meanwhile, in the inter-dealerrke# these market makers are various
financial institutions that always attempt to pattthemselves and make speculation with
informed information. Thus, the information baseul the post-trade order flow can’t

reflect all information of the prices.

5.5.4 Daily Forecasting of Order Flow on Exchange Rates

Additionally, we examine the predictability of ordilow on the future exchange return
with the daily frequency data used by Evans andnky(2002). Table 5.10 reports the
Granger-causality regression results of deutschk/@ dollar and Japanese yen/US
dollar on the lagged exchange rate returns andethggder flow at the daily frequency.

The coefficients on the first lag of order flow ackearly positive but not statistically
163



significant. The F-statistic and p-values indicttat the lagged order flow have no any

predictive power on the future exchange rate return

5.6 Conclusion

The microstructure theories suggest that order ftawies information and has permanent
effects on exchange rates. Using the transactida da the exchange rate deutsche
mark/US dollar from one of the popular trading fdans, Reuters D2000-2, we examine
the association between the exchange rate and toder Our analysis demonstrates at
intraday high-frequency order flow is a valuablgedminant for the contemporaneous
exchange rate returns. However, our experimenthefprediction of order flow on the
future exchange rate indicate that the impact deoflow on the future exchange rate is
quite vulnerable. Actually, the prediction on th&ufe exchange rate return can't go
beyond ten minutes. In the single equation analysisilso investigate the possible reverse
causality from the exchange rate return to ordewflwhich is termed as the feedback
trading. However, our empirical analysis shows prtlew can’t be an endogenous
variable in the contemporaneous determination ioglship. We also investigate the
historical dependence between sequential order Hotwve find the weak link between

two close foreign exchange trades.

Market participants in the inter-dealer FX markétagys attempt to make profits with
informed information. This feature determines thase individual market participants
always attempt to be invisible to others. Thusha sequential foreign exchange trades
these dealers’ positions are not easy to be usemth®ys as the basis to judge the future
foreign exchange rate movement direction. It igiaift to use order flow to predict the

future exchange rate return.
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Appendixes

Table 5.1 Order Flow Descriptive Statistics at Bxiént Horizons

5 minutes 10 minutes 15 minutes 20 minutes 25 ragut 30 minutes
Mean 0.881667 1.763333 2.645000 3.526667 4.408333.290600
Median 1.500000 5.000000 8.000000 4.000000 1.00000®.000000
Maximum  215.0000 269.0000 356.0000 410.0000 288.000 324.0000
Minimum -234.0000  -197.0000  -321.0000  -279.0000 5:8@00 -366.0000
Std. Dev. 39.64055 58.94865 76.67211 90.37102 2692.3 115.9329

Note: This table reports some summary statisticefder flow, measured in millions of dollars, atnute
frequency, and aggregated to 10-minute, 15-mirB@eninute, 25-minute and 30-minute frequencies.

Table 5.2 Order Flow Ratio Descriptive Statistit®#ferent Horizons

5 minutes 10 minutes 15 minutes 20 minutes 25 t@géu 30 minutes
Mean 0.031845 0.027866 0.026526 0.029278 0.025767.020082
Median 0.032796 0.043438 0.043140 0.015080 0.001379.023331
Maximum  1.000000 0.736842 0.709924 0.684211 0.53142 0.435780
Minimum -1.000000  -0.729167  -0.725191  -0.531469 51@647 -0.428571
Std. Dev. 0.392208 0.304738 0.270706 0.236041 aa9 0.195233

Note: This table reports some summary statisticofder flow ratio at 5-minute frequency, and aggted
to 10-minute, 15-minute, 20-minute, 25-minute afeh@nute frequencies.
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Table 5.3 Tests for a Unit Root in the Data (offtta&s and order flow ratio)

Horizon, h level7, 1st Difference , Levelr, 1st Difference,
5-minute

X, -20.60183 -13.58463 (9) -20.65302 -13.57312 (9)
xRatio, -21.05210 -15.15247 (7) -21.15086 -15.13972 (7)
30-minute

X, -10.55059 -12.63489 (1) -10.68869 -12.56727 (1)
xRatio, -10.69478 -10.59656 (2) -11.26808 -10.53929 (2)

Notes: The symbolx; and XRatiOt denote, respectively, order flow and order flowargsee the text for

data source and exact definitions). The reportedbaus in the columns are the Dickey-Fuller statssfor
the null hypothesis that the sum of the coeffigdeintthe autoregressive representation of the sasum

to unity. T, is the test statistic allowing for only constantmean and’, is the test statistic allowing for

both constant and trend in mean. The numbers ienplagsis after these statistics indicate the lagtleused
in the autoregression, determined by the Schwadiarmation criterion.. For the test statistics, thell

hypothesis is that the series in questiot (%) .
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Table 5.4 Estimates of Equation (5.4) at Differdntizons

Horizon, h Beta-hat (OF) R-squared
5 minute 0.9083667 (0.0389624) 0.4757
10 minute 0.9149569 (0.0491146) 0.5388
15 minute 0.9182686 ( 0.0572092) 0.5667
20 minute 0.9525129 (0.0640856) 0.6004
25 minute 0.8624387 (0.0727042) 0.5421
30 minute 0.8703092 (0.0695521) 0.6135

Notes: The net order flow (OF) represents the mdtiev of buyer-initiated trade minus the selleriatéd
trade, measured in millions of dollars; numberstie parenthesis are the standard errors for the
corresponding coefficient estimates.

Table 5.5 Estimates of Equation (5.5) at Differdntizons

Horizon, h Beta-hat (OFR) R-squared
5 minute 0.6821226 (0.04672573) 0.2618
10 minute 1.36.3381 (0.1159284) 0.3177
15 minute 2.04.9136 (0.1991693) 0.3495
20 minute 3.13.3242 (0.2923226) 0.4349
25 minute 3.40.3084 (0.3952186) 0.3827
30 minute 4.765898 (0.4607529) 0.5196

Notes: The net order flow ratio (OFR) represents thtio of net order flow to the corresponding
contemporaneous trade quantity over the same pem@asured in millions of dollars; numbers in the
parenthesis are the standard errors for the camneksipg coefficient estimates.
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Table 5.6 Granger Causality Estimation of Equafmi) (5-minute Frequency)

Day 1 Day 2 Day 3 Day 4 Day 5
Order Flow
L1 -0.118071 -0.137330 0.218996 -0.220818 0.293388
(0.19506) (0.16762) (0.16716) (0.23302) (0.20688)
L2 -0.120591 -0.088450 -0.060422 -0.013327 -0.299061
(0.19228) (0.16622) (0.16300) (0.23357) (0.20852)
L3 0.108081  -0.172152 0.268007 -0.447154 -0.410111
(0.19130) (0.16703) (0.15693) (0.23714) (0.20512)
L4 -0.190258 -0.311102 -0.051263 -0.014220 0.235299
(0.18857) (0.16644) (0.15932) (0.23410) (0.21190)
L5 -0.022752 0.270998  -0.096563 0.167554 -0.269974
(0.18485) (0.15131) (0.15590) (0.23372) (0.20186)
Exchange Rate Return
L1 0.150455 0.256772  0.023109 0.257228  -0.135055
(0.17953) (0.16881) (0.17056) (0.17044) (0.17139)
L2 0.064654  -0.043441 -0.086769 0.148246  0.031216
(0.17867) (0.16814) (0.16403) (0.17029) (0.17199)
L3 -0.015274 0.217579  -0.239797 0.330404  0.255290
(0.17925) (0.16979) (0.16118) (0.17486) (0.16949)
L4 0.172611 0.385293  -0.093093 0.106227 -0.215438
(0.17717) (0.16870) (0.16256) (0.17636) (0.17468)
L5 -0.169169 -0.245181 -0.055984 -0.232155 0.121239
(0.17404) (0.15871) (0.16353) (0.17743) (0.17028)
Constant 2.816570 -0.516888 -5.881906 -1.067474 7.343517
(4.10656) (4.00396) (3.26599) (5.48496) (5.01448)
Adjusted R-sq -0.013954  0.047594 0.020127 0.030615).038009
F-statistic 0.844486 1.564692 1.232112 1.356878 46187
p-value 0.5872 0.1277 0.2796 0.2110 0.1707

Notes: This table reports the results of the regjoes of the exchange rate return at 5-minute fraqy on
five lags of order flow and five lags of exchangeerreturns over the five days in the sample; Stahdrrors
are reported in the parentheses below the coeffigstimates; The F-statistics and p-value are filean-
tests that lagged order flow coefficients are pait]y different from zero.
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Table 5.7 Granger Causality Estimation of Equafmii) (5-minute Frequency)

Day 1 Day 2 Day 3 Day 4 Day 5
Order Flow Ratio
L1 0.0127747 -0.1026879 1.431332 0.9731951 1.370567
(1.35864)  (1.64811)  (1.32566) (1.74083)  (1.59191)
L2 0.1546971 -0.0067625 1.739592 -0.8501948 0.2341238
(1.35789)  (1.64395)  (1.28954) (1.76384)  (1.57967)
L3 1.132090 -1.9.84280 0.9612191 -1.539022 -1.961865
(1.36198)  (1.62947)  (1.26949) (1.77396)  (1.60199)
L4 -1.763775 -2.677360 0.4618692 0.8257213 -0.2814629
(1.35909) (1.68247)  (1.26981) (1.76976)  (1.53728)
L5 -0.0692894 3.401814 -2.043698 1.084196 -1.630415
(1.35542)  (1.69208)  (1.22580) (1.78272) (1.56783)
Exchange Rate Return
L1 0.066245  0.151886 0.058555  0.088925 -0.031734
(0.13549) (0.13252) (0.14190) (0.11628)  (0.13489)
L2 -0.055129  -0.133859 -0.219643 0.188863 -0.157064
(0.13503) (0.13305)  (0.13753) (0.11694)  (0.13524)
L3 -0.023257  0.182826 -0.101251 0.111203 0.071740
(0.13392) (0.13239)  (0.13789) (0.11765)  (0.13608)
L4 0.144834  0.243417 -0.123974 0.019763 -0.066863
(0.13323)  (0.13497)  (0.14026) (0.11721) (0.13152)
L5 -0.190439 -0.274561 -0.006818 -0.166060 0.037412
(0.13387)  (0.13508) (0.13651) (0.11667) (0.13267)
Constant 3.880461 -0.495662 -5.822364 -2.927650 6.910383
(3.89964)  (4.02191) (3.36141) (6.20530)  (5.13380)
Adjusted R-sq -0.013033 0.045517 0.031465 -0.0087140.023858
F-statistic 0.854623 1.538870 1.367102 0.902379  36B39
p-value 0.5778 0.1362 0.2060 0.5339 0.6884

Notes: This table reports the results of the regioes of the exchange rate return at the five-minut
frequency on five lags of order flow and five lagfsexchange rate returns over the five days instaple;
Standard errors are reported in the parenthesesvhibe coefficient estimates; The F-statistics padalue
are from the F-tests that lagged order flow cogdfits are not jointly different from zero.
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Table 5.8 Granger Causality Estimation of Equaf{®i) (10-minute Frequency)

Day 1 Day 2 Day 3 Day 4 Day 5
Order Flow
L1 0.136435 -0.089633 0.526039  -0.447771 -0.446635
(0.34967) (0.26324) (0.30753) (0.36917) (0.30271)
L2 -0.308135 -0.263654 0.091605 -0.401649 -0.404804
(0.35084) (0.26533) (0.28730) (0.37418) (0.28665)
L3 0.688376  0.209682  -0.326159 0.702109 0.184541
(0.33985) (0.26306) (0.29723) (0.37023) (0.28903)
L4 -0.039688 -0.481917 0.235170 0.272496  -0.180359
(0.33378) (0.26637)  (0.29056) (0.37699) (0.30057)
L5 0.035736  0.214257  -0.150053 -0.086382 0.153250
(0.32321) (0.25365) (0.26986) (0.37463) (0.28587)
Exchange Rate Return
L1 -0.191310 0.231504  -0.429302 0.570028 0.223603
(0.32897) (0.28081) (0.30579) (0.26693) (0.29134)
L2 0.196840 0.287834  -0.283998 0.312146  0.268175
(0.33985) (0.28982) (0.30125) (0.27584) (0.26696)
L3 -0.642743 -0.265260 0.201120 -0.582852 -0.262002
(0.32175) (0.31380) (0.31266) (0.26878) (0.27343)
L4 -0.036487 0.392224  -0.266103 0.047003 0.169784
(0.31441) (0.30960) (0.29923) (0.27626) (0.28404)
L5 -0.132261 -0.000436 0.043512  -0.256454 -0.308772
(0.30469) (0.30732) (0.29192) (0.27060) (0.27394)
Constant 10.20020 -0.338317 -11.89428 -6.790016 16.56448
(10.1838)  (8.30204) (8.39075) (11.6759) (11.4245)
Adjusted R-sq -0.040912  -0.023319 -0.066581  0.18757 0.028411
F-statistic 0.791690 0.879226 0.669151 1.991340 54P19
p-value 0.6368 0.5592 0.7462 0.0583 0.3465

Notes: This table reports the results of the regjoes of the exchange rate return at the 10-miftatpiency
on five lags of order flow and five lags of exchamate returns over the five days in the samplendird
errors are reported in the parentheses below thffident estimates; The F-statistics and p-value feom
the F-tests that lagged order flow coefficientsraejointly different from zero.
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Table 5.9 Granger Causality Estimation of Equaf@®id) (10-minute Frequency)

Day 1 Day 2 Day 3 Day 4 Day 5
Order Flow Ratio
L1 1.452997 -7.161375 7.000977 -5.381639  -1.991782
(4.18435) (5.87120) (4.40539) (5.81161) (5.01936)
L2 -4.756718 -1.148140 1.539089 0.8427163 -7.019992
(4.17151) (5.90187) (4.53134) (5.69368) (4.94556)
L3 4.300887 1.098973 -5.7.82016 3.622646  4.424921
(4.61385) (5.76261) (4.45942) (5.65865) (5.41766)
L4 -4.682226 -3.561131 1.078133 -3.700085 -7.256623
(4.72272) (5.42382) (4.47422) (5.70355) (5.66760)
L5 -3.082177 9.458012 -3.866186 0.0341534 -2.922525
(4.76887) (5.45826) (4.19091)  (6.02435) (5.54956)
Exchange Rate Return
L1 -0.175783 0.437584  -0.291414 0.439126  -0.037015
(0.21753) (0.25799) (0.24866)  (0.19050)  (0.24979)
L2 0.150516  0.443720 -0.212081 -0.032820 0.095924
(0.21630) (0.24984) (0.25728)  (0.19146) (0.23262)
L3 -0.267521 -0.475691 0.232605 -0.299533  -0.344220
(0.22922) (0.26724) (0.24993) (0.18394)  (0.24029)
L4 0.153912 0.019291 -0.104209 0.322982  0.254912
(0.23201) (0.24813) (0.23884)  (0.19069)  (0.24888)
L5 0.096837 -0.138886 0.171748 -0.248077 -0.059125
(0.23303) (0.24878) (0.23178)  (0.19084)  (0.23752)
Constant 4471015 0.431035 -8.303744 -2.577605 15.47169
(9.39785) (8.03827) (8.55325)  (15.1951) (11.0835)
Adjusted R-sq -0.099520 0.073591 -0.047717 0.0277 .012B
F-statistic 0.520285 1.421015 0.758618 1.15 1.07
p-value 0.8663 0.2038 0.6665 0.3491 0.4083

Notes: This table reports the results of the regjoes of the exchange rate return at the 10-miftatpiency
on five lags of order flow and five lags of exchamate returns over the five days in the samplendird
errors are reported in the parentheses below thffident estimates; The F-statistics and p-value feom
the F-tests that lagged order flow coefficientsraejointly different from zero.

171



Table 5.10 Granger Causality Estimation of Ret&#vafs and Lyons [2002] Data)

Daily Frequency

Deutsche mark/US dollar Japanese yen/US dollar
Order Flow
L1 3.58 (5.8) 3.44 (7.3)
L2 9.72 (7.7) -1.33 (9.9)
L3 -1.75 (7.7) -5.29 (9.8)
L4 3.29 (8.1) 2.87 (9.7)
L5 1.40 (5.8) -1.07 (7.1)
Exchange Rate Return
L1 -0.074 (0.21) -0.07 (0.16)
L2 -0.46 (0.21) -0.04 (0.17)
L3 0.10 (0.21) -0.15 (0.16)
L4 -0.06 (0.22) 0.003 (0.17)
L5 -0.10 (0.12) 0.014 (0.13)
Constant -0.000515 (0.00057) 0.002442 (0.00131)
Adjusted R-sq -0.012987 -0.059870
F-statistic 0.905130 0.581988
p-value 0.5339 0.8227

Notes: This table reports the results of the regjoes of the exchange rate returns on five lagsraér flow
and five lags of exchange rate returns; Standaatseare reported in the parentheses after thdicieets.
The F-statistics and p-value are from the F-tdsis$ flagged order flow coefficients are not jointlijferent
from zero.
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Figure 5.1 Exchange Rate deutsche mark/US dolarifiite frequency)
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Figure 5.3 Order Flow Ratio (5-minute frequency)
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Figure 5.4 DM/USD Exchange Rate Return and OrdawKb-minute frequency)
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Figure 5.5 DM/USD Exchange Rate Return and OrdewRatio (5-minute frequency)
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Figure 5.6 DM/USD Exchange Rate Return and OrdewKBO-minute frequency)
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Figure 5.7 DM/USD Exchange Rate Return and OrdewRatio (30-minute frequency)
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Figure 5.8 DM/USD Order-flow Autocorrelations (5+mte Frequency)
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Figure 5.9 DM/USD Order-flow-ratio Autocorrelatio(ts-minute Frequency)
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Figure 5.10 DM/USD Order-flow Autocorrelations (fflnute Frequency)
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Figure 5.11 DM/USD Order-flow-ratio Autocorrelat®(b-minute Frequency)
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Chapter 6

Macro News, Order Flow and Exchange Rates

6.1 Introduction

It is widely known that exchange rate volatilitie more predictable than exchange rate
returns. A large number of supportive evidence icons this consensus. For more details
see the corresponding comprehensive survey inliapter of Literature Review. In the
study of financial asset volatilities macro newaygl an important role. Broadly speaking,
in terms of approaches measuring macro news, theretwo strands of literatures
examining the impact of macro news on exchange vatatilities. One strand of the
relevant literatures use the surprise componenighnis defined as the deviation between
the realization and the expectation of macro furelaals, to represent macro news to
examine the impact of macro news concerning paaticunacro fundamentals on exchange
rates. The relevant study finds significant impaét macro news on exchange rate
volatilities. Differently, the other strand of Iiegures use the number of general macro
news or particular category of macro news to priteey public macro news arrivals. With
this measure, Berry and Howe (1994) and Mitchedl Blulherin (1994) find a moderately
strong positive correlation between equity tradumjume, which is used to proxy the
volatility, and the rate of flow of public informan. Likewise, Melvin and Yin (2000)
examine the role of public information arrival asdaterminant of the exchange rate
volatility and quote frequency in a continuous hfgkguency setting, which captures the
24-hour nature of the market. The arrival of pulbiormation is measured by the number
of headline news related to United States, Germanyapan reported on the Reuters
Money Market Headline News screen for the sameogellt is assumed the greater the
number of news announcements the more informatemeived by participants. The
empirical evidence suggests that the conditiondatility of returns (GARCH) of the
exchange rate deutsche mark/US dollar and JapseesdS dollar are affected by the rate

of public information arrival to the market. Thesu#ts also show a positive correlation
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between the frequency of the indicative foreignhexge quotes and the rate of flow of

public information.

As to exchange rate volatilities, majority of theewvant studies focus on the international
currencies such as deutsche mark, US dollar andndap yen. Using five-minute
frequency data for the exchange rate US dollarflesgeayen and Deutsche mark/Japanese
yen, Low and Muthuswamy (1996) find that a stromgifive relationship between the
return volatility and the contemporaneous newsvagtvia the GARCH specification. The
empirical study also demonstrates that news hasroamger predictive power for the
volatility of more heavily traded foreign currensieln the study the news dataset
comprises a single line text of the headline fromeass item, which is extracted from the
Money Market Headline News that reports global ricial and other headline news 24
hours everyday. Chang and Taylor (2003) investisdink between information arrivals
and intraday deutsche mark/US dollar volatilityfohmation arrivals are measured by the
number of news items appearing on the Reuters NEaxgice screen. Chang and Taylor
separate news stories into different categoriesfiaddhat total headline news counts, US
and German macroeconomic news and German Bundeshanktary policy news all
have a significant impact on the intraday deutstiaek/US dollar volatility. Their study
indicates that the persistent intraday exchange valatility set off by public information
is extended by traders’ private information abdbitdinutes later. The empirical analyses
are implemented via ARCH models that incorporateday seasonal volatility terms.

Our aim is to investigate how macro news impactharge rates by introducing private
information to the context concerning both macravsy@and exchange rate return volatility.
Our study distinguishes from relevant studies ates® aspects. First, we introduce
directly order flow to proxy the private information the exchange rate volatility study.
Relevant studies usually examine how the tradirityities, especially trade flow, impact
exchange rate volatilities. In contrast, privatéoimation in microstructure approaches,
order flow, is mostly examined in the study of exwe rate returns. Second, we
investigate the nonlinearity involved in the asation between exchange rate volatilities
and macro news, which is examined through theantem between macro news and order
flow. If we find the interaction term has a sigoént impact on the exchange rate volatility,
we can use the interaction term to identify thencteds through which how macro news
impacts the exchange rate volatility. One chamnglairtly through the direct impact on the
exchange rate volatility and the other channelasgly through the interaction between

order flow and macro news, which is in an indireahlinear channel. Third, different from
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Evans and Lyons (2003) who use the heteroskedsdbased approach to identify the
variations from different information channels dmale and Payne (2006) who adopt the
VAR impulse response function (IRF) analysis tocukdte the shocks directly coming
from macro news or indirectly transferred via orflew, we investigate directly how the
macro news, companying with the actual tradingvégti impacts the exchange rate
through the volatility studies. In our GARCH voldsi experiments we find both macro
news and order flow have significant impact on ¢lxehange rate volatility. Finally, we
adopt the actual foreign exchange transaction datgeutsche mark/US dollar from the
real trade platform Reuters D2000-1, instead ofindecative quoting data used in most of

the other studies.

The plan of Chapter 6 is as follows. Section 6i2flyr discusses the data frequency issue
in high-frequency asset volatility studies. Secti®i3 describes the data used in our
empirical study. Section 6.4 details the actualyams objectives for our empirical study.
Section 6.5 briefly introduces the econometric radth used in our empirical study.

Section 6.6 reports the analysis results and se6tid concludes.

6.2 Data Frequency Issue in Volatility Studies

The data frequency plays a critical role in thalgtaf financial asset volatilities. Generally
speaking, intraday volatility dynamics has many liogtions for return predictability and
risk management that make it particularly interesin modelling volatilities. Majority of
empirical studies on asset volatilities are usubkyged on the estimation of parametric
models such as ARCH-GARCH family, stochastic vbtgtifamily and Markova-
switching volatility. In these models volatility issually extracted from daily squared
returns, which are unbiased but noisy estimatedadf conditional volatility. Andersen
and Bollerslev (1998) argue that daily squaredrnst@are very noisy measure of the true
volatility since they are usually calculated fromilg closing prices. Thus it is impossible
to reflect price fluctuations during the day. Amglr and Bollerslev emphasize the
advantages of using high frequency data and engh&siuse the intraday return to obtain
volatility forecasts. They demonstrate that higkqfrency intraday data carry more
information of the daytime transactions and camificantly improve the accuracy in out-
of-sample volatility forecasting. Relevant litenss positively confirm that using high
frequency intraday data can improve the volatildyecasting performance. Martens (2001)
finds that the higher the intraday frequency isdudee better is the out-of-sample daily

volatility forecasting. Martens and Zein (2002) yide the evidence that using high
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frequency data can improve both the accuracy ofsmrement (in-sample estimation) and
the performance of forecasting of volatilities. BpS8hackleton and Taylor (2004) compare
option implied volatility and the forecasts obtaindrom the short-memory model
(ARMA), the long-memory model (ARFIMA) and daily G¥CH model. Their analysis
suggests that the most accurate historical foregasbomes from the use of high frequency

returns but not from a long-memory specification.

As to the issue whether the traditional time sermexlels are still valid when the data

frequency is getting higher than daily, no conserisas achieved yet. Rahman, Lee and
Ang (2002) show intraday volatility can be bestaldmd by a standard GARCH(1, 1)

model.

6.3 Data Description

Our empirical analysis employs data reflecting dbtual trading activities in the deutsche
mark/US dollar spot FX market. The sample covefsua-month period over May 1 to
August 31, 1996° The dataset contains time-stamped hour-by-houa amt actual
transactions taking place through the Reuters Bg&D00-1 system. At the time of the
sample, Dealing 2000-1 was the most widely usedtreleic dealing system (Evans and
Lyons, 2003): according to Reuters, over 90% ef World’'s bilateral transactions for
deutsche mark/US dollar take place through theesysirades on the D2000-1 system
take the form of electronic bilateral conversatiohise conversation begins when a dealer
calls another dealer on the system to request eequsers of the system are expected to
provide a fast two-way quote with a tight spreatlioh is in turn dealt or declined quickly
within seconds. For all electronic conversations000-1, Reuters provides a time-
stamped record of the transactions price, a boogltgold indicator and a measure of
cumulative trade volume. Reuters keeps a tempaengrd of all conversations on the

system to settle disputes.

As Evans and Lyons point out, the data set hasraleveatures which are worth
mentioning. First, the data set provides transaciidormation for the whole interbank
market over the full 24-hour trading day. Secomgse market-wide transaction data are
not observable to individual FX dealers on the eystis they trade in a private setting.
Dealers do not have access to others’ transaatimnnation on the system though they

have access to their own transaction records. fidmesdction data therefore represents a

® For more specific introduction of the datasetrédeEvans and Lyons (2003).
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history of market activity that market participardsuld only infer indirectly. In our

empirical analysis, we use the data collected betv@®:00:01 British Summer Time (BST)
on Monday to 24:60:60 British Summer Time (BST)Fnday. The time is measured as
British Summer Time (BST) which corresponds to Gpllis one hour. The time interval

appears to span fairly well the week of tradinghi@ deutsche mark/US dollar.

The variables in our empirical analysis are meabatehourly frequency. We take the last

purchase-transaction price (DM/$) in houmt, as the spot rate. Roughly there are one

million transactions per day. The last purchasaswation is generally within a few
seconds close to the end of the hour. Figure @tvshhe logarithm value of the exchange

rate over the time span. Order flow,, is defined as the difference between the number o

buyer- and seller-initiated trades (in thousandsgative sign denotes net dollar sales)

during the hout.

The macroeconomic announcememtays, , comprise all those reported on the Reuters

News Service. The news is related to macroeconalaiia for the U.S or Germany. The
data on news arrivals are reported on the Reutense Market Headline News screen.
These screens are standard equipments on FX tradigks and also used as a high

frequency monitor by non market maker participa®tst hourly frequency variablrews,

is the number of news arrival relating to U.S. @r®an macroeconomics during the hour
t.

The data on news arrival contains all macroeconataia related to US and Germany,
which is important because our four-month sampba@l constrains our ability to work
with news arrivals on a fully disaggregated basts, specific category news, for example,
the unemployment claims (Evans and Lyons, 2003)using the flow of news in total
rather than only selecting certain types of newes, dxample, money or employment
announcements, we attempt to examine a more gedefiition of information flow
rather than only looking at shocks stemming fromtipalar types of news. As Mitchell
and Mulherin (1994) argue “... we avoid making adoiyr ex ante classifications of the
type of news that moves markets and also avoidstbward emphasizing announcements

that turn out, ex post, to influence the marketun sample...” .

We use the number of public news arrival to praxg thacro news release, which can
avoid the endogeneity contained in the detailedsnéd Evans and Lyons (2003) argue
182



that “... note too that none of news arrivals coroggpto event like ‘such and such official
says the dollar-DM market was quite volatile thisrming...”. This kind of endogeneity in
the flow of news would be problematic for empiriealalysis, given its reliance on news-
induced heteroskedasticity in returns...”. We prédelet the data speak out: if these macro
news items are just noise then the rate of thewvarshould not be correlated with trading
activity or exchange rate volatility. Evans and hgq2003) use the number of public news
arrivals in their analysis and they find that thesheduled announcement account for only
about 4 percent of total exchange rate variancas Tising more limited measure of news
accounts for far less of the daily price variart@ntthe full set of Reuters’s Money Market
Headline News. This result is consistent with othelevant studies which show that
scheduled announcements account for less than IQfailg price variance. We believe
that this broad definition of macro news can actdanour hypothesis that a large share
of volatility is due to public news arrival.

Though the foreign exchange trades take place ®®#000-1 system 24 hours a day, 7
days a week, the majority of the foreign exchangdeds in the deutsche mark/US dollar
take place between 6am and 6 pm, London time, Motal&riday. The results we reports

below are based on the sub-sample over this period.

6.3.1 The Exchange Rate Return

We construct the exchange rate retgras the difference between the last purchase price
within the hourt and the previous hour-1, i.e.,r, = p, — p,,. Figure 6.2 plots the

exchange rate return. We also investigate sevesariptive statistics for the exchange rate
return, which is reported in Table 6.1. The indefaeghe skewness and kurtosis show that
the exchange rate return does not follow a nornsatidution.

The use of autocorrelation tests is a quite stahdeactice in empirical financial research.
Statistically, small sample autocorrelation is aadive of market efficiency (Fama, 1970).
As to the exchange rate return of deutsche markltlfr, Figure 6.3 shows a plot of the
sample autocorrelation in the top panel of therégand partial autocorrelation of the

hourly return in the bottom panel of the figure.

The autocorrelations plotted in Figure 6.3 show thiéh the exception of the first lag of

the hourly exchange rate return, the majority of tlautocorrelations are not
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overwhelmingly significant. The autocorrelation seto indicate that the exchange rate
return is a random series with little predictabtevpr beyond the first lag. Therefore, the
exchange rate return can be reasonably well cleaiaeti as a moving average MA(1)

process.

We also examine the autocorrelations of the squaetenin of the exchange rate DM/USD.
Figure 6.4 demonstrates the autocorrelations ohthely squared return of the exchange
rate deutsche mark/US dollar. Consistently, thepd@arautocorrelations are demonstrated
in the top panel of the figure and the bottom pastedws the partial autocorrelation
function of the return square. The motivation bdhirxamining the sample
autocorrelations of the squared return lies infdw that the squared return provides a

sufficient statistic for the variance of the prazemdeed, if the actual return seriess

white noise, it is unlikely that®> will not also be so.

The autocorrelation plots shown in Figure 6.3 aigiifé 6.4 indicate that the return of the
exchange rate deutsche mark/US dollar has signtfi@atocorrelations at the first lag, and
then die off immediately at the 5% significancedevihat is to say, for the five-minute
return, with the exception of the first-lag autaetation, the majority of autocorrelations
are not overwhelmingly significant. In contrast; tbe squared return, the autocorrelations

show significant serial autocorrelation in thetf2s3 lags and damp towards zero.

Overall, the autocorrelation functions seem to datk a random series with little
predictable power beyond the first lag in the exgearate return, which can be reasonably
well characterized by a moving average MA(1) precédeanwhile, the GARCH(1, 1)
process can be used to track the conditional Viyatin return. We use the
contemporaneous news as the determinant of conditimlatility since currency markets
react very quickly to news announcements. We usentticative dummy variablé(i) to
deal with the extreme outlier values in the exclearage return. In the following section

we sequentially explain our arrangements for thea@nalysis.
6.4 Analysis Objectives

We aim to examine how macro news impacts the Vityadif the exchange rate return in a
context concerning private information. In partanylwe aim to examine whether macro

news interacts with private information in the \dity of the exchange rate return.
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Specifically, our empirical analysis focuses oneistigating the following three theoretical
hypotheses.

6.4.1 Macro News and the Exchange Rate Return Volatility

Our first analysis is to examine the impact of jpuibhacro news on the volatility of the
exchange rate return. According to the indicatiohsur autocorrelation analyses for the

exchange rate return and return square in theoseétid.1, we investigate the impact
through regressing the conditional variam;é of the exchange rate return on the public
released macro newsews, relating to US and Germany economies, which grerted on

the Reuters news screen. We specify the associagianGARCH(1, 1) model as follows:

0’ =w+ae " + o, +mews (6.1)

where g, ° represents the conditional variance of the lasioges return.s, ; represents

the news revealed by the last period’s return, Wwhg& embodied in the exchange rate
return equation for instance Equation (6.8). Bslier and Domowitz (1993) discover that
exogenous market activities have a significant éaiggffect on the return volatility. In their
empirical study they use the number of quote asjvaest bid-ask spreads, as well as the
time between trades as proxies for macro news aadkenh activities. In contrast, our
dataset contains the directly observable macro mewsuncement that is one of the direct
proxies of market activities, which helps give @atier regression.

When we aim to examine the possible asymmetricetie macro news on the exchange
rate volatility, the GARCH model specified in Eqgoat (6.1) transforms to a threshold
GARCH (TGARCH) specification as follows:

Jtz =wt agt—lz + ygt—lzdt—l + ﬁat—lz + gnews, (6.2)

whered,_, represents the asymmetric component in the TGAR®©Kel, which is defined
asd,_, = 1if £, <0 andd,_, = Ootherwise. By the positive errors,, > , We refer to
good news. Negative errof,_, < , @neans bad news. All other variables are defireed a

previously.
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Additionally, we use an alternative measure for maews arrival to examine the impact
of macro news on the return volatility, which idided as a dummy variable. The dummy

variable, DummyNews, , takes 1 if there is macro news release in the hpatherwise the

dummy variable takes zero. So is it reasonables® the dummy variable to measure
macro news arrival? In our data set, the averadgevimr the number of macro news
released within an hour is 0.415 for the whole damand 0.9096 for the sub sample
which doesn’t include all the weekends and nightigols. Thus there are very few

instances of more than one news arrival duringhglsione-hour observation window.

6.4.2 Order Flow and the Exchange Rate Return Volatility

Our second goal is to investigate the impact ofgte information on the volatility of the
exchange rate return. The studies discussed ititénature review section focus on the
association between public information and exchaatgereturns or return volatilities. The
majority of the studies focus on how the public macews, scheduled or unscheduled,
impacts exchange rates, or how macro news annowmtenmpact the market activities
such as trading volumes, bid-ask spread and quetpidncy. These studies have not
directly considered private information in theidaility studies though some studies have
suggested that private information can have sicgnifi impact on volatilities. In particular,
the price impact of private information that accemies with the macro news
announcement is significant. For details see Chand Taylor (2003). Moreover,
microstructure theories (Lyons, 2001) state thateexe price changes at high frequency
are associated with large net information flow frbnancial institutions, which represents
private information flow among the interdealer neirkAccording to microstructure
approaches exchange rate dynamics is mainly drivgnthe trading behaviour of
heterogeneous interacting market participants énRK market. Degennaro and Shrieves
(1997) use the market activity variable, quotevalyito proxy the private information
contained in the interdealer market and find pesitelationship between the quote arrival
and the volatility. However, to the best of our Wiedge, none of the relevant studies have
considered how order flow functions in their emgativolatility studies though order flow
Is a very important determinant to the exchange dgthamics at high-frequency level. Cai,
Cheung, Lee and Melvin (2001) is the first to im@uorder flow in the exchange rate
volatility. However, in their study order flow doe®t enter the determination of the
intraday volatility patterns since in their studyetorder flow is only available weekly

while the exchange rate return is measured atrfiveste frequency. Thus in their study
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order flow is only used to shift the intercept tetonaccount for shifts in weekly average

volatilities.

Also, we introduce order flow to the context of techange rate volatility to proxy a
particular kind of market trading activity, withimhich order flow can catch the
asymmetric behaviour of the transactions in therkatket. Traditionally, trade flow, the
sum of the buyer-initiated trade and seller-ingchttrade, is one of the choices being
adopted to measure the market trading activitye®eit empirical studies examine the
association between exchange rate volatilitiesteade flow and the consensus is that high
exchange rate volatilities come with high tradeunodés. Comparing with the trade flow,
informative order flow is recognized as the drivilogce in exchange rate movements at
short-run horizon, which reflects the net presqwgtveen buy and sell. We believe it is
more meaningful to examine the association betwbenvolatilities of exchange rate
return and order flow. In particular, for the markeakers in the interdealer FX market,
they can observe the real time price changes aid dlwvn order flow positions, both of

which affect their decisions to purchase or settipalar foreign exchanges.

We directly examine the impact of order flow on twechange rate return volatilities.
Evans and Lyons (2003) argue that macro news hsagndicant impact on the exchange
rate volatility while order flow may play a more partant role since portfolio shifts
(Evans and Lyons, 2002) are revealed to the makeicipants through foreign exchange
trading process. Thus order flow plays a significesle in the disclosure of private

information, which is linked to exchange rate shiffThe association between the

conditional variances® and order flowx, can be specified in a GARCH(1,1) equation:

0’ =w+rae " + o +p* X (6.3)

where order flowx, acts as an exogenous variable. In empirical aisallye absolute value

of order flow is used in all the relevant variamcgiations.
6.4.3 Interaction between Macro News and Order Flow

In the two objectives above we analyze the assonidietween the exchange rate return
volatility and macro news or order flow in two segga equations. However, it is more
appropriate to consider these two variables, maetss and order flow, as a part of an
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aggregated economic component, which means maons @ed private information
impact the volatility as an integrated determinanticro news hits the FX market and
influences market makers’ decision, which in tuifie@s order flow and then the exchange

rate movements.

In standard macro models macro news only direatiyacts exchange rates and does not
impact exchange rates through the actual FX tragingess. The single equation analysis
of Love and Payne (2006) and the study of EvanslLawnds (2003) strongly suggest that
the influence of macro news on exchange rates eahrbugh both the direct channel and
indirect channel via the order flow. Evans and Ly¢2003) shows that when news arrives
there is a 100 to 200 percent increase in the itapoe of order flow in price
determination. Love and Payne (2006) find that ortlev gets more important when
public news arrives. Moreover, these two studiedicete the interaction association
between macro new and order flow. We define theraction term between macro news

and order flow as the product of the two seriegs, * x,. We add the interaction term to

the variance equation, which is specified by a GARLE 1) as follows:

0’ =w+ae "+ B0 +ews + px +{(news * ) (6.4)

The GARCH(1,1) model transforms to a TGARCH(1,18afication as follows when we

examine the asymmetric effects of macro news orxicbange rate volatility:

o’ =w+ae "+ d, + fo. +gens + px +{(news * x) (6.5)

where all the variables are defined as previoulitye literatures mentioned in the previous
sections purely consider how macro news impactseiohange rate volatilities, within
which the shocks of macro news on exchange ratileés are implicitly assumed as a
constant. We introduce the microstructure impaacbroer flow into the specification and
consider the possible nonlinearity contained indbetext. The impact of macro news on
the volatility of the exchange rate return will e constant if the interaction term is

statistically significant in the variance process.
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6.5 Econometric Methodologies

We use GARCH family models to implement the voiigtistudy of the exchange rate
return. We briefly review the econometric methodediin our practical analysis, which
are generalized autoregressive conditional hetedzsiticity (GARCH) and threshold
GARCH (TGARCH) model. The GARCH model of Bollersl€l986) provides a natural
approach to testing hypotheses relating to thecisffef information arrival on the mean
return and the conditional return variance proc€msidering asymmetric effects from
the different characteristic macro news, we alsmpgb implement the TGARCH model,
which is used to handle the asymmetric influendemacro news on the exchange rate

volatility.
6.5.1 GARCH Model

Empirical studies of financial asset volatilitie®nsistently confirm that Bollerslev
(1986)'s GARCH(p,q) model provides a reasonablst fapproximation to the temporal
dependencies observed in financial asset returns.pdrticular, the GARCH(1,1)
formulation is the first process considered as asibe representation of the high

frequency exchange rate behaviour. The GARCH mspletifies the conditional variance
o? of the current period return as a function of¢baditional variance of the last period’s
return o>, and updated by the news,’ revealed in the last period’s return. We

demonstrate the association in the specificaticiolasns:

Jtz =wt agt—lz + IBUt—lz &p.

where the stationary condition imposestB < 1. To ensure a well-defined process we
assumer.> 0, a> 0 and B> 0. A GARCH(1,1) model is chosen because most ef th

relevant case studies suggest other volatility nsodan’'t beat a simple GARCH(1,1)

specification in terms of the forecasting perforggim out-of-sample.
6.5.2 TGARCH Model

The GARCH specification of Bollerslev (1986) camsirthe conditional variance in the
return, but the fact that periods of high volafildre followed by extended periods of

relative calm suggests an asymmetric responsé fimanhcial markets for instance the FX
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market. The threshold GARCH (TGARCH) specificatidaveloped by Glosten et al.
(1993) and Zakoian (1994) is one of the choices llaadle this type of asymmetry in
volatilities. The TGARCH(1,1) can be specified abdws:

% =w+asta + J/Ezt—ldt_l + ﬂUZt—l (6.7)

The conditional varianccfrt2 is specified as a function of the mean volatility the news

about the volatility from the previous periatf« (the ARCH term), the asymmetric

components®ad,_,, and the previous period’s forecast variaoe. (the GARCH term).
The asymmetric component in the TGARCH model is#igel through the parametet;,
whered, = 1if £ <0 andd, = Ootherwise. By the positive errors,, > , e refer to
“good news” on exchange rates. Negative ergpr, < , nieans bad news. These two

types of news are expected to have differentiaatsf on the conditional variance, “good

news” has an impact af while “bad news” has an impact aof+ y. If y>0, bad news
increases volatilities and we say there is a lgeetfect for the first order. When# 0,

the news impact is asymmetric.

In the following practical sections the GARCH modlinitially applied to examine the
volatility characteristics of the exchange rateime$ in our sample. To measure the impact
of macro news and order flow on the volatilitiesthe GARCH and TGARCH models we
add macro news and order flow to the variance emusmt Meanwhile, we examine the
possible interaction between macro news and oloerih the variance process.

6.6 Empirical Analysis

The autocorrelation structures presented in therskorder moment of the exchange rate
return indicate some form of autocorrelation in 8ezond moment. In this section we
firstly use the directly observable news announcegmas an exogenous variable to check
whether macro news can be an explanatory factlwein€ing the volatility of the exchange
rate return. We then examine whether order flowo dslds a significant impact on the
exchange rate return volatility. Finally we tese tbonjecture that the interaction term
between macro news and order flow is significanlifferent from zero in the volatility
specifications. Since in Chapter 5 order flow isurfd playing an important role to
determine the exchange rate return, our analysthisnchapter compares models in the
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four situations: (i) no order flow data, (ii) ordgow just in the return equation, (iii) order

flow just in the variance equation and (iv) ordemf in both return and variance equations.

6.6.1 No Order Flow Data

When the order flow data is not concerned in thelyamms, the exchange rate return is

specified in the specification as follows:

h=H+& tKE, (6.8)

In Equation (6.8) the weak serial dependence irethn the exchange rate return is
captured by an MA(1) specification. The impact afamm news on the return volatility can
be directly via the model specified as EquatiorL)6within which the GARCH(1, 1)

process is used to describe the conditional vagiancthe exchange rate return, within
which macro news is taken as an exogenous vari@hle. to the substantial kurtosis
statistics, in the empirical analysis the residuadsditional on past information are
assumed to be student-t distributed and this assomp@pplies to all the following

empirical analysis.

Before we consider any exogenous impact from maexgs, we firstly model the return
volatility with a simple GARCH model specified aguation (6.6). Table 6.2 reports the
estimation results for the MA(1)-GARCH(1,1) repneisgion to the return mean and the
conditional variance. Table 6.3 and 6.4 report ésemation and diagnostics results for
cases that macro news (number of macro news aoivalimmy macro news) is taken as
an exogenous variable in the volatility process. We the contemporaneous news as the
determinant of the conditional volatility since tberrency market reacts very quickly to

news announcements.

Table 6.2 demonstrates that a simple GARCH(1.1kiBpation can describe the time-
varying return volatility. Table 6.3 and 6.4 shdwat when there is no order flow in the
mean and variance equations, macro news holddisagttiimpact on the return volatility.
The constant in the mean equation is consistetatistically insignificant, which indicates
the return mean is around zero. The constant ¢thg-tun average value) in the variance
equation gets statistically insignificant when wgput the macro news in the variance

equation, which indicates that last period innawatferror) from the last period exchange
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rate return and last period conditional variancenid@te the long-run average variance in
short-run. The long-run average volatility is usypakgarded irrelevant to the present
hourly volatility. The estimation results also demtrate the significant negative

autocorrelation in the exchange rate return.

The misspecification tests for all the estimatiandicate there is no autocorrelation
involved in the residuals of the mean and variaegaations. The ARCH effect also
disappears in the residuals of the variance equatioe TGARCH modelling suggests that
macro news has negative effect on the return Wyatwhich is not consistent with the

common theoretical assumption. We don’t reportehestimation results for saving space.

6.6.2 Order Flow Just in the Return Equation

If order flow is only allowed to appear in the netiequation of the volatility analysis, the

exchange rate return can be specified as follows:

o= U+ AX +E +KE, 6.9

In this case our volatility analysis focuses on #pecifications as Equation (6.1) and
Equation (6.6). Table 6.5 reports the empiricalulteor the case without exogenous
variables in the variance equation. Table 6.6 addréport, respectively, the estimation
results for the cases that the number of macro edsiummy macro news is taken as the

exogenous variable in the volatility process.

Table 6.5, 6.6 and 6.7 show that GARCH models @ohcthe time-varying volatilities,
and macro news (the number of macro news arrivdldarmmy macro news) can be an
exogenous determinant to explain the contemporanesturn volatility. Consistent with
the analysis in the last subsection, the misspatiin tests indicate there is no
autocorrelation involved in the residuals of theameand variance equations, and the
ARCH effect also disappears in the residuals of wihgance equations. However, the
constant term in the mean equations is consistéotilyd statistically insignificant. When
macro news is used as an exogenous impact onttima relatility, the long-run average
value (the constant in the variance equation) besoless relevant to the current return
volatility, which confirms the conclusions of manglevant studies while it can not be

omitted.
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In the TGARCH modelling the results suggest thatmmanews has negative effect on the
return volatility, which conflicts with the theore&l hypothesis. When order flow ratio is
used in the analysis, the impact of order flowoatn the return volatility becomes
negative, which is not economically interpretabée don’t report these estimation results

for saving space.
6.6.3 Order Flow Just in the Variance Equation

This section implements the case that order floly appears in the variance equation. As
discussed in the previous section, order flow regmes the microstructure element
reflecting the movement in exchange rates. In tidyais the mean equation is specified
as Equation (6.8). The impact of the private infation on the return volatility is

examined via the specification as Equation (6.3able 6.8 reports the estimation and
diagnostics results for the scenario that ordewx ftmly enters the variance equation as an

exogenous variable.

We then introduce macro news in the volatility s To compare the sensitivity of the
interaction term in the different variance speafions, we primarily investigate the
corporation between macro news and order flow & éxchange rate volatility. We

initially examine the volatility process specifiad follows:

0 =w+ae "+ o, +qews + px, (6.10)

Table 6.9 and Table 6.11 report the estimation diagnostics results. Finally, in the
variance equation we investigate the possible aotean between macro news and private
information measured by order flow, which is to chehether there is nonlinearity in the
mechanism with which macro news or private infoioraimpacts the return volatility. If
the interaction term enters the variance, the impéenacro news on the exchange rate
volatility can be through both the direct channedasured by the coefficient of macro
news and indirect channel measured by the coefti@éthe interaction term concerning

both macro news and order flow. The interactiomteews, * X, is defined as the product
of the two individual terms, which is calculatedthg following formula:

news, * X, = (news; — E[news,]) * (x, - E[x]) (6.11)
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where E(.)denotes the mean of the series and we use thd gireduct in the case of

dummy macro news. We examine the interaction terthe variance by the specification
as Equation (6.4) and Equation (6.5). Table 6.1 @42 report the results for the cases
that the number of macro news and dummy macro raetvas the explanation variables.
The model misspecification tests indicate therends autocorrelation involved in the
residuals of the mean and variance equations, lE&RCH effect also disappears in the

residuals of the variance equation.

These estimation results demonstrate that fontleectses of using two measures of macro
news (number of macro news and dummy news), otdertas significant impact on the
return volatility. However, the results suggesttttiee interaction term between macro
news and order flow (i.e., private information)sististically insignificant, even wrongly
signed in most cases. The results also show tleatntpact of order flow on the return

volatility dominates the long-run average valuejolihis actually statistically insignificant.

The two measures of macro news appear to havdisartiimpact on the exchange rate
volatility. Meanwhile, the results demonstrate tbensitivity of using two different
measures of macro news in the variance analysesinipact of dummy macro news is less

significant than that of using the number of maoews.

We examine both order flow and order flow ratiadhe analysis. When we use order flow
ratio in the variance equation, the results alwsayggest that foreign exchange transaction
(or private information) decreases the return vitigt which is opposite to the general
hypothesis. We also don't find sound asymmetried# of macro news in this analysis.
We don’t report these results for saving space.

6.6.4 Order Flow in Both Return and Variance Equations

Finally, this section allows order flow to appearboth mean and variance equations. The
mean equation is defined as Equation (6.9). Thiawee process can be examined through
the specifications as Equation (6.4), Equation)(érisl Equation (6.10).

Table 6.13, 6.14, 6.15, 6.16 and 6.17 report thematon and diagnosis results. The
model misspecification tests indicate there is moeorrelation involved in the residuals of
the mean and variance equations. The ARCH effesdpgears in the residuals of the

variance equation.
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Consistent with the results in the last three stesathe constant in the mean equation is
statistically insignificant. The results demongsrabth the two measures of macro news
and private information hold significant positivepact on the return volatility. The impact
of macro news is getting more significant than thahe last scenario, within which order
flow just appears in the variance equation. Howethez interaction term between macro
news and order flow consistently has insignificempact on the exchange rate volatility,
even signed wrongly in all cases. This result iaststent with the general studies that
macro information impounds into exchange rate wia thannels: directly impounds into

exchange rates and indirectly impacts the excheatgevia order flow.

6.7 Conclusion

This study examines the FX transaction data for ékehange rate deutsche mark/US
dollar from one of the foreign exchange transacfuaiforms, Reuters D2000-1. The
association between macro news, order flow andangdh rate volatility are investigated.
With the variance study of GARCH family models, el a strong impact of macro news
from the Reuters news screen on the exchangeatat® wvolatility. Specifically, the macro
news directly increases conditional variance of rigieirn as expected. Interestingly, we
introduce the key fundamental of the microstructapproaches, order flow, to examine
how macro news impacts the exchange rate retumibMyl in the context of coexisting
both public macro news and private information. @ualyses suggest that order flow
which measures the private information also hasigaif&cant impact on the return
volatility given macro news already in the markidbwever, we don’t find empirical
evidence to support the theoretical hypothesisttimtnteraction between macro news and
order flow plays an important role in the processnacro new affecting the volatility of
the exchange rate return. This finding suggestsrtfaro news impacts the volatility of
exchange rate return just through the direct lindannel and indirect channel via the
order flow. Also, our analysis doesn’t find soursyrametric effects of macro news on the

volatility of the exchange rate return.
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Appendixes

Table 6.1 Summary Statistics of the Exchange RatarR (DM/USD)

variable  exchange ratedgutsche mark / U.S. doljaeturnr,

Mean -0.0880667
Min -123.638
Max 63.0233

std. dev. 8.48794
Skewness -1.9817
Kurtosis 30.273

Note: The exchange rate retufn(x10000) is defined as the difference betweenpasthase price within
the hourt, p,, and the price within the previous hour-1, p,_;.
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Table 6.2 GARCH Estimates for the Exchange RaterR€DM/USD)
(Without macro news and private information in thean and variance equations)
=H+& TKE,

Utz =wt agt—lz + ﬁa-t—lz

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.010060 (0.040693)
K -0.066060 (-2.118455)
73 14.71279 (2.461198)

a 0.126158 (2.873513)

S 0.743543 (9.338502)
Diagnostics

ol 0.6445 (0.422)

p4) 1.8162 (0.612)

ol S) 6.5700 (0.475)

Q@) 1.1438 (0.992)

LM (ARCH) 2.11E-05 (0.9963)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesval
the parenthesis are the parameter test statistitise diagnostics panel the numbers not in themthesis are
the test statistics and the values in the pareisttas probability significance for the correspanpiest

A A

statistics; (i) denotes the autocorrelation at lagof the standardized residuaik g - in the mean
equation;Q(i) denotes the (Box-Pierce-Ljung Portmanteau) autetation Q-statistics for the standardized

residuals€: 01 in the variance equatiorl.M (ARCH ) denotes the Lagrange multiplier test to test
whether the standardized residuals exhibit additi&dRCH effect.
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Table 6.3 GARCH Estimates for the Exchange RaterR€DM/USD)
(With macro news in the variance equation)
N =H+& +KE,

Utz —wt cy‘gt—l2 + IBO-t_lz + me/vsl

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.161848 (0.756496)
K -0.068333 (-2.368701)
@ 4.711136 (1.274810)
a 0.132836 (3.027258)
B 0.716382 (9.250055)
¢ 12.04606 (3.821978)
Diagnostics

ol 0.6887 (0.407)

ol ) 2.7548 (0.431)

ol()) 7.5777 (0.371)

Q(@B) 1.7617 (0.972)

LM (ARCH) 0.005707 (0.9398)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statistitise diagnostics panel the numbers not in thernthesis are
the test statistics and the values in the pareisttas probability significance for the correspangiest

n A

statistics; p(i) denotes the autocorrelation at lagof the standardized residuai o " in the mean
equation;Q(i) denotes the (Box-Pierce-Ljung Portmanteau) autetation Q-statistics for the standardized

residuals€: 01 in the variance equatiorl.M (ARCH ) denotes the Lagrange multiplier test to test
whether the standardized residuals exhibit additi&dRCH effect.
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Table 6.4 GARCH Estimates for the Exchange RaterR€DM/USD)
(With dummy news in the variance equations)
N =H+& +KE,

0’ =w+as,_° + Bo,° +¢@DummyNews,

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.045683 (0.187030)
K -0.064304 (-2.105892)
@ 1.791322 (0.591671)
a 0.109431 (3.102254)
B 0.782165 (13.62099)
¢ 19.12645 (3.558771)
Diagnostics

ol 0.5960 (0.440)

ol ) 2.2412 (0.524)

yeolts) 7.4632 (0.382)

Q@) 1.2198 (0.990)

LM (ARCH) 0.000704 (0.9788)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statistitise diagnostics panel the numbers not in thernthesis are
the test statistics and the values in the pareisttas probability significance for the correspangiest

n A

statistics; p(i) denotes the autocorrelation at lagof the standardized residuai o " in the mean
equation;Q(i) denotes the (Box-Pierce-Ljung Portmanteau) autetation Q-statistics for the standardized

residuals€: 01 in the variance equatiorl.M (ARCH ) denotes the Lagrange multiplier test to test
whether the standardized residuals exhibit additi&dRCH effect.

199



Table 6.5 GARCH Estimates for the Exchange RaterR€DM/USD)
(With order flow just in the mean equation)
i =/1+/]Xt tE TKE,

Utz =wt agt—lz + ﬁa-t—lz

Estimation Order Flow Order Flow Ratio
Coefficients ~ MA(1)-GARCH(1,1) MA(1)-GARCH(1,1)
H 0.136921 (0.725865)  0.083014 (0.352663)
A 0.128772 (17.86071)  9.763509 (6.469614)
K -0.208069 (-6.703374)  -0.101490 (-3.176101)
7 9.375877 (2.184708) 15.28593 (2.535386)
a 0.092857 (2.565162)  0.126114 (2.877661)
5 0.790770 (10.31976)  0.723279 (8.483039)
Diagnostics

ol 0.3619 (0.547) 0.9720 (0.324)

P4 1.2450 (0.742) 2.1023 (0.551)

£©8) 5.4996 (0.599) 4.9633 (0.664)

Q®) 0.6859 (0.998) 1.1918 (0.991)

LM (ARCH) 0.014318 (0.9048) 0.000549 (0.9813)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statistittse diagnostics panel the numbers not in themihesis are
the test statistics and the values in the pareisttes probability significance for the correspomgiest

n N

statistics; p(i) denotes the autocorrelation at lagof the standardized residuai o' in the mean
equation;Q(i) denotes the (Box-Pierce-Ljung Portmanteau) autetation Q-statistics for the standardized

residuals&: 0 in the variance equatior.M (ARCH) denotes the Lagrange multiplier test to test
whether the standardized residuals exhibit additiéfRCH effect.
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Table 6.6 GARCH Estimates for the Exchange RaterR€DM/USD)
(With order flow in the mean equation and macro $i@wthe variance equation)
Iy =ﬂ+/]xt tE TKE,

Utz —wt cy‘gt—l2 + IBO-t_lz + me/vsl

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.086254 (0.508807)
A 0.127578 (18.70653)
K -0.220605 (-7.481554)
7 5.982459 (1.482334)
a 0.102863 (2.501127)
S 0.758543 (8.735560)
¢ 5.313391 (2.557009)
Diagnostics

ol 0.6077 (0.436)

p(4) 2.0194 (0.568)

£(8) 6.0681 (0.532)

Q@) 1.1505 (0.992)

LM (ARCH) 0.037254 (0.8469)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statistittse diagnostics panel the numbers not in themiaesis are
the test statistics and the values in the pareisttes probability significance for the correspomgiest

n N

statistics; p(i) denotes the autocorrelation at lagof the standardized residuai& o ' in the mean
equation;Q(i) denotes the (Box-Pierce-Ljung Portmanteau) autetation Q-statistics for the standardized

residuals&: 01 in the variance equatior.M (ARCH) denotes the Lagrange multiplier test to test
whether the standardized residuals exhibit additiédRCH effect.
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Table 6.7 GARCH Estimates for the Exchange RaterR€DM/USD)
(With order flow in the mean equation and dummy si@wthe variance equation)
ry =ﬂ+/]xt tE TKE,

0’ =w+as,_° + Bo,° +¢@DummyNews,

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.146050 (0.824064)
A 0.125735 (17.92131)
K -0.210199 (-7.127243)
7 5.091372 (1.021821)
a 0.127065 (2.525695)
S 0.807165 (11.50547)
¢ 12.07619 (1.886597)
Diagnostics

oJ ) 0.3633 (0.547)

p(4) 1.4686 (0.690)

£(8) 5.6080 (0.586)

Q@) 0.7307 (0.998)

LM (ARCH) 0.009659 (0.9217)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statistittse diagnostics panel the numbers not in themiaesis are
the test statistics and the values in the pareisttes probability significance for the correspomgiest

n N

statistics; p(i) denotes the autocorrelation at lagof the standardized residuai& o ' in the mean
equation;Q(i) denotes the (Box-Pierce-Ljung Portmanteau) autetation Q-statistics for the standardized

residuals&: 01 in the variance equatior.M (ARCH) denotes the Lagrange multiplier test to test
whether the standardized residuals exhibit additiédRCH effect.
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Table 6.8 GARCH Estimates for the Exchange RaterR€DM/USD)
(With just order flow in the variance equation)
N =H+t& TKE,

Utz =wt agt—lz + ﬁa-t—lz + P

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.013921 (0.067761)
K -0.100088 (-3.016142)
@ -0.233551 (-1.226084)
a 0.220843 (3.470716)
B 0.310301 (6.651434)
P 2.429389 (6.804261)
Diagnostics

oJ ) 0.3151 (0.575)

p(4) 3.8907 (0.274)

£(8) 8.8703 (0.262)

Q@) 7.1887 (0.410)

LM (ARCH) 0.220184 (0.6389)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesval
the parenthesis are the parameter test statiatisgjute values of order flow are used in varigegpgation; in
the diagnostics panel the numbers not in the plaesig are the test statistics and the values ipdhenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

A n

the standardized residuaty Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesidualsE: O ™ in the variance equatio;M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.

203



Table 6.9 GARCH Estimates for the Exchange RaterR€DM/USD)
(With order flow and macro news in variance equgtio
N =H+& +KE,

0_t2 =Wt agt—lz + ﬁa-t—lz + X, + gNews,

Estimation

Coefficients MA(1)-GARCH(1,1)

H 0.025744 (0.120842)

K -0.097365 (-2.959390)

@ -0.552926 (-1.841941)

a 0.208059 (3.381177)

B 0.288003 (5.788135)

P 2.275002 (6.501308)
5.711078 (1.934290)

Diagnostics

oJ ) 0.3294 (0.566)

p(4) 3.6058 (0.307)

ol (S)) 9.0310 (0.250)

Q@) 9.2142 (0.238)

LM (ARCH) 0.262517 (0.6084)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statiabssjute values of order flow are used in variamgation; in
the diagnostics panel the numbers not in the plaesig are the test statistics and the values ipdhenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

N n

the standardized residuats Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesiduals&: 0 in the variance equatiort:M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.

204



Table 6.10 GARCH Estimates for the Exchange RatarR¢DM/USD)
(With order flow, macro news and the interactiomtén the variance equation)
N =H+& +KE,

0 =w+ae "+ o+ px +gNews +¢(News * x)

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.014092 (0.179947)
K -0.095413 (-2.900240)
@ -0.602513 (-0.904658)
a 0.205549 (3.429491)
B 0.296314 (5.727314)
P 2.181882 (6.484910)
¢ 6.073359 (2.066972)
J 0.179175 (0.819817)
Diagnostics

ol 0.3059 (0.580)

p(4) 3.5505 (0.314)

ol (S)) 9.2637 (0.234)

Q@) 9.2879 (0.233)

LM (ARCH) 0.267133 (0.6053)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statiabssjute values of order flow are used in variamgation; in
the diagnostics panel the numbers not in the plaesig are the test statistics and the values ipdhenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

N n

the standardized residuats Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesiduals&: 0 in the variance equatiort:M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.
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Table 6.11 GARCH Estimates for the Exchange RatarR¢DM/USD)
(With order flow and dummy news in the varianceaopn)
N =H+& +KE,

o =w+ae,” + o+ pK +¢DummyNews,

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.027626 (0.130209)
K -0.099766 (-3.014578)
@ -0.492110 (-0.791898)
a 0.224985 (3.702418)
y NO Asymmetry

S 0.271275 (10.43465)
P 2.463349 (7.417991)
¢ 7.221711 (1.532993)
Diagnostics

ol 0.3187 (0.572)

p4) 3.6420 (0.303)

p(8) 9.1217 (0.244)

Q@) 8.0744 (0.326)

LM (ARCH) 0.240942 (0.6235)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statiatisgjute values of order flow are used in varigegpgation; in
the diagnostics panel the numbers not in the paesig are the test statistics and the values ipahenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

A n

the standardized residuaty Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesidualsE: O ™ in the variance equatio;M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.
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Table 6.12 GARCH Estimates for the Exchange RatarR¢DM/USD)
(With order flow, dummy news and the interactiomten the variance equation)
N =H+& +KE,

0’ =w+ae, " + Bo,, + px +gDummyNews + ¢(DummyNews * X))

Estimation

Coefficients MA(1)-GARCH(1,1)

H 0.066580 (0.529825)
K -0.100872 (-3.011676)
@ -0.394767 (-0.751613)
a 0.245972 (3.382002)
B 0.246506 (5.100743)
yo, 2.819194 (5.104260)
¢ 10.06841 (1.642458)
7 -0.476080 (-0.811852)
Diagnostics

ol 0.3576 (0.550)

p(4) 3.3356 (0.343)

ol (S)) 8.6058 (0.282)

Q@) 8.6892 (0.276)

LM (ARCH) 0.271833 (0.6021)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statiabssjute values of order flow are used in variamgation; in
the diagnostics panel the numbers not in the plaesig are the test statistics and the values ipdhenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

N n

the standardized residuats Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesiduals&: 0 in the variance equatiort:M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.
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Table 6.13 GARCH Estimates for the Exchange RatarR¢DM/USD)
(With order flow in the mean and variance equafions
i =/1+/]Xt tE TKE,

Utz =wt agt—lz + ﬁa-t—lz + P

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.041217 (0.330469)
A 0.125481 (14.00901)
K -0.208662 (-6.586000)
7 -2.047383 (-3.282265)
a 0.111118 (3.057142)
S 0.674724 (12.46560)
P 0.901211 (5.500420)
Diagnostics

p@) 0.1540 (0.695)

p(4) 1.8190 (0.611)

ol S) 6.5788 (0.474)

Q@) 1.2064 (0.991)

LM (ARCH) 0.013671 (0.9069)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statiabssjute values of order flow are used in variamgation; in
the diagnostics panel the numbers not in the paesig are the test statistics and the values ipahenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

N n

the standardized residuats Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n A

autocorrelation Q-statistics for the standardizesiduals&: 0 in the variance equatiort:M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.
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Table 6.14 GARCH Estimates for the Exchange RatarR¢DM/USD)
(With order flow in the mean and variance equatiang news in the variance equation)
Iy =ﬂ+/]xt tE TKE,

0_t2 =Wt agt—lz + ﬁa-t—lz + %, + gNews,

Estimation

Coefficients MA(1)-GARCH(1,1)

H 0.064945 (0.564494)

A 0.124374 (13.94706)

K -0.202704 (-6.291258)

7 -2.175298 (-1.883973)

a 0.122545 (3.045037)

S 0.635675 (10.59159)

P 0.803472 (4.665877)
4.606369 (2.149053)

Diagnostics

ol 0.2285 (0.633)

p4) 1.7003 (0.637)

yeolts) 6.5023 (0.482)

Q@) 2.3336 (0.939)

LM (ARCH) 0.061598 (0.8040)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statistitise diagnostics panel the numbers not in themthesis are
the test statistics and the values in the pareisttas probability significance for the correspanpiest

n A

statistics; p(i) denotes the autocorrelation at lagof the standardized residuai& o " in the mean
equation;Q(i) denotes the (Box-Pierce-Ljung Portmanteau) autetation Q-statistics for the standardized

residuals€: 01 in the variance equatiorl.M (ARCH ) denotes the Lagrange multiplier test to test
whether the standardized residuals exhibit additié&dRCH effect.
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Table 6.15 GARCH Estimates for the Exchange RatarR¢DM/USD)

(With order flow in the mean and variance equati@msl macro news and interaction term
between macro news and order flow in the variagcegon)

i :/J+/]Xt tE TKE,

o =w+ae "+ o+ px + gNews +¢(News * x)

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.092863 (0.705617)
A 0.124718 (14.04741)
K -0.204140 (-6.334393)
73 -2.288154 (-1.905175)
a 0.132992 (2.958534)
B 0.579068 (8.741865)
P 1.188968 (4.311187)
¢ 7.829776 (2.612080)
7 -0.351891 (-2.293178)
Diagnostics

ol 0.1629 (0.686)

p(4) 1.0781 (0.782)

£(8) 6.2297 (0.513)

Q@) 1.6261 (0.978)

LM (ARCH) 0.061354 (0.8044)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statiabssjute values of order flow are used in variamgation; in
the diagnostics panel the numbers not in the plaesig are the test statistics and the values ipdhenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

A n

the standardized residuaty Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesidualsE: O ™ in the variance equatio;M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.
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Table 6.16 GARCH Estimates for the Exchange RatarR¢DM/USD)

(With order flow in the mean and variance equatiand dummy news in the variance
equation)

i :/J+/]Xt tE TKE,

Jtz =wt agt—lz + ﬁat—lz + %, + gDummyNews,

Estimation

Coefficients MA(1)-GARCH(1,1)

H 0.064112 (0.462385)

A 0.126218 (15.60013)

K -0.219489 (-7.347522)

73 -2.597926 (-3.680722)

a 0.086367 (2.842515)

B 0.709628 (14.12789)

P 0.654905 (4.888583)
5.936611 (2.034596)

Diagnostics

p@ 0.1071 (0.743)

p(4) 1.5729 (0.666)

ol (S)) 6.0891 (0.529)

Q@) 1.2794 (0.989)

LM (ARCH) 0.005090 (0.9431)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesval
the parenthesis are the parameter test statiatisgjute values of order flow are used in varigegpgation; in
the diagnostics panel the numbers not in the plaesig are the test statistics and the values ipdhenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

A n

the standardized residuaty Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesidualsE: O ™ in the variance equatio;M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.
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Table 6.17 GARCH Estimates for the Exchange RatarR¢DM/USD)
(With order flow in the mean and variance equati@msl dummy news and the interaction
term in the variance equation)

=+ +E HKE
0 =w+ae " + B0, + px +gDummyNews + ¢(DummyNews * X)

Estimation

Coefficients MA(1)-GARCH(1,1)
H 0.069323 (0.428234)
A 0.125764 (15.97053)
K -0.218169 (-7.200801)
73 -4.403711 (-7.874920)
a 0.063022 (2.360024)
B 0.743228 (12.04317)
P 1.012867 (4.523828)
¢ 18.53468 (3.292960)
7 -0.934247 (-3.330300)
Diagnostics

ol 0.0263 (0.871)

p(4) 0.6034 (0.896)

£(8) 5.8042 (0.563)

Q@) 1.1307 (0.992)

LM (ARCH) 0.000152 (0.9902)

Notes: In the estimation panel the numbers nohéngarenthesis are the parameter estimates; thesvad
the parenthesis are the parameter test statiabssjute values of order flow are used in variamgation; in
the diagnostics panel the numbers not in the plaesig are the test statistics and the values ipdhenthesis

are probability significance for the correspondiest statistics;0(i) denotes the autocorrelation at lagf

A n

the standardized residuaty Ut_l in the mean equatiorQ(i) denotes the (Box-Pierce-Ljung Portmanteau)

n n

autocorrelation Q-statistics for the standardizesidualsE: O ™ in the variance equatio;M (ARCH)

denotes the Lagrange multiplier test to test wirethe standardized residuals exhibit additional ARC
effect.
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Figure 6.1 Exchange Rate deutsche mark / U.S.rdolla
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Note: The figure shows the logarithm exchange dmetsche mark / U.S. dollar at hourly frequencyrove
May 1 to August 31, 1996.

Figure 6.2 Return of the Exchange Rate deutschi MaS. dollar
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Note: The figure shows the exchange rate retudeatsche mark / U.S. dollar at hourly frequencyrdvay
1 to August 31, 1996.
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Figure 6.3 Sample Autocorrelation of Exchange RRagirn

Note: The figure shows the hourly exchange ratermefdeutsche mark/US dollar) sample autocorredaitio
the top panel and partial autocorrelation in theedso panel.

Figure 6.4 Sample Autocorrelation of Exchange RRairn Square

Note: The figure shows the hourly squared excharaje return (Deutsche mark/US dollar) sample
autocorrelation in the top panel and partial autaation in the bottom panel.
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Chapter 7

Conclusion and Suggestions for Future Research

7.1 Summary

Modelling exchange rate movements is one of thetnabmllenging tasks in the
international finance. Macroeconomic fundamentallygsis has dominated the studies of
exchange rate movements over medidmlong-run horizon. However, it is a consensus
that macro fundamental analysis does not perforthimwexplaining the dynamics of high-
frequency exchange rates at short-run time horirooontrast, Microstructure approaches
to exchange rates focus on actual FX market bebes/@nd obtain supportive evidence to
explain the dynamics of exchange rates at highdfeaqy. In this thesis we adopted both
macro and micro approaches to intensively exanooeitsues concerning the movements
in exchange rates at different time horizons, whglfrom long-run to medium-run and
short-run horizon in order. Using the term of lamg we aimed to examine equilibrium
real exchange rates. Using the term of medium-raremphasized forecasting exchange
rates. Finally, with the term of short-run we intvgated exchange rate dynamics in the
context of actual foreign exchange trading.

The empirical study of exchange rates has got diamdevelopments with the
development of econometrics. In particular, methddaling with the characteristics of
nonstationary data and methods dealing with noatities have improved the innovation
pace of exchange rate economics. Moreover, theeasang availability of high-quality
macroeconomic and financial data also makes ittigecto examine many theoretical
hypotheses. We adopted different approaches tddififierent issues concerned, which
depends on the nature of the issues and the feattitbe data set. Applications of various
newly developed complicated econometric methodstagid quality data sets make our
research even more distinct. In the following sebeas, corresponding to the fours issues
we investigated in the four empirical studies, wguentially summarize our contributions

to the relevant literatures and some possible malgdor the future research.
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7.1.1 Long-run Equilibrium Real Exchange Rates

Purchasing power parity (PPP) and models basetleoRPP hypothesis have experienced
slow meanreversion of the exchange rate deviations. With timal determinants of
exchange rates, the condition of equilibrium of Hadance of payments, long-run real
equilibrium exchange rates are usually modellethenrelationship between real exchange

rates(, , current account balanaa, and net foreign assefa, . In particular, most studies
consider real exchange rates in the associationeleet real exchange ratgs and net
foreign assetsifa, (See more relevant studies discussed in the qumesng literature

review sections). However, Lane and Milesi-Ferrg@@02) argue that it is not appropriate
to empirically evaluate real exchange rates with $ipecification only concerning real
exchange rates and net foreign asset. They suggestdemonstrate the relationship
between real exchange rates and net foreign asisetdd be through two channels. One
channel is through the link between net foreigretiaad trade balance and the other one is
through the relation between real exchange rates teade balance. The two-channel
association combines both current account and atapitcount. Our first issue is to

evaluate real exchange rates based on the two-ehassociation.

In chapter 3 we examined real exchange rates iraregelpdata setting for 23 OECD
countries, China, Philippine and Malaysia. Mostevaht studies usually focus on an
individual exchange rate in a time-series framewtorlexamine the particular currency’s
long-run equilibrium value. We estimated real exgerates in a panel data setting and in
the context we investigated the comparability betwehe selected 23 mature OECD
economies and the three less mature economieslingl€hina, Philippine and Malaysia.
This idea was practically motivated by the facttttiee integration of the international
economies due to the extensive international treg@fal flow and dramatic developments

of emerging economies, for example China.

With recently developed econometric methods esfhediae methods for nonstationary

panel data, such as panel unit root tests and pangkgration tests, we investigated the
association between real exchange rates, net fossget and trade balance between the
three panels. Our unit root tests and cointegrasinalyses demonstrated, for the three
panels, a cointegration relationship between tiaalance and net foreign assets, and a
cointegration relationship between real exchandesrand trade balance. Our various
estimations (panel fixed effect OLS, FMOLS, DOLSI&MGE) confirmed the significant
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negative relationship between real exchange ratésrade balance although we observed
the sensitivities between these different estinmatioHowever, in the corresponding
poolability tests, we discovered that the thres lemture economies share weak similar
patterns with the mature OECD economies in termghef association between real
exchange rates and trade balance. Additionallyexeenined the real exchange rates in the
association between real exchange rates and regifioasset. Our primary cointegration
analyses confirmed, for the three panels, a coiat®Eg association between real exchange
rates and net foreign asset. However, majorityusfv@rious panel estimations did not find
reasonable coefficient estimates. Thus our prdctstadies empirically support the
proposal of Lane and Milesgierretti (2002) that the relationship between mathange
rates and net foreign asset is through two chararedsit is better to use the two-channel
association to examine the equilibrium real excleargfe. Finally, we investigated the
misalignments for the concerned currencies baseth@restimated long-run relationship

between real exchange rates and trade balance.

We directly examined the association between mechange rates, net foreign asset and
trade balance. However, we have not concernedrtierlying determinants of net foreign
asset and trade balance. These determinants inchbeke of return on net foreign assets
and liabilities and economic growth rate, which evémvestigated by Lane and Milesi-
Ferretti (2002). In a similar panel setting, we tam our focus on the association between
real exchange rates, rates of returns and growghfréhe corresponding data are available.

7.1.2 The Monetary Model of Nominal Exchange Rates

Mussa (1984) addresses that monetary models are osmful to use the current and
expected future money supply and money demand terrdme nominal exchange rates
although monetary models do not perform well in go@l studies. One argument to the
poor practical performance of monetary models is thuthe methodologies adopted in
empirical studies and inappropriate restrictionston coefficients of the parameters. One

of the motivations of our empirical studies wasigiesd to justify the validity of the view.

In Chapter 4 we intensively investigated the asgmr between nominal exchange rates
and monetary fundamentals. Specifically, we focuostlee association described in the
flexible-price monetary model. We aimed to expldine nonlinearities involved in the

deviation of exchange rates and in the associdt@ween exchange rates and monetary

fundamentals. Our study focused on two foreign arge rate pair Japanese yen/US dollar
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and Euro/US dollar which has not been intensivengined due to the short observations.
Firstly, we examined the loagin association between exchange rates and the
corresponding monetary fundamentals. With the Jedmarcointegration procedure we
found a significant cointegration relationship beém nominal exchange rates and
unrestricted monetary fundamentals, which includmeistic and foreign money supplies,
productions and long-term interest rates. The egnattion analysis verified the monetary
model is a good description of long-run exchangeestawhich is consistent with
conclusions of other relevant empirical studies. rélonterestingly, we intensively
investigated the involved nonlinearities from difet aspects. The error correction model
(ECM) was used to investigate the short-run adjestnof exchange rates from their long-
run equilibrium values determined in the long-rwmeegration relationships. Furthermore,
the forecasting experiments showed that the skam-tleviation can be descried better by
an ECM specification rather than a random walk @ssc With threshold models we tested
the possible regime switches in the system deteunlyy exchange rates and monetary
fundamentals. We investigated the restricted foftt@ monetary model and failed to find
the positive evidence to support our hypothesisnewith different threshold variables in
the experiments. Finally, with nonparametric modele attempted to explore the
explanation power of monetary fundamentals to emgharates. Our empirical
examinations demonstrated that monetary fundansenotalld explain the movements in
exchange rates if we don’'t impose any sorts ofriptigins on the model specification.
Moreover, the out-of-sample forecasting experimesttewed that the nonparametric
model had better performance than the random walkegss. However, one shortcoming
of nonparametric methods is we have no particu@nemic theory to support the

empirical analyses.

The monetary model has been the workhorse of egehaate determination while the fact
it doesn’t work well in practice has been a congen®ur experiments indicated that the
power of the methodologies used in the empiriaadiss. It seems the monetary model can
do a good job to explain the movement of excharajesrif we can provide careful
treatments. We did not find the positive supportthie studies of threshold models.
However, we don'’t rule out the possibilities thag Wave not chosen the right threshold
variable or we have not adopted the right thresimoédhods. For example, we can adopt
the smoothing threshold model. Even for the nonpatac approaches, we can explore
other methods. For example, we can examine thdesingex model which takes the
combination of all monetary fundamentals as a sinigtiex to explain the movement in

exchange rates.
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7.1.3 Microstructure Approaches to Exchange Rates

Microstructure approaches to exchange rates hawrgemh as a promising channel to
examine the movements in exchange rates inshorhorizon. In practice professionals in
the FX market care more about the market activiéiggecially the micro fundamental,
order flow. Theoretically, the portfolio shift mddef Evans and Lyons (2002) propose a
typical framework that explains the price formudatiin the FX market, which has been
extensively justified in the relevant empiricalditts. Using data from the trading platform
Reuters D2000-2, our empirical study in Chapterds wesigned to investigate the price
impact of order flow and the prediction ability ofder flow on the future exchange rate

return.

In Chapter 5 we centre on the association betwa&ehamge rate return and order flow.
Being different from most of the relevant studie® separately examined the impact of
order flow on the contemporaneous exchange ratepagdiction of order flow on the
future exchange rate return. In the study we adbopt® different measures of order flow
and used high-frequency foreign exchange transaaeta (deutsche mark/US dollar)
from the trading platform Reuters D2000-2. The p@uyn examination rejected the
endogeneity of order flow in the association, whighusually concerned in the feedback
trading. Our empirical analyses demonstrated tgeifstant impact of order flow on the
contemporaneous exchange rate. However, the pdiability of the order flow on the
future exchange rate return is quite weak, not ggobd 10 minutes ahead. The weak

prediction is consistent with the market efficierfythe actual FX market in our sample.

Order flow is informative since it contains the dregeneous dispersed information which
maps the association from the macro/micro fundaaterto exchange rates. However,
dealers in the FX market always attempt to useiriff@med information flow to make
speculations to make profits. At the same timethm FX market dealers always avoid
exposing their positions that could be used byrotealers in the persistent trading. Thus
even we found order flow is informative but the gpotion of order flow on the future

exchange rate is poor. Price prediction in the Ftkeat is always challenging.
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7.1.4 Macro News, Private Information and Exchange Rate Return Volatilities

The impact of macro news on exchange rate volasliis always a typical issue in the
study of exchange rate modelling. In contrast, offttav, which measures the private
information in the FX market, is usually examinedtihe study of exchange rate returns.
Be the pioneer, we introduced order flow to theternhhow macro news impacts the

return volatility of exchange rates.

In chapter 6 we firstly investigated the impact mbcro news on the exchange rate
volatility. We then introduced order flow into threodel to proxy private information.
Finally, we introduced an interaction term combgiiboth macro news and private
information (order flow) into the framework. Our ®&H model analyses demonstrated
that both macro news and private information hageificant impact on the exchange rate
volatility. However, we failed to find a significinteraction between macro news and
private information in the volatility process. Thosr studies confirmed that there two
channels for macro news to reach exchange rates:iomhat macro news is directly
impounded into the prices; and the other one isrfacro news reach exchange rates via

the proxy of order flow.

With the GARCH class specifications, we examinealithpact of the information, public
or private, on the exchange rate volatilities. Heare this method does not allow us to
analyze the ratio of the impact between theseiliard nonlinear elements.

7.2 Future Researches

We investigated several issues concerning the exgheate movements at different time
horizons. Centring on what we have done, we cookkibly extend our researches in the

following different directions.

Firstly, we can explore the dynamics of the linktvween exchange rates and
macroeconomic fundamentals with some alternativamaced methods. For example, the
factor analysis can be used to examine issues nongehe hidden or unobservable series
in the macroeconomic approach since it is posshd¢ some vital variables could have
been omitted or unavailable in traditional macreegonic models. Also, the parameter
time-varying methods can be used to examine the pessijshamics of the parameter
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coefficients of interest. For instance we can apiptyKalman filter to the traditional macro

models.

The combination of macroeconomic fundamental amalgsd microstructure approaches
iIs also a promising direction to work with. Lyon2001) proposes a hybrid model
containing elements from both macroeconomic appremand microstructure approaches.
In the hybrid view the market information impounii$o exchange rates through two
channels, one is via the trading process, i.e.jnloeostructure channel. The other one is
into prices directly, i.e., the macroeconomic cteniowever, this direction could be

challenging.

Secondly, in microstructure approaches one delsatieat order flow could only convey
information that represents the temporary markgifidiity information, such as momentum
trading, trenechasing trading behaviour, other type of feedbakding and the

management of inventories by the foreign excharegdeds in response to liquid shocks.
All these information are unrelated to macroecomofundamentals. Our study did not
distinguish these different elements which ordewflcould contain. However, it is

assumed that it is safe to assume that the order dontain the both aspects of the

information, which can be a direction to extend @search.

Our microstructure studies have only focused onrtie of order flow. However, the
dealer's behaviour especially the bid-ask sprealichw measures foreign exchange
transaction cost, is a popular channel to exaniweeeixchange rate movement at high-
frequency. Also, for dealers in the FX market, theentory control is vital to the price
making. Both the bid-ask spread and inventory @brare the directions which are worth
being put effort to.

Although we have high expectation on the futureeaeshes meanwhile it is a consensus
that modelling exchange rate movements is alwagtsadlenge for practical professionals,
including monetary authorities and academic re$essc For the monetary authority,
making an appropriate monetary policy concerningherge rate dynamics is always a

tough job. Dodge (2005), the governor of Bank oh&a expresses:

‘... the bank has no a mechanical or formulg@ipraach to dealing with exchange rate
movements. The truth is exactly the opposite. Ariaty foreign exchange movements and
determining the appropriate monetary policy respass complicated business...".
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For academic researchers, it has been a challengedel the movements in exchange
rates, even just to beat a random walk processDilaald and Taylor (1994) point out
that:

‘...modelling and forecasting the exchange &t hazardous occupation...’ .
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